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ABSTRACT

Aims. Pointed observations with XMM-Newton provide the basisdm@ating catalogues of X-ray sources detected serendghjto

in each field. This paper describes the creation and chaisiitte of the 2XMM catalogue.

Methods. The 2XMM catalogue has been compiled from a new processitiggoMM-Newton EPIC camera data. The main features
of the processing pipeline are described in detail.

Results. The catalogue, the largest ever made at X-ray wavelengtinaios 246,897 detections drawn from 3491 public XMM-
Newton observations over a 7-year interval, which relat&db,870 unique sources. The catalogue fields cover a skyo&raare
than 500 dety The non-overlapping sky area4s360 deg (~ 1% of the sky) as many regions of the sky are observed more than
once by XMM-Newton. The catalogue probes a large sky areheafitix limit where the bulk of the objects that contribute he t
X-ray background lie and provides a major resource for getivey large, well-defined X-ray selected source sampleslysig the
X-ray source population and identifying rare object typEse main characteristics of the catalogue, including itstpmetric and
astrometric properties are presented.

Key words. catalogues — surveys — X-rays general

1. Introduction Such surveys have been pursued with most X-ray astronomy
) satellites since the Einstein Observatory. The resulenetslip-

Surveys play a key role in X-ray astronomy, as they do ifyys source catalogues (e.g., EMSS: Gioia et al. 1990 kStoc
other wavebands, providing the basic observational datahwhet 1. 1991; WGACAT: White et al. 1994; ROSAT 2RXP: Voges
allow us to characterise the underlying source populations 5| 1999; ROSAT 1RXH: ROSAT Team 2000: ASCA AMSS:
SerendipitouX-ray sky surveys, based on the field data fronyeda et al., 2005) have been the basis for numerous studies an
individual pointed observations, take advantage of theeli@ly have made a significant contribution to our knowledge of the
wide field of view dforded by typical X-ray instrumentation.x.ray sky and our understanding of the nature of the various
Galactic and extragalactic source populations.

Send gprint requests toM.G. Watson ) ) )
* Based on observations obtained with XMM-Newton, an ESA sci- 1he XMM-Newton observatory provides unrivalled capabil-

ence mission with instruments and contributions directigdled by ities for serendipitous X-ray surveys by virtue of the lafigéd

ESA Member States and NASA. of view of the EPIC cameras and the high throughgtdraed
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by the heavily nested telescope modules. This capabiliyagu  gions utilising mosaics of overlapping pointed observagito
tees that each XMM-Newton observation provides a significaachieve the required sensitivity and sky coverage. Cugrent
harvest of serendipitous X-ray sources in addition to datthe the largest contiguous XMM-Newton survey is the XMM-LSS
original target. In addition, the extended energy rangeMiX (Pierre at al. 2007) covering5 ded with typical exposure time
Newton ¢ 0.2 - 12 keV) means that XMM-Newton detects sig-10—20 ks per observation. Other medium-deep surveys of 1—
nificant numbers of obscured and hard-spectrum objectsrwhizded regions include the SXDS~(1.1ded, 50—100ks ex-

are absent in many earlier soft X-ray surveys. posures; Ueda et al. 2008), the COSMOS survey2 (led,

This paper describes the Second XMM-Newtor 80ks exposures; e.g., Cappelluti et al. 2007; Hasinger.et al
Serendipitous Source Catalogue (2XMM) which has be&®07), and the Marano field survey (Krumpe et al. 2007). These
created from the serendipitous EPIC data from from 34ddrger area surveys typically reach limiting fluxes of #0to
XMM-Newton pointed observations made over~a 7-year < 10 *ergcn?s.
interval since launch in 1999. The XMM-Newton serendipitou We also note that Chandra observations have been used
source catalogues are produced by the XMM-Newton Survisy compile a serendipitous catalogue including7000 point
Science Centre (SSC), an international consortium of tenurces (the ChaMP catalogue; Kim et al. 2007) and plans are
European institutions, led by the University of Leicestas, underway to compile a serendipitous catalogue from alablet
a formal project activity performed on behalf of ESA. Thé&handra observations (Fabbiano et al. 2007).
catalogues are based on the EPIC source lists produced byThe paper is organised as follows. Sectidn 2 introduces
the scientific pipe-line used by the SSC for the processitige XMM-Newton observatory. Sectidd 3 presents the XMM-
of all the XMM-Newton data. The first serendipitous sourchlewton observations used to create the catalogue and treceha
catalogue, 1XMM, was released in 2003 (Watson et al. 2003ayistics of the fields. Sectidi 4 outlines the XMM-Newtortada
XMM-SSC 2003). The current 2XMM catalogue incorporategrocessing framework and provides a more detailed accdunt o
a wide range of improvements to the data processing, uses i@ EPIC data processing, focusing in particular on souetecd
most up-to-date instrument calibrations and includes gelartion and parameterisation, astrometric corrections andctum-
number of new parameters. In parallel, the 2XMM catalogusitation. Sectioh]5 provides an account of the automati@ext
processing also produces a number of additional data ptedution of time-series and spectra for the brighter sourceslewh
for example time-series and spectra for the brighter indial Sect[$ outlines the external catalogue cross-correlatimter-
X-ray sources. A pre-release version of the current catalpgtaken. Sectiof]7 describes the quality evaluation undentakd
2XMMp (XMM-SSC 2006), was made public in 2006. Thissome recommendations on how to extract useful sub-samples
includes~ 65% of the fields and 75% of the sky area coveredfrom the catalogue. Sectidd 8 describes additional praogss
by 2XMM, while ~ 88% of all 2XMMp sources appear in theand other steps taken to compile the catalogue including the
2XMM catalogue. Around 56% of all 2XMM sources alreadydentification of unique sources. The main properties arai-ch
have an entry in the 2XMMp catalogue. acterisation of the catalogue is presented in $éct. 9. &£

The 2XMM catalogue provides an unsurpassed sky area fistmmarises access to the catalogue and plans for futuréaspda
serendipitous science and reaches a flux limit correspgrtdin to 2XMM, and Sec{_ 111 gives a summary.
the dominant extragalactic source contribution to the ¢osm
X-ray background. The catalogue is part of a wider project
explore the source populations in the XMM-Newton serendigz XMM-Newton observatory
itous survey (the XID project; Watson et al. 2001; Watson &b provide the essential context for this paper, the main fea
al. 2003b) through optical identification of well-definedrsa tures of the XMM-Newton observatory are summarised here,
ples of serendipitous sources (e.g., Barcons et al. 20027;20with particular emphasis on the EPIC X-ray cameras from tvhic
Della Ceca et al. 2004, Caccianiga et al. 2008, Motch et @he catalogue is derived.

2002; Schwope et al. 2004; Page et al. 2007; Yuan et al. 2003; The XMM-Newton observatory (Jansen et al. 2001),
Dietrich et al. 2006). Indeed these identification progravese launched in December 1999, carries three co-aligned grazin
effectively based on less mature versions of the XMM-Newtdncidence X-ray telescopes, each comprising 58 nestedewolt
catalogue data processing. XMM-Newton serendipitousesurvi mirror shells with a focal length of 7.5m. One of these tele-
results have also been used to study various statisticabpiios scopes focuses X-rays directly on to an EPIC (European Rhoto
of the populations such as X-ray spectral characteristms;ce Imaging Camera) pn CCD imaging camera (Struder et al. 2001)
counts, angular clustering, and luminosity functions €gwini The other two feed two EPIC MOS CCD imaging cameras
et al. 2003; Mateos et al. 2005; Carrera et al. 2007; Cag@an(Turner et al. 2001) but in these telescopes about half thayX-

et al. 2007; Mateos et al. 2008; Della Ceca et al. 2008; Ebrexre diverted, by reflection grating arrays (RGA), to the efle
et al. 2008). Other projects based on XMM-Newton serendigion grating spectrometers (RGS; den Herder et al. 2001ghvhi
tous data include the HELLAS2XMM survey (Baldi et al. 2002provide high resolutiond/AA ~ 100— 800) X-ray spectroscopy
Cocchia et al. 2007). in the 0.33—-2.5 keV range. The EPIC cameras acquire data in

The 2XMM serendipitous catalogue described here is cottite 0.1 —15 keV range with a field of view (FOW)30 arcmin-
plementary to “planned” XMM-Newton surveys which provideutes diameter and an on-axis spatial resolutidh arcseconds
coverage of much smaller sky areas, but often with higher sélWWHM (MOS being slightly better than pn). The physical pixel
sitivity, thus exploring the fainter end of the X-ray soupm@p- sizes for the pn and MOS cameras is equivalentt@ and
ulation. The deepest such surveys, such as the Lockman Helé arcseconds, respectively. The on-axieetive area for the
(Hasinger et al. 2001; Brunner et al. 2008) and the CDFh camera is approximately 1400 ¢t 1.5 keV and 600 cfn
(Streblyanska et al. 2004), cover essentially only a siXyél- at 8 keV while corresponding MOSffective areas are about
Newton field of view, have total integration time800-1000ks 550 cnf and 100 cr, respectively. The energy resolution for
and reach fluxes few x10 6 ergcnt?s™, close to the confu- the pn camera is- 120eV at 1.5keV and- 160ev at 6keV
sion limit. XMM-Newton has also carried out contiguous surtFWHM), while for the MOS cameraitis 90 eV and~135eV,
veys of various depths covering much larger sky areas of mespectively. The EPIC cameras can be used in a varietytef di
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Fig. 1. Hammer-Aitdf equal area projection in Galactic coordi-
nates of the 3491 2XMM fields. “
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ent modes and with several filters (see Jecl. 3.1). In additio

the X-ray telescopes, XMM-Newton carries a co-aligned,i80 ¢ Exposure time (ksec)
diameter Optical Monitor (OM) telescope (Mason et al. 2001) o ) ]
which provides an imaging capability in three broad-bariaull Flg. 2.Distribution of Fotal good exposure time (after event filter
violet filters and three optical filters, spanning 1800 A te6@; ing) for the observations included in the 2XMM cataloguer (fo
two additional grism filters permit low dispersion ultraslét €ach observation the maximum time of all three cameras per ob
and optical-band spectroscopy. The construction of a agpaServation was used).
catalogue of OM sources is in preparation.

A number of specific features of XMM-Newton and theTable 1. Data modes of XMM-Newton exposures included in
EPIC cameras which are referred to repeatedly in this paper the 2XMM catalogue.
collected together and summarised in Appefidix A togeth#r wi
the relevant nomenclature. Abbr.  Designation Description

MOS cameras:
PFW Prime Full Window covering full FOV

3. Catalogue observations PPW2  Prime Partial W2 small central window
3 lecti PPW3  Prime Partial W3 large central window

-1. Data selection PPW4  Prime Partial W4 small central window
XMM-Newton observatiofbwere selected for inclusion in the EEWS FP”TS Partial W5 g Iarget czlerétgljv_vmt@\_/v g
2XMM catalogue pipeline simply on the basis of their pub- ast Jncompresse centra In iming moce

lic availability and their suitability for serendipitousisence. In RFS Prime Partial RFS central CCD withfiérent frame

practice this meant that all observations that had a publigase  y, camera:
date prior to 2007 May 01 were eligible. A total of 3491 XMM- pFwE  Prime Full Window  covering full FOV
Newton observations (listed in Appendik B) were includethia Extended
catalogue; their sky distribution is shown in Hig. 1. Onlynaadl  PFW  Prime Full Window  covering full FOV
number (83) of observations were omitted, typically beeaais PLW  Prime Large Window  half the height of PFRFWE
valid ODF was not available or because of a small number ef
unresolved processing problems. The field of view (FOV) of an
XMM-Newton observation (the three EPIC cameras combined)
has a radius- 15 arcminutes. The XMM-Newton observationgor small window, timing and burst mode (not used for source
selected for the 2XMM catalogue cover omlyl% of the sky detection). In the case of MOS the outer ring of 6 CGisays
(see Secl. 912 for a more detailed discussion). Certaireghgns remain in standard imaging mode while the central MOS CCD
have contiguous multi-FOV spatial coverage, butthe laigesh  can be operated separately: in partial window modes ontyofar
region is currently< 10 deg. ) the central CCD is read out, and in fast uncompressed and com-
By definition the catalogue observations do not form a hgressed modes the central CCD is in timing mode and produces
mogeneous set of data. The observations selected haves-forrR) imaging data. In the MOS refreshed frame store mode the
ample, a wide sky distribution (see Fid. 1, wher€5% are at central CCD has a ffierent frame time and the CCD is not used
Galactic latitudeb] > 207), a broad range of integration timesfor source detection. Tab[@ 1 lists all the EPIC camera moéles
(Fig.[2) and astrophysical content (Séctl3.2), as well asa mopservations incorporated in the catalogue, while Big. @sh
ture of EPIC observing modes and filters, as follows. their sky footprints.
The EPIC cameras are operated in several modes of data acE 50 XMM-Newton camera can be used with #Fefient
quisition. In full-frame and extended full-frame modes thé  jier- Thick, Medium, Thin, and Open, the choice depending
detector area is exposed, while for the EPIC pn large windQy, the degree of optical blockiBglesired. Tablg]2 gives an

mode only half of the detector is read out. A single CCD is usgf{erview of the data modes and filter settings used for the

1 — . . . - . 2XMM observations. No Open filter exposures passed the-selec
An observation is defined as a single science pointing at a ﬂxﬁon criteria (cf. Sec{4]1), while about 20% of pn obsel
celestial target which may consist of several exposurds tivéd XMM- SN ' . oorp
Newton instruments. are taken in timing, burst, or small window mode.

2 The Observation Data File is a collection of standard FITiénfd
raw data files created from the satellite telemetry. 3 see Appendik A

time (‘Refreshed Frame Store’)
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— In the full set of targetsy 50% are classified as spatially
unresolved objectsy 10% as extended objects with small
angular extent<{ 3'), ~ 22% as larger extended objects,
and around 15% can be considered to have no discrete tar-
get leaving only~ 2% of unknown or problematic cases (see
Table[C1).

— Around 10% of observations were obtained for calibration
purposes; around 3% of targets are “targets of opportunity”

— Anticipating the discussion in Se€t._9.1, aroun@ 2af the
intended targets are unambiguously identified in their XMM-
Newton observations.

Figure[4 illustrates the large variety in field content (im-
ages are usually combinations of pn and MOS total-band image
that include out-of-FOV areas). Panel (a) shows typical XMM
] ) ) ] Newton observations which may be considered represeataitiv
Fig. 3. Typical sky footprints of the dierent observing modes most of the observations used for the catalogue. Panel ¢ajssh
(the FOV is~ 30). Noticeable are the CCD gaps as well aghe variety of astrophysical content; in many of these céses
columns and rows excluded in the filtering process. Tilieces  soyrce detection isfiected by a dominant bright point or ex-
of vignetting and exclusion of CCDs due to much lower exp@ended source, or by crowding in high density regions. astl
sure times are not shown. Top row: MOS full window modejanel (c) illustrates various instrumental or detectoefadts
MOS partial window W3 or W5 mode; MOS partial window W2yhich, although relatively rare, cause significant soureec
or W4 mode. Bottom row: MOS fast uncompressed, fast cofjon issues. The most common of thesfigating ~ 6% of the
pressed, or RFS mode; pn full window mode; pn large windogpservations each, are the OOT events and X-ray scattefing o
mode. the RGA (see AppendixJA for terminology). Botlffects occur

o _ for all sources but only become significant for the brightest

included in the 2XMM catalogue. subtraction problems (as OOT events of piled-up sourcesatre
: represented properly in the background maps). The rardx-pro
Camera “Modes - Filters Totallems (also illustrated in panel (c)) are:
full2 window? othef thin medium thick
pn 2441 233 - 1233 1259 182 2674 _ pjjo M \yhich can make the centroiding of a sourcéidi

MOS1 2560 605 219 1314 1772 298 3384

MOS2 2612 655 127 1314 1777 303 3394 cult, resulting in éf-centre detections as well as spurious ex-

tended source detection.

a PEWE and PEW modes — The shadows from the mirror spider can be visible in the
b pn PLW mode and any of the various MOS PPW modes PSH wings of the very brightest sources arfteat the back-
¢ other MOS modes (FU, RFS) ground maps, that is, the source parameters in these aeeas ar
uncertain.
— Due to the nature of the background maps (spline maps,
3.2. Target classification and field characteristics see Secf. 4.4.2), sharp edges, caused, for example, by noisy

CCDs, can not be represented well and cause spurious de-
tections. Note that this problem cafiect the parameters of
real sources as well.

— Finally, the telescope Ifides allow photons from a narrow
annular region of sky outside the nominal FOV to reach the
detectors via a single reflection, instead of the two reflec-
tions required for correct focusing. Bright X-ray objeats i
this annular region can give rise to bright arcs in the image,
as shown in panel (v), which typically produce numerous
spurious detections.

The 2XMM catalogue is intended to be a catalogue of serendipi
tous sources. The observations from which it has been cetpil
however, are pointed observations which typically contaie
or more target objects chosen by the original observerdieso t
catalogue contains a small fraction of targets which areddy d
inition not serendipitous. More generally, the fields fromigh
the 2XMM catalogue is compiled may also not be represemtativ
of the overall X-ray sky.

To avoid potential selection bias in the use of the cata-
logue, an analysis to identify the target or targets of eagtviX
Newton observation has been carried out. Additionally, an a
tempt has been made to classify each target or the nature of h pata Processing
field observed; this provides additional information whizdm
be important in characterising their usefulness (or otiss)v The SSC operates a data-processing system on behalf of ESA
for serendipitous science. In practice the task of idemgfyand for the processing of XMM-Newton pointed observations. The
classifying the observation target is to some extent stikfec system, which can be considered as a ‘pipeline’, uses the XMM
and likely to be incomplete (only the investigators of that o Newton Science Analysis Software (S#ASo generate high-
servation know all the details). Here, the main results efak- level science products from ODFs. These science produets ar
ercise are summarised. A more detailed description is givenmade available to the principal investigator and ultimatie¢ as-
AppendiXC. tronomy community through the XMM Science Archive (XSA,;

— Of the total 3491 observations included in 2XMM, the target* see AppendikA
could be unambiguously resolved in terms of its coordinate$ The description and documentation are available on-lin¢hat
and classification in the vast majority of case98%) ESAC web sité httg/xmm2.esac.esa.jisag
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Fig. 4.a) Examples of typical 2XMM EPIC images (north is up). Froffit te right: (i) medium bright point source; (ii) deep field
observation; (iii) shallow field observation with small extled sources; (iv) distant galaxy cluster.

(viii)

Fig. 4. b) Examples of variation in astrophysical content of 2XMMselvations (north is up); in most of these extreme cases the
source detection is problematic. Top row, from left to rigijtbright extended emission from a galaxy cluster; (ii)ission from a
spiral galaxy which includes point sources and extendedsaoni; (iii) very bright extended emission from a SNR; (Narfientary
diffuse emission. Second row: (v) complex field near the Gal&=iatre with dffuse and compact extended emission; (vi) two
medium-sized galaxy clusters; (vii) complex field of a stasster; (viii) bright point source, fé-centre.

Fig. 4.c) Examples of instrumental artefacts causing spuriouscsaletection (north is up). From left to right: (i) brightsoe with
pileup and OOT events; (ii) very bright point source showahyious pileup, shadows from the mirror spider, and scadtéight
from the RGA,; (iii) the PSF wings of a bright source spreaddmelthe unused central CCD causing a brightening of the ealges
the surrounding CCDs (which may not be well representedérbtickground map); (iv) obvious noisy CCDs for MOS1 (CCD#4)
and for MOS2 (CCD#5) to the top right; (v) numerous and brgjhgle reflections from a bright point source outside the R@th

a star cluster to the left. See Appendik A for terminology.

Arviset et al. 2007). In October 2006, the SSC began to repia-the mission. The aim was to create a uniform set of science
cess every available pointed-observation data-set frenstidrt products using an up-to-date SAS and a constant set of XMM-
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Newton calibration fild% (the appropriate subset of calibration input ODF

files for any given observation was selected based on the-obse

vation date). Of 5628 available observations, 5484 wereess:

fully processed. These included public as well as (at tmaei

proprietary datasets (the data selection for 2XMM obsé@wmat

is discussed in Se¢i.3.1). The complete results of the psiog

have been made available through the XSA. The new system in-

corporated significant processing improvements in ternthef Image creation

quality and number of products, as described below. Theirema

der of this section details those aspects of the EPIC primgess Merging of images for each

system which are pertinent to the creation of the 2XMM cata- instrument across exposures

|0g ue. ) . A ] Source detection and
The main steps in the data-processing sequence are: produc- |:| [ |:| | parameterisation

tion of calibrated detector events from the ODF science é&sm p———

identification of the appropriate low-background time imgds with external

using a threshold optimised for point-source detectioenii- catalogues
cation of ‘useful’ exposures (taking account of exposumeeti ) _
instrument mode, etc); generation of multi-energy-banda)x- Source-Specific Product creation

. . (for all suitable exposures)
images and exposure maps from the calibrated events; source

detection and parameterisation; cross-correlation ofsthece

list with a variety of archival catalogues, image databases RK'J

other archival resources; creation of binned data progagks Screening ofall products =
plication of automatic and visual screening procedurehexk .

for any problems in the data products. This description &ed t
schematic flowchart in Fi§] 5 provide a rather simplified vigw KN Indicates processing of merged
the actual data-processing system. They, and the furtheil de Catalogue Archives |:| images reaching ths stage
that follows, are focused on those aspects that are impdaan e

an insight into the analysis processes that the EPIC da® hgyy 5 A simplified schematic of the processing flow for EPIC
undergone to generate the data products. A complete d8S0rip;maqe data. Early processing steps treat the data from each i
of the data-processing system and its implementation dsii®U  syryment and exposure separately. Source detection aachpar
the scope of this paper. _ terisation are performed simultaneously on one image frach e

~ The criteria employed to select exposures for initial pssee gnergy band from each instrument. Source-specific prodacts
ing and those to be used for subsequent source detection gagnade, subsequently, from any suitable exposures in the ob
source-product generation are explained further in Sefithdt ~ seryation. Observation-level, exposure-level and sespeific

are briefly introduced here. Several suitability tests vegnelied yroqucts are screened before archiving and use in making the
during processing to limit source detection and sourceifipe catalogue.

product creation to imaging exposures of suitable quatiginly

by (a) restricting the merging of exposures (and hence saiee

tection) to imaging exposures with a minimum of good-quyalit 3. The quality checks during the event-list processing heshb

exposure time, and (b) limiting the extraction of sourceesfic successful.

products to suitably bright sources. 4. The exposure had been taken in a mode which could usefully
be processed by the source detection stage, cf. Table 1. The

) pn burst, timing, and small window modes were rejected (the
4.1. Selection of exposures effective FOV in the latter mode is small, i.e., 258 262",

Most XMM-Newton observations comprise a single exposure making the background fitting stage of the source detection

with each of the cameras, although a significant number aflobs ~ Problematic). For the MOS, all modes, including the outer
vations are missing exposures in one or more of the three cam- CCD imaging component of modes where the central CCD

eras for a variety of operational and observational reastms ~ Was windowed, missing (non-imaging modes), or modified
avoid generating data products of little or no scientific, use (Refreshed Frame Store mode), were included.
posures for each observation were initially selected fpelime A frther set of criteria selected the appropriate imagegtfe

processing when: detection stage (cf. SeEE_#.4) which ensured that only tigh-
ity images were used.

MOS1| MOS2. oN Initial exposure selection

Event list processing

Indicates processing of any
exposures reaching this stage

1. the exposure duration was1000 seconds;

2. the exposure was taken through a scientifically useferfilt 5. Background filtering (see Se€f. ¥.3) must have been suc-
In practice this requirement rejected all exposures fochi  cessfully applied. Cases where the sum of high background
the filter position was closed, calibration, or undefinede Th ~ GTI§] was less than 1000 seconds were rejected as unusable.
possible filters are Medium, Thick, Thinl, Thin2 (pn only), Without background filtering the source detection is usuall

and Open. of limited value due to the much higher net background.
_ ) 6. Each of the five images of an exposure (in the energy bands
After event-list processing (Se€t. #.3), exposures welectsd 1-5, see Tablgl3) had to contain at least one pixel per image
forimage creation according to the following criteria: with more than one event. This further avoided low exposure

images being used.

6 As available on 2006 July 02 plus three additional calibrafiles
for MOS2 and RGS1. 7 see Appendik A
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7. The image must have been in a data mode useful for soudc®. Creation of multi-band images and exposure maps

detection (this excluded modes only used for engineerstg t?’eriods of high background (mostly due to so-called ‘soft pr
purposes). n’ flares) can significantly reduce the sensitivity of simude-

8. Where more than one exposure with a particular cam pa /
passed the above selection criteria, those exposuresheith £€ON- Since events caused by such flares are usually much
same filter and data mode were merged and then only fi@der than events arising from typical X-ray sources, back
exposure group with the maximum net exposure time Wg%ound variation can be dl_sentangled .frolm possible tume var
chosen for use in the source detection stage. ation of the sources in the field by monitoring events at eesrg
higher than the 12 keV upper boundary to the ‘science baed’, b
yond which point contributions from cosmic X-ray sources ar
4.2. Event-List Processing very rare. A time series of such events, including most of the
FOV, was constructed for each exposure. This event rate was
Event-list processing was performed on all initially sédecex- used as a proxy for the science-band background rate.
posures. A number of checks and corrections were appliéstot The generation of the background time-seriggeded in de-
event lists of the individual CCDs before they were merged intail between pn and MOS cameras, in particular in terms of the
a single event list per exposure. Once merged, a furtherfsetegents used to form the time-series. The MOS high-energdy-bac
checks and corrections was performed. At each stage of the ground time-series were produced from single-pixel evetits
cessing, a quality assessment of the event lists decidethameenergies above 14 keV from the imaging CCDs. The background
to continue the processing. The main steps in processing fh&ls were taken to be those time intervals of more than 100s in
event lists were as follows. duration with a count rate of less than 2 ctkarcmirr2. The pn
high-energy background time-series were produced in the 7.
15keV energy range. The background GTIs were taken to be

— The CCD event lists were first examined separately onyd,qq time intervals of more than 100 in duration with a ¢oun
frame by frame basis: corrections were applied to accoynle of less than 10 ct kKsarcmir2

for telemetry dropouts; gain and charge transfeffiniency For all exposures in imaging mode, images were created for

(CTI% %qr]rcections.gver?fmgde; "E‘) %TI "(Sjt for e?crt') CiCD WaBhergy bands 1-5, as listed in TaBle 3, from selected evénts fi
created; frames identified as bad and events belonging, (9, 4y event-list, attitude, and high background GTlséex
them were flagged; event pattdingere identified; events

f d it th t criteri h bei | here the sum of all high background GTls was less than 1000
were tlagged 1 (n€y met critéria such as being close l%geconds in which case no background filtering was applied).
a bad pixel or edge of the CCD, which were importary,

; M ote that the event-list GTls are CCD dependent and thetresul
fxﬁt&:;%roégsfsmg (sFa_ndaIr_((jj #XM';/' fo_rdM?_fS_ ‘3nd jng image can have aftiérent exposure time in each CCD. The
discarded: e er?trs pCr;), slg\c/iatly g\’é’g sb;\(/jere_ Ielgn I:e .32 vents for pn images were selected by patters (for band 1

! , GVEn's cau 2y PIXEIS WeTe 10€Mstricter requirement of pattern0 was adopted) and a cut in
fied and removed; the fraction of the detector area in whi D coordinates (Yo 12) to reduce bright low-energy edges
events could not have been detected due to cosmic-ray ev nts on CCD columns fiering a par?icularly Iarggyene?gy.
was recorded for each frame; events caused by CCD I le dfset as well as events outside the FOV were excluded.
pixels as well as cosmic-ray events were |de_nt|f|ed and 'Eor MOS images events with pattetn 12 were selected and
moved; EPIC MOS CCDs operating in low-gain mode Werg, o i o tside the FOV were excluded. The images are tangent

discarded from the event lists. S lane projections of celestial coordinates and have diioass
— At the point where the event lists from individual CCD%f 648x 648 image pixels. with a pixel size of & 4
were merged into exposure event lists, the event positions gep ’ P ’

were converted from CCD pixel coordinates to the detector
(CAMCOORD2) and sky coordinate systems. This step includ@able 3. Energy bands used in 2XMM processing
a randomisation within each CCD pixel to eliminate Moiré

effects. The MOS camera event times were also randomised Band  Energy band Notes
within the frame time, to avoid a strong Fourier peak at the number (keV)
frame period and to avoid possible be#fieets with other 02- 05
instrumental frequencies. Time randomisation was not per- 05- 1.0
formed on pn event lists as the frame time is much shorter 10- 20
than for the MOS. i-g - lg-g

0.2—- 2.0 ‘softband’
2.0-12.0 ‘hard band’
0.2-12.0 ‘total band’
0.5- 4.5 ‘XID band’

In addition, the spacecraft attitude file was examined fer pe
riods of the observation when the spacecraft pointing toac
varied by less than 3 arcminutes from the median of the painti
measurements for the observation. The 3-arcminute limg wa
imposed to avoid degradation of théestive PSH which could
arise from co-adding data with ftierent df-axis angles and to
avoid a potentially large (but probably low exposure) egien
of the observed sky field. These attitude GTls were then éurt
restricted for each camera to cover only that part of the wise
tion when the camera was active.

OCoO~NO O WNE

Exposure maps represent the GTI-filtered on-time multi-
plied by the (spatially dependent) vignetting functionjusted
Ho reflect telscope and instrumental throughgititency. They
were created for each EPIC exposure in imaging mode in en-
ergy bands 1-5 using the calibration information on mirrier v
gnetting, detector quantunthieiency, and filter transmission.
The exposure maps were corrected for bad pixels, bad columns
8 see AppendikA and CCD gaps (cf. Fifll 3) as well as being multiplied by an OOT
% see AppendikA factor which is 0.9411 for pn full frame modes, 0.97815 for pn
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extended full frame modes, and 1.0 for all other pn and MO®4.2. Sliding-box source detection — map mode

modes. .
After the first pass to detect sources, a background map was cr

ated for each camera and energy band. Using a cut-out radius
4.4. Source detection & parameterisation dependent on source brightness in each band (specificaly th
. radius where the source counts per unit area fell below 0.002
The fundamental inputs to the 2XMM catalogue are the megrarcsec?), areas of the image where sources had been detected
sured source parameters which were extracted from the ERifre blanked out. A 12 12-node spline surface was fitted to the
image data by the multi-step source detection procedutieedt resulting source-free image to calculate a smoothed baokgr
below. Each step was carried out simultaneously on eacheémagap for the entire image. For the pn images the contributfon o
of the five individual bands, 1 -5, and of the three camerage N@OT events was also modelled into the background maps.
that the source counts and rates derived here refer to tiyerful A second box-source-detection pass was carried out, ogeati
tegrated PSF. a new source list, this time using the spline background maps
As a first step, a detection mask was made for each cafftmap mode’) which increased the source detection seitgitiv
era. This defines the area of the detector which is suitallle tdmpared to the local-mode detection step. The box size was
source detection. Only those CCDs where the unvignetted exain set to 20x 20”. Source counts were corrected for the part
posure map values were at least 50% of the maximum exposgfehe PSF falling outside the detection box. Only sourcet wi
map value were used for source detection. a total-band EPIC likelihood, cf. ed.](1), above 5 were ideld
in this map-mode source list.

4.4.1. Sliding-box source detection — local mode

o . . . 4.4.3. Source parameter estimation by maximum likelihood
An initial source list was made using a ‘box detection’ algo- fitting

rithm. This slides a search box (2& 20”) across the image

defined by the detection mask. The size of the box comprigggnaximum likelihood fitting procedure was then applied te th
~50% of the encircled energy fraction of the on-BXBSF. In sources emerging from the map-mode detection stage to-calcu
its first application (‘local mode’) the algorithm derivedazal late source parameters in each input image. This was accom-
background from a frame (8wide) immediately surrounding plished by fitting the instrumental PSF, convolved with aair

the search box. In each of the five bands from each of the thtaesource extent model (Selct. 4]4.4), to the distributiorooints
cameras, the probabilit-(k, x), and corresponding likelihood, over a circular area of radius 6@aken into account the derived

Li, were computed from the null hypothesis that the measuredckground map.

countsk or more in the search box result from a Poissonian fluc- For each source, the fitting procedure minimised the C-

tuation in the estimated background leveli.e.: statistic (Cash 1979)
N

L=-In Pr(k,X), szZ(Q_ni Ina)
i=1

wherePr is the incomplete Gamma function: . .
to find the best set of model parameters, whegie the expected

1 X model value in pixel, n; the measured number of counts in pixel
Pr(k,X) = — f e 't 1dt, i, andN is the total number of pixels over all images used.

(k) Jo Free parameters of the fit were source position, extent, and
source count rate. Positions and extent were constrainbeé to
the same in all energy bands and for all cameras while thetcoun
o rates were fitted separately for each camera and energy band.
r(K) = f e tt-1dt. The fitting process used the multi-band exposure maps to take

0 account of various instrumentafects (cf. Secf.4]3) in deriving

the source countSg:
The sum ofN independent likelihoods, after multiplication by 2,

is expected to have, in the limit of largé the same probability Cs(X,Y) = Rs(X,Y) tmap(X, Y) ,

distribution ag/? for N degrees of freedom (Cash 1979). For this _ ) ) )
reason the total-band EPIC box-detect likelihood was ¢aled WhereRs(x.y) is the source count rate in each image pixel as
by summing the band-specific likelihoods in this way andiiase pred|cteq by the mstrumer_ltal PSF and source extent model an
ing the result in the standard formula for the probabilityfdto  tmap(x. ¥) is the corresponding value of the exposure map.

equal or exceed the measured value in the null hypothesis, i. After arriving at those values of the source parametershwhic
minimize C, the detection likelihood (formally, the probability

and

N of the null hypothesis) for those optimum values is thenwcalc
L~—In(1-Pr(N,L")) with L’ = Z L . 1) lated. Cash’s prescription for this is to form théfdience

i=1 AC = Chull — Chest,

whereN is the number of energy bands and cameras ihereC,, is the C-statistic of the null hypothesis model (i.e.,
volved. All sources with a total-band EPIC likelihood abdve with zero source flux) an@pestis the minimum result returned
were included in the output list. by the fitting routine. According to CashC is distributed ap-
proximately ag? for v degrees of freedom, wherés the num-

10 The encircled energy fraction does not strongly dependfbexas ~ ber of fitted parameters. The probabilRyy? > AC) of obtain-
angle. ing the calculated value @fC or greater by chance fluctuations
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of the detected background can therefore be obtained irstefmtential spatial extent of sources and, where detected, sunea

the incomplete Gamma functid?y as follows: of that extent.
The source extent characterisation was realised by fitting a
P(y2> AC) =1— PF(K, £). ponvolution of the instrumental PSF and an extent modeld¢b ea
2" 2 input source. The extent model wag-anodel of the form

Note that the valuek which are stored in the source lists are (X = %0)2 + (y — yo)2 | ¥+Y/2
log-likelihoods, formed front. = — In(P). fxy) = (14 2L TN ) ,
Since theC values are simple sums over all image pixels re

included in the fit, one may calculateC; for each band then \yheres was fixed at the canonical valge= 2/3 for the surface
add the results together to generate a total-hEgh Without  prightness distribution of clusters of galaxies (Jones &nfrn

destroying they” equivalence: only the number of degrees ofggy: hut see Set9.9 for a discussion of problems arisimg f
freedom changes. The source detecupn procedure _thustaieh;:u this assumption). The core radius, the ‘extent’ parameter of
AC; and hencd for eachith band, using = 3 (= 4 if source g goyrce, was fitted with a constraint that< 80”. Cases with
extentis also fitted), then sums the; and calculatebon USING 1 < 67 were considered to be consistent with a point source and
v=N+2 (=N + 3), whereN is the number of bands. r. was reset to zero.

The fitting of the input sources was performed in the order of ‘A extent likelihood based on the C-statistic and the best-
descending box(map)-detect detection likelihood. Afetefit it hoint source model as null hypothesis was calculated in an
the resulting source model was added to an internally maida anajogous way to that used in the detection likelihood deedr
background map used for the fitting of subsequent sourceh. W, Sect[ZZB. The extent likelihodd is related to the prob-

this method the background caused by the PSF wings of brigh&%ility P that the detected source is spuriously extended due to
sources is taken into account when fitting the fainter s@urcejssonian fluctuation (i.e., the source is point-like) by

All sources (as detected by the sliding-box in map mode) with

total-band detection likelihoosd 6, as determined by the fitting Lext = — In(P) .
process, were included in the output source list. Note that f . . " .
individual cameras and energy bands, the fitted likelihcades A source was _classmed as e.zxte.ndeuldf? 6" and if the ex- .
can be as low as zero. tended model improved the likelihood with respect to thenpoi

The calculation of the parameter errors made use of the faegiree fit such that it exceeded a threshold(g{mm =4
that AC follows the y2-distribution. The 68% confidence inter- _ SINCe source extent can be spuriously detected by the confu-

vals were determined by fixing the model to the best-fit parar’ﬁ'—On of two or more point sources, a second f|tt|ng_stagedeste
eters and then subsequently stepping one parameter at anti hether a model including a secor_1d source further 'mpfd“"_’d t
both directions UntiC = Cpes + 1 is reached (while the other - If the second stage found an improvement over the single-
free parameters were kept fixed). The upper and lower bound%gurce fit, _the result could be two point sources or a comioinat
rors were then averaged to define a symmetric error. Note th {one point source and one extended source. Note, however,
usingCpes+ 1 to determine the 68% confidence intervals is onfi1at the previously fitted fainter sources (Skct. 4.4.3patere-
strictly correct in the case that the cross-correlatiomgeof the omputed in such cases.

error matrix are negligible (i.e., nofisaxis terms in the matrix

of second derivatives @). This has been found through simula4.5. Astrometric corrections

tions to be an acceptable approximation in the present sage (r » . i
also the discussion of the astrometric corrections in Zeg}. he positions of X-ray sources were determined during the-ma

Four camera-specific X-ray colours, known as hardness Pum likelihood fitting of the source. These positions were
tios (HR1—HR4), were obtained for each camera by combiniféficed into an astrometric frame determined from the XMM-

corrected count rates from energy bandsdn + 1: ewton on-board Attitude & Orbit Control Subsystem (AOCS)
which uses XMM-Newton’s two star trackers and its “fine sun
HRN = (Rns1 — R)/(Ras1 + Ry) sensors”. The overall accuracy of the XMM-Newton astromet-

ric frame (i.e., the dference between the XMM-Newton frame
whereR, andRn, are the corrected count rates in energy bandgd the celestial reference frame) is typically a few arosds
nandn+1 (n=1-4). Countrates, and therefore hardness raithough a small number of observation§surather poorer ac-
tios, are camera dependent. In addition, they depend orltée ficyracy.
used for the observation, especially for HR1. Note that HR1 i As the mean positions of bright X-ray sources can be deter-
also a strong function of Galactic absorptid. This needs to mined to a statistical precision @ 1” in the XMM-Newton
be taken into account when comparing hardness ratios fer difiages, and typical sources to a precision’6£2”, it is clearly
ferent sources and cameras. It should be stressed thate laygrthwhile to improve the astrometric precision of the posi
fraction of the hardness ratios were calculated from matgin tions. This was done on an observation by observation bgsis b
non-detections in at least one of the energy bands. Constigue cross-correlating the source list with the USNO B1.0 cafaéo
individual hardness ratios should only be deemed relidliteei (Monet et al. 2003). This approach depends on the assursption
source is detected in both energy bands, otherwise theytbavgsually valid, that a significant number of XMM-Newton detec
be treated as upper or lower limits. Similarly, the errorstfed  tions will have an optical counterpart in the USNO catalogue
hardness ratios will befected for band-limited count rates inand that the number of random (false) matches is low. The algo
the Poisson regime (Park et al. 2006). rithm used a grid of trial positionftsets (in RA and Dec) and
rotations between the XMM-Newton frame and the true celes-
tial frame (as defined by the USNO objects) and determined the
optimum combination of fiset and rotation values which max-
One of the enhancements incorporated in the 2XMM processingised a likelihood statistic related to the X-yaptical object
that was not available in 1XMM was information about the pcseparations.

4.4.4. Extended-source parameterisation
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To determine whether thefsefrotation parameters so deter-Table 4. Energy conversion factors used to compute 2XMM cat-
mined represented an acceptable solution, an empiricatlrd alogue fluxes (in units of Zctcn? erg™).
mined condition was used. This was based on a comparison of
the likelihood statistic determined from the analysis witat ~Camera Band Thin Medium  Thick
calculated for purely coincidental X-raptical matches in a ~pn 8.95403  7.82028  4.71096
given observation, i.e., if there were no true counterparts 8.09027  7.83782  6.02015

In practice this approach worked very well at high Galactic 5.88255  5.78272  5.00419
latitudes, resulting in a high success rate (74% of field$ wit 1.92805 ~ 1.90529 ~ 1.80647
[b] > 20°), whilst at low Galactic latitudes (and other regions 2'222326 2'223259 ??52777225
of high object density) the success rate was much lower (33%,55 180399  1.60150  1.06500
of fields with |b| < 200) The typlcal derived RA, Decftsets 1.88017 1.82853 1.48465
were a few arcseconds, and a few tenths of a degree in field rota 2.05034 2.01594  1.79446
tion, values consistent with the expected accuracy of tiemal 0.746128 0.737800 0.707822
XMM-Newton astrometric frame as noted above. 0.143340 0.143131 0.141213

The 2XMM catalogue contains equatorial RA and Dec coor- 1.42040  1.39361  1.23264
dinates with the above determined astrometric correctigns MOS2 181179 ~ 1.60670  1.06620
plied and corresponding coordinates which are not comecte 1.88369  1.83088  1.48818
Where the refined astrometric solution was not acceptedgihe Sggé;gg %‘31?2%7 %) 779151?%%8
rected and uncorrected coordinates are |dent|ca_l. 0150769 0.150560 0148537

The catalogue also reports the estimated residual componen 142326  1.39647  1.23524
of the position errorsysys—1 This has the value’®5 for all de-
tections in a field for which an acceptable astrometric ctiva
was found and’10 otherwise. The values ofsysin the catalogue  pyplicly available response matrices (RMFs) were used in
are a new determination of the residual error componentbasge computation of the ECIEs For the pn they were on-
on further ana|ySiS undertaken after the initial Comptiiati)f the axis matrices for Sing'e_on'y events for band 1 and for Eng'
catalogue was completed. The details of this analysis a®ngi pjus-double everff§ for bands 2—5 dpnf20.sYQv6.7.rmf
in Sect[9.5. Larger initial values ofsys (0’5 and 15, respec- epn 20.sdYv6.7.rmf respectively). For the MOS cameras
tively) were used in earlier stages of the catalogue creaf@ there has been a significant change in the low energy redistri
example in the external catalogue cross-correlation (ee€l8). pution characteristics with time, especially for sourcese to
the optical axis. In addition, during XMM-Newton revolutio
534 the temperatures of both MOS focal plane CCDs were re-
duced (from -100C to -120C), resulting in an improved spec-
The fluxesFi, given in the 2XMM catalogue have been obtainettal response thereafter (mainly in the energy resolutidn)

OCUBRWNELOURWNRLOODNWN R

4.6. Flux computation

for each energy band,as account for these fiects, epoch-dependent RMFs were pro-
duced. However, in the computation of MOS ECFs time aver-
Fi =R/fi aged RMFs were used (for revolution 534). To be consistetht wi

the event selection used to create MOS X-ray images, the stan
whereR is the corrected source count rate d@nds the energy dard MOS1 and MOS2 on-axis RMFs for patterns 0—12 were
conversion factor (ECF) in units of bctcn? erg™. The ECFs used (n1.534.im_pall.rmf, m2.534.im_pall.rm).
depend on camera, filter, data mode, and source spectruce. Sin Note that for the computation of the ECFs, thEeetive ar-
the dependence on data mode is small (1-2%), ECF values we4ig used in the spectral fitting were calculated without tre ¢
calculated only for the full window mode which is the mostfrerections already applied to the source count rates (i.stgun
quently used (cf. Tab[g 2). To compute the ECF values, a broafental éfects including vignetting and bad-pixel corrections,
band source spectrum was assumed, characterised by a pawersecf 4]3) as well as for the PSF enclosed-energy fiictio
law spectral model with photon indéx= 1.7 and observed X-
ray absorptioNy = 3 x 10?°cm 2. As shown in SecfZ 917 (cf.
Fig.[12), this model provides a reasonable representafitieo 5. EPIC source-specific product generation
emission of the bulk of the sources in 2XMM. A single mod
cannot, of course, provide the correct flux conversion féiedi
ent intrinsic spectra, and thdfect of varying the shape of the
assumed power-law spectrum on the measured fluxes has
investigated. For example, fad™ = +0.3 the fluxes can change
~ 6% and~ 8% in bands 1 and 5, respectively. Thieet is
much smaller £ 2%) for bands 2-4 (i.e., between 0.5keV an
4.5keV). Very soft or very hard spectra will, of course, prod
much larger changes in the conversion factor, particuiarthe
softest and hardest energy bands. 12 EPIC RMFs are available at

Note that the fluxes given in 2XMM havetbeen corrected |httpy/xmm.vilspa.esa. gaxternaixmm_sw_cajcalibyepic files.shtmi
for Galactic absorption along the line of sight. The ECF ealu 13 single-only events pattern 0, single-plus-double evertgatterns
used in the 2XMM catalogue are shown in Tdhle 4. 1-4.
14 Where the source was only observed with one or two cameras the
11 In the catalogue and associated documentation we refeis@sh equivalent EPIC counts were calculated for the absent cisjansing
a ‘systematic’ error. This nomenclature is somewhat méilepas the the pn to MOS count ratio.B : 1, representative of the typical source
true nature of this component of the positional errors idrfamn clear.  count ratios.

el'he 2XMM processing pipeline was configured to automatcall
extract source-specific products, i.e., individual tineeies (in-
%gﬂing variability measures) and spectra for the brightgec-
jons. Sources were selected when the following extraation
teria were satisfied: 1) they had500 total-band EPIC coulfs

) the detector coverage of the source, weighted by the PSF fo

e respective camera, was0.5, and 3) the total-band detec-
tion likelihood for the respective camera wad5. The decision
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whether to extract products for a source was based solely oni o1 ;;a);u"”" T JC R

meeting these extraction criteria in the (merged) expasused F M’Wm E 1 i

in source detection (Se¢f_#.4). However, products forityual oot P, 1 oomf '

ing sources were subsequently extractedaibexposures (i.e., 100 [ T 1 o} i

imaging event lists) of an observation that adhered to theige E ++£ 4—F++
P 104 M | P

exposure selection criteria given in Séct] 4.1 (i.e., itdmg). e P— e p—

Table[® shows the event selection criteria for the extractio o o o
of the source products. Instrumental GTls, stored in theeve ~ *f b>N E o '
list, are always applied, while GTls for masking out highleac 1 E W\ 1 TEW 3
ground flaring (see Sedf. 4.3) were only applied to spectda ag o1 | W\M 4 F Wm ]
the variability tests. Source data were extracted fromeutar % oo | W ] ¢ kw 3
E # 3 b 3

region of radius = 28", centred on the detected source positiorg s b ; : /| ]
while the background extraction region was a co-centrediannd e 1‘; FTEEE— "é et
lus with 60" < r < 180". Circular apertures of radius= 60"’ ' '

lised

were masked from the background region for any contamigatir o |7y “‘M ' R

detection with a likelihood- 15 for that camera. These valueg o [+ ™, J ouos EF 1 1 |

represent a compromise choice for data extraction by avgidix f *u . Jf Lt

the additional complexity required to implement a variaite = " f L 4 20 | '

traction radius optimised for each source. Note that theofise 10k ] @

an aperture-photometry background subtraction proceuene STNEEULUN: D N
differs from the use of the background maps applied at the de- oo o2 8w oo
tection stage.

b
e
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5.1. Spectra o W i ‘]

s %WHM 1 109 b + J

For each source meeting the extraction criteria, the pipeli 10° E *m 4 E

created the following spectrum-related products: 1) a S L. L]

source-background spectrum (grouped to 20/spectral- o5 12 5 1w 05 1 2 5 1w

Energy (keV) Energy (keV)

bin) and a corresponding background-subtracted XSPEC

(Dorman & Arnaud, 2001) generated plot; 2) a backgrourglg. 6. Examples of 2XMM count spectra. Sources are serendip-
spectrum; 3) an auxiliary response file (ARF). Energiesweldtous objects and spectra are taken from the EPIC pn unlbss ot
0.35keV are considered to be unreliable for the MOS dugwise stated. Panels: a) a typical extragalactic souregf¢s
to low sensitivity and for the pn due to the low-energy noisegalaxy); b) line-rich spectrum of a localised region in the
(in particular at the edges of the detector) and, as suche wetycho supernova remnant (target); c) MOS2 spectrum of a stel
marked as ‘bad’ in XSPEC terminology. Data around the QHr coronal source (target; H 1384, Briggs & Pye 2003), de-
fluorescence line for the pn @75keV < E < 8225keV) scribed by two-component thermal spectrum; d) spectrureof t
were also marked ‘bad’. The publicly available ‘canmé&d’ hot intra-cluster gas in a galaxy cluster at= 0.29 (Kotov,
RMF associated with each spectrum is conveyed by a heagflidolyubov & Vestrand 2006); e) heavily absorbed, harda-r
keyword. Some examples of the diversity of source spectgectrum of the Galactic binary IGR J16318-4848 (targetirth
contained amongst the source-specific spectral produets @fal. 2007); f) spectrum of a super-soft source with oxyges |
shown in Fig[®. emission at~ 0.57 keV; g) a relatively faint source showing a
two-component spectrum; h) source with power-law spectrum
strongly attenuated at low energies and with a notable héted
iron line feature around 6 keV.
Light curves for a given source were created with a common
bin-width (per observation) that was an integer multiplel6f
seconds (minimum width 10 seconds), determined by the #oImogorov-Smirnov test, maximum-likelihood methodsdan
quirement to have at least 18kin for pn and at least 5 #tin  Baysian methods are potentially more sensitive ytheest was
for MOS for the exposures used in source detection. All ligighosen here as being a simple, robust indicator of varibilhe
curves of a given source within an XMM-Newton observatiofindamental formula fog? is
are referenced to a common epoch for ease of comparison. 5

The light curves themselves can include data taken duripg _ Z (vi —Yi)
periods of background flaring because background suldracti i o-iz ’
usually successfully removes itffects. However, in testing for
potential variability, to minimise the risk of false varility trig- ~ wherey; is theith data valuey; the model at this point, and the
gers, only data bins that lay wholly inside both instrumemts$s uncertainty. In the present case, the mo¢iglvhich incorporates
and GTls reflecting periods of non-flaring background werghe null hypothesis that the source flux is constant over,timne

5.2. Time-series

used. constructed as follows:
Two simple variability tests were applied to the separajetli
curves: 1) a Fast Fourier Transform and 2)%test against a Yi = fsrci Asrc At [@src + dbkgi] » )

null hypothesis of constancy. While other approaches, thg. i ) _
where f; are exposure value®\ is the collecting areaAt is

15 Pre-computed for the instrument, mode, event patterntsmteand the time-series bin duration, amgdis a (bin-averaged) ‘flux’ in
approximate detector location of the source. counts per unit time per unit area.
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Table 5. Event selection for source products.

pn MOS
PATTERN: <4 <12
FLAG? for spectra: FLAG=0 (FLAG & Oxftfifeff) = 0
FLAG? for time-series: (FLAG & offifef) = 0 (FLAG & 0x766ba000)= 0
energy range: a° — 12 keV 02° - 12keV
GTls for spectra: instrumental and background flare GTls trunsental and background flare GTls
GTls for time-series: instrumental GTls instrumental GTIs

GTIs for variability test:  merged instrumental and backo flare GTIs  merged instrumental and background flare GTls

& column in the event lists
b the range @ — 0.35keV is set to bad in the spectra

The problem now is that priori the expectation valuesg; detection stage, yielding poorer statistics and small limn
for the background time-series is not known — they must ke ediers for the time-series and spectra. This can occur whdiakpa
mated, with as low an uncertainty as possible, by forming&ba gradients across the background region are imperfectlsacha
ground time-series in an (ideally) fairly large area whislsuf- terised, e.g., where the source lies near strong instruahfera-
ficiently far from the source to avoid cross-contaminatidiso, tures such as OOT events, where there are marked steps in the
the average source flugc is not known, which must also becount-rate levels between adjacent noisy and non-noisy<;CD
estimated from the (necessarily noisy) data at hand. Aéteres or where contaminant source exclusions are biased to ore sid
algebra it can be shown that the best estimaté&ifas given by  of a background region that overlaps the wings of a very brigh
source or bright extended emission. In many cases the atitoma
B AL Asre fsrcj Asre fsrci (Sect[7.B) as well as manual flag settings (Sect. 7.4) itelica
i Z Yi— Aora Tora it Pore Toral i, (3)  whether source products are likely to be reliable.
9 el g el Contamination of the source extraction region (e.g., by an-
other source, OOT events, or single reflections) can alseecau

roblems if the contamination is brighter than or of comp&ra

i 2
fOI’rIlI:I]|eaO—aval::jOeSrilgtteh?f) ;ﬂggﬁ;ﬁ%ﬁ%ﬂ?ig lg\t(helf Svirsoﬁrightness to the extracted source. The nearest-neighdodur
pprop ' - umn can act as an initial alert in such cases — 19% of the cata-

simply substituter; for ; here, the resulting” values are found logue sources with spectra have neighbouring detectidras§o
via Monte Carlo trials to be somewhat too large. This is beeaubrightness) within 28 (i.e., the extraction radius).

the use of the random background varigten Eq.[3 introduces
extra variance into the numerators of the sum. A formulasfor
which takes this into account is

; =

whereb; are the measured background counts.

The extraction process and exposure corrections are op-
timised for point sources. Absolute fluxes in source-specifi
products of extended sources, therefore, may not be reliabl
Ace farci 2 However, relative measures such as variability and sfdutea

sl ) ; detection should still be indicative.

o’ =Y,

(S
b (Abkg fokgi

For each exposure used, the pipeline generated 5a@. Known processing problems
background-subtracted source time-series and the corre-
sponding background time-series (corrected for exposufesmall number of products ardtacted by known processing
cosmic rays, and dead time), together with the graphicaioblems:
representations of the data and of its power spectrum. The (i) When the usable background region is very small, the
x?-statistics and probabilities are conveyed by header keysvo background area calculation becomes imprecise and results
Some example total-band time-series from these produats than inaccurate background-subtracted source spectrumcahi
highlight the range of source variability present in the 2MM occur with bright sources in MOS W2 and W4 partial window
catalogue are shown in Fig. 7. modes where most of the background region lies outside the
110’ x 110” window or in crowded areas where the source-free
areais markedly reduced. In the former case the sourceadlyisu
bright enough that background subtraction has negligibjeaict

As with any automated extraction procedure, a small number@d so does not need to be performed.

source products $ier from problems such as low photon statis- (i) Attitude GTlIs were not included in the extraction crite

tics, small numbers of bins, background subtraction proble ria, and occasionally the source was significantly displacith

and contamination. respect to the aperture as defined by the detection image-(in e
Spectra with few bins can arise for very soft sources whelf@me cases,fbthe detector). This will fiect the calculation of

the total-band counts meet the extraction criteria but tile f ~ count rates in the spectra and the variability measurenfents

the flux occurs below the.85 keV cut-df (Sect[5.11). It can also the time-series.

happen where the extraction is for an exposure with a shorter (iii) Occasionally the light curve exposure correctiorddi

exposure time than those used in the detection stage, aipecii.e., no time-series were produced) or inadequately ctedce

if the detection was already close to the extraction thrieshofor strong background variations across CCDs (which caseau

Similarly, background over-estimation in the exposureups spurious variability detections). The latter cases ardiced to

derestimation in the original detection exposure) canlteésu very bright extended sources and are mostly associatedspith

fewer source counts compared to those determined during tfweis detections.

5.3. Limitations of the automatic extraction
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& os | o In addition to Simbdti and NEIF], 202 archival catalogues
M 1 ok ‘ ‘ ‘ and article tables were queried from Viff&They were selected
TE “F | HHH ‘H” H‘ i \W & on the basis of their assumed high probability to contain the
w\ﬁ ok H’”\H\\}“m”\\”“\‘HM“ L Hw”““\HMHH\‘H\‘“\‘ ] actual counterpart of the X-ray source. Basically all laagea
\

02 \ ] “high density” astronomical catalogues were consideradhely

0.1 &

0 s the SDSS-DR3 (Abazajian et al. 2005) , USNO-A2.0 (Monet

0 5x10% 10° 0 5000 10* 1.5x: 10‘ 2x10*

et al. 1998), USNO-B1.0 (Monet et al. 2003), GSC 2.2 (STScl

AARRERRRERRA o 2001), and APM-North (McMahon et al. 2000) catalogues in

“‘ M \ ‘ v the optical, the IRAS (Joint Science WG 1988; Moshir et al.
)\H ) \

‘\ MV\ I ﬂ

ﬂw

1990), 2MASS (Cutri et al. 2003), and DENIS (DENIS consor-
HH ‘ \H H\”\ H | tium 2005) catalogues in the infrared, the NVSS (Condon.et al
\HW i ‘U‘ i) \H\”‘M 1998), WISH (de Breuck et al. 2002), and FIRST (Becker et al.
s oLl J‘um u w 1997) catalogues at radio wavelengths, and the main X-ay ca
ol By sar ea ° oo par e alogues produced by Einstein (2E; Harris et al. 1994), ROSAT
0s L p - - RASS bright and faint source lists (Voges et al. 1999, 2000),
? \ ‘ RBS (Schwope et al. 2000), HRI (ROSAT Team 2000), PSPC
\‘ ‘ (ROSAT 2000), and WGACAT (White et al. 2000) catalogues of
“r M \ I ‘ pointed observations), and XMM-Newton (1XMM; XMM-SSC,
\ \ ! 2003). Also selected for cross correlation were large t$tso-
0 _\WMW Al \W‘Wi i) mogeneous objects (e.g., catalogues of bright stars,lgsiaic
0 10t 2400 3 410t 0 20 10 variables, LMXBs, Be stars, galaxies, etc.). A full list ofhival
catalogues queried is one of the pipeline products.
The XMM-Newton detections were cross-correlated with the
H ‘ } m w ‘ H 00 H archival entries taking into account positional errors athbthe
EPIC and th hival entries. The list of ibl Itk
MH” ) w onis Saora Hormaao Fe e
H i

0.

=

Flux (counts/s)

0.04 ‘
W 1 \

m 0 -“ b \H‘ HHM

0.2

4

o
s

did not provide additional information on the relative nigiof

\ H the cross-correlation or on the probability that the giverhival

0 Sl o: prs entry was found by chance in the error circle of the X-ray seur
The cross-correlation was based on the dimensionless vari-

able:

Fig. 7. Example 2XMM time-series. Sources are serendipitous A2 AS2

objects and the data are taken from the pn unless otherwide- >t —

stated. Panels: a) MOS1 data for Markarian 335 (Seyferti— ta Ta 05

get); b) MOSL1 data showing the decay curve of GRB 050326, o2 = (72 + 0_2 ando? = (r§ + 0’5 , whereo, ando, are

g[c?tri?/gt;;ta(\:r)' ()j()' rt?%gl—iraerisegg:‘nthi %r;\g(;?;:]yfr%w](gox?@?\%%allthe standard deV|at|0ns in RA and Dec of the X- -ray source-posi
’ tion ando,, ando s, the corresponding errors on the position of

cluster of galaxies showing no significant variabilityréfet);
the archival catalogued object. The error on the X-ray pmsit
e) time-series of the obscured Galactic binary IGR 1631@485 the quadratic sum of the statistical error with the addil

(target; Ibarra et al. 2007); ) preV|ousI_y u_nknown AM Her bi error which depends on théfectiveness of the astrometric cor-
nary showm_g severa_l phase—stable_pe_rlodlc_featu_res (ege: rection (cf. Sect_415). Positional errors of the archivairies
gg& 7(:)I gr)nrcl%r:l))/(vrz”atl; lr?a'rA\N(lea?rGerlllogtlcaloszg%tS)lIkeitlﬁlet% bela\/vere either read from the respective catalogue or fixed decor
y Y Y T ing to guidance in the relevant catalogue literature. Ircatles,
results in poor sampling of the intrinsic periodic behavidy the significance of the error was rescaled to theldvel.
source showing clear \_/arlab|I|ty .bUt.'.wt flagged as variabihe The probability density distribution of positionftérences
catalogue (the probability of vanat_)lhty falls beIoth_je_shoId etween the X-ray source and its catalogue counterpartalue t
of 107°). These last two cases highlight the sensitivity of th easurement errors is a Rayleigh distribution. Hence, tbb-p

variability characterisation on the time bin size. ability of finding the X-ray source at a distance betweeand
r + or from its archival counterpart is:

(iv) Neither spectra nor time-series are corrected foryple s p(rlid) = r - & 2/2) gy
(nor are the source count rates in the catalogue). Due tafthe d _ _
ficulties in detecting and quantifying pileup no attempt basn Wwith a cumulative distribution function:

made to flag thisféect. r
g f sp(rlid) = (1 - e-7°/2),
0

6. External catalogue cross-correlation Thus, lists of counterparts with{o-) < 2.146, 3.035, and 3.439
are 90%, 99%, and 99.73% complete, respectively. Computing

AS pllart of the Xt';/'M Newton pipeline, thed Ast(;onomm%the actual reliability of the identification requires a dateal-

Catalogue Data Subsystem (ACDS) generated products goldig oo of the density of catalogue sources and of the ikikel

information on the immediate surrounding of each EPIC seurg .4 ratio method applied; in the near future, such reiiabil
and on the know_n astrophysmal_ content of the EPIC FOV, h'gBés will be provided for candidates found in the main arahiv
lighting the possible non-detection of formerly known IntigK-

ray sources as well as indicating the presence of partigutar ~ ® The SIMBAD Astronomical Database (Wenger et al. 2000).
portant astrophysical objects in the area covered by the XMM’ The NASAIPAC Extragalactic Database.
Newton observation. 18 The VizieR Service at CDS (Ochsenbein et al. 2000).

Time (s) Time (S)
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catalogues. However, in the absence of such informatioheat Sect[4.Z14). This often led to multiple detections of a ¢aog

pipeline level, it was decided, for completeness to listpals- irregular extended emission region. On the other hand,ijpheilt

sible identifications having positions consistent withtthfathe point sources (e.g., in a crowded field) might also be detecte

X-ray source at the 99.73% confidence level, correspondingas extended (due to computational restrictions no attenagt w

30. made to distinguish more than two overlapgoanfused point
The ACDS results are presented in several interconnectalirces). See SeEf.D.9 and [Figl. 14 for a discussion of eediend

HTML files (together with copies in FITS format). Graphicakources and some examples.

products are 1) a plot with the position of all quoted archiva

entries on the EPIC merged image, 2) an overlay of the paositio . _ .

of the X-ray sources detected in the EPIC camera and contotird Automated quality-warning flags for detections

of the EPIC merged image on a ROSAT all-sky survey imag

and 3) finding charts based on sky pixel data provided by t

CDS Aladin image server (Bonnarel et al. 2000).

ome of the source detection problems could be identified and

ﬁ‘ﬁciently guantified for the processing software to set auto-
mated quality warning flags in the source lists. For eachodete
tion, four sets of flags (one per camera plus a summary set cov-
7. Quality evaluation _ering all cameras), each cor_1taini_ng twelve entri(_es, wergenr

into the observation source list. Nine of the flags in eaclvset

As part of the quality assurance for the data processingygeu populated based on other key quantities available in theesam
of procedures, both automated and manual, were performedsonirce list. The meaning of these flags is summarised in [Bable
many of the data products to take note of intrinsic probleritis w The default value of every flag was False; when a flag was set it
the data as well as to detect software issues. Particulah@sisy means it has been changed to True. For each detection, Flags 2
was given to potential problems with the source detectiah ai were set in a common fashion across all four sets. Flags 1, 8,
characterisation, and quality flags were set accordingly. and 9 are camera-specific, but any set to True were also exflect
in the summary set.

The criteria used to set the flags were determined largely em-
pirically from tests on appropriate sample data-sets (gf.[#b
The overall visual screening included data products from d@br some examples). Flags set to True should be understood
three instrument groups (EPIC, RGS, OM) as well as those frarainly as a warning: they identify possible problematiciess
the external catalogue cross-correlation (cf. $dct. 6}y Prod- for a detection such as proximity to a bright source, a locati
ucts that could be conveniently assessed were inspectegl asiwithin an extended source emission, ifistient detector cover-
dedicated screening script, that is, most HTML pages, albPNage of the PSF of the detection, and known pixels or clugerin
images and all PDF plots (as representatives of data from tfgixels that tend to be intrinsically bright at low energitn all
FITS files), all EPIC FITS images and maps (including sourcéiese cases the parameters of a real source may be comptomise
location overlays), and the mosaiced OM FITS images witind there is a possibility that the source is spurious.
source overlay. For each observation a screening repot wit Extended sources near bright sources and within larger ex-
standardised comments was created, recording data anesprogended emission are most likely to be spurious and have been
ing problems (see, for example, Sdct]5.4), and made alailallagged as such. In addition, extended detections triggeyed
via the XSA. _ _ _ o hot pixels or bright columns can be identified since theiedik

As aresult of the visual screening, two otherwise eligiltie 0 |ihood in one band (of one camera) is disproportionally kigh
servations (obtained for experimental mode tests) werkié®d  than in the other bands and cameras. However, no attempt has
from the catalogue since the tested mode was not property sypen made to flag spurious extended detections in the general
ported by the processing system and the source paramietlisagase, that is, in areas where the background changes coenside
was considered to be unreliable. ably on a small spatial scale and the spline maps cannot ade-
quately represent this. At the same time, no point sources ha
been specifically flagged as spurious (see $ect. 7.4 regardin
manual flagging) though they are often caused by the same fea-
Intrinsic features of the XMM-Newton instrumentation comtures as the spurious extended detections. The spatigtylefis
bined with some shortcomings of the detection process haeal point sources is, in general, much higher than for elddn
given rise to detections that are obviously spuffuBossible sources and the reliability of such a ‘spurious’ flag woulddve
causes range from bright pixels and segments to OOT eventsl(istead, Flags 2, 3, and 9 can be used as a warning that such a
the case of pileup), RGA scattered light, single reflectivos1 source could be spurious.
the mirrors, and optical loading (cf. Appendi¥ A and Hig). 4a)
In cases where the spatial background varied rapidly (B$F, . )
‘spikes’, filamentary extended emission, edges of noisy §)CD /-4 Manual flag settings for detections
the spline background map may deviate from the true ba
ground. This could potentially have given rise to spuricusee

7.1. Visual screening of data products

7.2. Potential source detection problems

CIlﬁ'addition to the automated quality flags, a more rigorossai
; screening of the source detection was performed for the EPIC
detections and could also hav@exted the measured parameters. | < +0 be used in the catalogue. The outcome of this process

(mcIIEudtmgdane-senes and spectrta) Cl’f rleal _soltuiceg. tect ang Vas reflected in two flags (11 and 12) as described below and
xtended sources were particularlyfiiult to detect and g o=t Bl e e

arametrise due to their (often) filamentary or non-symimetr ' . . .
P ( ) Y y Images of each field, with source overlay, were inspected vi-

structure as well as the maximum allowed extent in fitting’(80 ; ;
sually and areas where spurious detections were suspeeted w

19 Spurious detections caused by the background noise (as ctigcorded (as d39-re.gions; Joye & Mandel_2003). Such regions
acterised by their likelihood) are not discussed in thistisec see could be regular (circle, ellipse, box) or irregular (padyy;
Sects[ 414, 94. in cases where only a single detection was apparently spuri-
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Table 6. Description of the automated (Flags 1—9) and manual (Flagsl?) quality warning flags.

Flag Description Definition for flag to be set True (cf. Notes)

1 Low detector coverage Meamera < 0.5

2 Near other source I <65- y/Repic AND rpmin = 10" AND rpay = 4007

3 Within extended emission r <3-E AND rya = 200"

4 Possible spurious extended detection near bright source eteciion is extended AND Flag 2 is set ANL,,ic > 1000

5 Possible spurious extended detection within extendedstom Detection is extended AND< 160’ AND fraction of rate compared
with causing source is 0.4

6 Possible spurious extended detection due to unusual IBegection is extended AND fraction of detection likelihoper camera

single-band detection likelihood
7 Possible spurious extended detection
8 On bright MOS1 corner or bright low-gain pn column
9 Near bright MOS1 corner
10 Notused
11  Within region where spurious detections occur Set m&nual
12  Bright (‘causing’) point source in region where spuriolgsec- Set manually
tions occur
Notes:mis the detector coverage of the detection weighted by the PiSR radial distance in arcseconds from the ‘causing’ sowrtten which
all detections receive this flagepic is the EPIC source count rate inf'sbf the ‘causing’ sourcek is the extent parameter (core radius) of the
‘causing source’ in arcseconds (cf. Sect. 4.4C});. is the EPIC source counts of the ‘causing’ sourges the radius used for source PSF fitting
in arcseconds.

and band compared with the sum of albi€.9
At least one of the a5, 6 is set
Sourcsifon is located on one of thefacted pixels
Source position within= 60" of a bright corner pixel

ous a small circle of XOradius was used, centred on this de7.5. Quality summary flag

tection. It should be stressed that these regions, excepthéo ) ) ) ) )

latter case, could include both suspected spurious andiesal FOr easier use of the quality-flag information, the cataéogiues
tections. In many cases (especially at fainter fluxes) it iwas @ summary flag which combines the flags described above (11
possible visually to distinguish between a real source asplia P€r camera per detection) to give a single, overall quatidy-i
rious detection that was caused by artefacts on the detectofation for each detection. Its five possible values are dsvisl

by insuficient background subtraction. In addition, thigeet (Ordered by increasing severity):

of such features on the parameters of a nearby real source has

not been investigated in detail. For example, single réiastor 0: There are no indications of problems for this detectiamen

the RGA scattered-light features were not included in trekba  of the flags [1-12] for the three cameras [pn,M1,M2] are set
ground maps and may therefore haieeted the source param-  to True. This value can be used to obtain the cleanest possi-
eters. On the other hand, as the source parameters aredderive ble samples (but possibly at the expense of omitting some
by the fitting process in order of decreasing source brigigne  otherwise acceptable detections). (71% of all detectjons.

the parameters of fainter sources take the PSF of nearbiytbrig: The source parameters are considered to be possibly com-
sources into account (Sect. }.4). promised; at least one of the warning flags [1,2,3,9] for any

The ds9 . tedto EPIC ks wh of the cameras [pn,M1,M2] is True. This value can be used
the b ed N -regrl]onsv:here czlnnver edto d th |magt:;efmtﬁs fsvl\ij ?]reto accept detections for further potential use, but theyikho
€ bad areas have he value zero and the rest of the field na e subjected to careful scrutiny dependent on the specific ap
the value one. These masks are available as catalogue prod

) ; ; -~ plication. (9% of all detections.)
ucts (Sec{_T0); they can be combined with the camera defectiy. The detection may be spurious but was not recognised as
masks to study, for example, the sky coverage.

such during visual inspection; at least one of the auto-
The masks were used to flag sources within the masked ar- mated ‘spurious detection’ flags [7,8] for any of the cameras
eas with Flag 11. In many cases, the so-called ‘causing’cgour [pn,M1,M2] is True but the manual flag [11] is False. This

(a bright point source, cf. Flag 2, or a large or irregulaeexted
source, cf. Flag 3) was located within the masked regionugho
the brightest source was fitted before the fainter ones, dhe c

tribution of the faint sources to the fit of the bright sourse i3:

considered to be negligible (Secit._4]4.3). Hence, the iogls
point source was identified by setting its Flagfi® distinguish
it from the other detections with Flag 11 in that particula@d
region, the parameters of which may bigeated by the presence

of the indicated bright source due to imperfections in th& PS
used. In the case of bright extended sources, however,tthe si

ation was diterent: the extent parameter was obviousfegeted
by nearby spurious detections, and consequently the beght

was underestimated. Flag 12 was therefore only given tot poin

sources.

20 Note that Flag 12 was not set when the source appeared toibe spl

into two, cf. Secti4.414, or when a close-by fainter detectippeared
to be of comparable brightness.

value can be used to accept detections for further potential
use, but they should be subjected to careful scrutiny depen-
dent on the specific application. (1% of all detections.)

The detection lies in a region where spurious detecti@as o
cur but which could not be dealt with in an automated way;
the manual flag [11] is True but the automated ‘spurious de-
tection’ flags [7,8] of all the cameras [pn,M1,M2] are False.
Detections with this value should be used only after very
careful scrutiny, as they may well be spuriouslesslag 12

is True, in which case the detection (and possibly its param-
eters) may well be valid, as it is likely to be a strong source.
(15% of all detections, where Flag 12 was set for 600 detec-
tions.)

4: The detection lies in a region where spurious detectians o

cur and is flagged as likely spurious; the manual flag [11]
is True and any of the automated ‘spurious detection’ flags
[7,8] for any of the cameras [pn,M1,M2] is also True. It is
recommended that detections with this value should not nor-
mally be used. (4% of all detections.)
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Flag 12 was not included in the summary flag, selecting mull hypothesis that the source was constant (cf. $edt. Bt
Flag 12 as well can provide a clean as well as a more completebability threshold was chosen to yield less than one faig-
sample, as noted above, since this flag is usually given smrea ger over the entire set of time-series. Where the flag washeset,
ably bright point sources. camera and exposure ID with the lowgstprobability were also
The screening flags alsdfer a means of avoiding source-provided for convenience. No assessment of potentiallviitia
specific data products with possible problems, noting thatlo has been made between observations for those sourcesedetect
detections a significant fraction have summary ftag indicat- more than once.
ing potential issues with the spectra gmdime series.

8.1. Unique celestial sources

7.6. Overall observation classification XMM-Newton observations can yield multiple detectionslod t

The summary flag assigned to each detection in the catalog@éne object on the sky where a particular field is the subject o
provides an overall classification of each detection inetuch repeat pointings or because of partial overlaps from déetica
the catalogue. On the other hand, since about half of allrebs@0osaic observations or fortuitous overlaps from unrelptgdt-
vations in the catalogue are littléfacted by artefacts and back-ngs. As such, the catalogue production process also sd¢aght
ground subtraction problems, aservation classificationf- identify and collate data for all detections pertaining toque
fers the possibility of selecting good qualifiglds rather than sources on the sky, providing a unique-source indexinggyst
good quality detections. This classification is based orfrde ~ Within the catalogue. In parallel, the catalogue providesia-
tion of area masked out in the flag mask (Secl. 7.4) as compak&d of derived quantities relating to the unique sourcesuded

to the total area used in the source detection (from the aueabi from the constituent detections.

EPIC detection mask) for that observation. Six classes séeb  To identify unique sources from multiple detections, rieléa
vations were identified. They are listed in Table 7 togethigm w estimates of the position erraryos, of each detection are essen-
the percentage of observatiorfiegted, the fractional area, andtial. The best estimate of the position error was found to be
the approximate size of the excluded region (note that thge fla

mask may comprise several regions in various shapes). Tpos = /ggys + 020 (4)

o whereoysis the additional error (Se¢t. 4.5, see also foothote 11)
8. Catalogue compilation ando gt is the statistical centroid uncertainty measured from the

. . ource-fitting stage (Se€t. 4.4.3).
The ZXMM catalogue is a catalogue of detectlon§. AS SUC%’ Two detections from dierent observations with respective
every row in the 2XMM catalogue represents a single deteg—

tion of an object from a separate XMM-Newton observatio .os.|t|0n errors ofry ando, were assume_d to t_)e poterjtl_ally as-
The construction of the 2XMM catalogue consists of two mamouated with the same celestial source if their separagion
steps. The first involves the aggregation of the data of ideiv |
ual detections from the separate observation source hgs i
a single list of detected objects, adding additional infation with 7 as an upper-limit. The’7limit to position afsets in the
about each detection and meta-data relating to the ob&mvainatching process was determined empirically as the beseval
in which the detection was made. The second step consists®prevent spurious matches (dominated by a small number of
cross-matching detections, identifying resulting unigetes- weak extended sources with large position errors) withaut h
tial objects and combining or averaging key quantities ftbe ing a significant &ect on the number of genuine matches. A
detections into corresponding unique-source valuesmdiely, match was, however, rejectedrifep > 0.9d; or rsep > 0.90d;
the ensemble of data for both detections and unique soueseswhered; andd, are the distances from the detection to its nearest
comes the catalogue. neighbour in the same observation. This latter provisioamse
The primary source of data for the catalogue was the shat no two distinct sources from the same image should be
of 3491 EPIC summary source list files from the maximummatched. No quality flag information was used in the matching
likelihood source-fitting processes (Sdct. 4.4.3). Addidl in- process.
formation incorporated into the catalogue for each dedadti- Using these constraints, the detection table was cross-
cludes the detection background levels, the variabilitgrima- correlated with itself to find all possible pairs of detengdav-
tion (from the EPIC source time-series files; see below) amey error-circle overlaps. Some detections were found t@ las
the detection flags from the automatic flagging augmented any as 31 such overlaps, since a few areas of sky were olserve
the manual data screening process (see Secis. 7.4._dnd Thi.many times (generally calibration observations).dRésg
Ancillary information added to the catalogue entries also ithis list into a set of unique celestial sources requiredesent
cludes various observation meta-data parameters (esen@d perimentation because of potential ambiguity in a few cresvd
tion ID, filters and modes used) and the observation claasifior complex fields. The extreme scenarios were 1) to assunie a se
tion determined as part of the data screening process [B8yt. of detections was associated with a unique source onlyyfalie
In the final catalogue table each detection is also assignedwrlapped each other —this was considered too consezyajiv
unique detection number. to assume that a set of detections constituted a uniqueedurc
The measured and derived parameters of the detections takeach member overlapped at least one other member — this was
from the pipeline product files are reflected in the 2XMM catadeemed overly generous, i.e., it would have included a favg pa
logue by a number of columns described in AppendiX 0.1 D.6f detections whose mutual separations would be incompatib
For the variability information for detections (Appendixd), with coming from a single source. The algorithm adopted gave
the variability identifier was set to True for a detectiontifeast priority to those detections with the largest number of aps
one of the time-series for this detection (derived from @l a (because they were likely to be near the true source centce) a
propriate exposures) hady&-probability < 10> based on the this number being equal, to count-rate agreement. The flist o

sep < 3(0’1+0’2),
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Table 7. Observation class definitions.

class %age of 2XMM obs  definition comment
0 38% bad area 0% no region has been identified for flagging
1 12% 0%< bad area< 0.1% < 3 single detections
2 10% 0.1%< bad area< 1% circular region with 40 < r < 607
3 25% 1%< bad area< 10% circular region with 60 < r < 200’
4 10% 10%< bad area< 100% circular region with 2 200"
5 5% bad area 100% the whole field is flagged as bad

overlapping detections was therefore sorted in descerdohgy  source variability identifier was set to True if any were True
of the number of overlaps and the EPIC total-band count raiad to False if none were True. Where no variability inforiomat
and then processed in that order. Each detection was asbciavas available, the unique-source flag was set to Undefineil. 5)
with all its overlapping detections, except those which bBkd unique-source summary flag took the maximum of the detection
ready been removed from the list by having been associated vdummary flag values (Se€t_7.5), i.e., reflecting the woasec
another (better connected or stronger) detection. In tla¢dat- flag from any of the detections of the source.

alogue the number of detections which might have been asso-The 2XMM catalogue was also cross-correlated against the
ciated with a source fierent from the one actually assigned ta XMM and 2XMMp catalogues during the construction pro-
them, given a dferent order of processing, was about one hugess. For each unique 2XMM source, the most probable match-
dred, which was significantly lower than the figure from vaso ing 1XMM counterpart and 2XMMp counterpart were identified
alternative algorithms. These ambiguous detections werest  and listed in the 2XMM catalogue. The matching algorithm em-
all from observations which the screening process flagged gisyed was similar to the one described for identifying weiq
unreliable, suggesting that further refinements to therdlyn  sources but the maximum positiondiset between the new cat-
would have been of little practical value. alogue and the older ones was set'atThis was a rather conser-
%ative value but since a number of sources in 1XMM, espsgiall

The algorithm adopted for the identification of uniqu itional | han this. i h et
sources appears to be reliable in the great majority of cases 'aVe positional errors larger than this, it ensures thaetaee
very few incorrect matches or ambiguous cases.

there are known to be a few confused areas where the resailts - ) )
likely to be imperfect. The most common cause is where réal di This resulted in~ 88% of all 2XMMp sources having a
fuse or bright objects give rise to (generally spuriousitiital match Wlt.h 2XMM sources. Apart from those lying outside t.he
detections which happen to approximately coincide spgptial 3” matching circle, non-matched sources are found to be either
different observations. In most cases it is likely that the ssrcSPurious, at the detection limit, or the observation wasimot

will have received a manual flag. Incorrect matching canptso cluded in 2XMM. Comparison with 1XMM is not straight for-
tentially occur where centroiding is adverseffeated by pileup Ward due to the dierences in the detection scheme (e.g., the
or optical loading, where one or more contributing obséovest Source detection in 1XMM was done per camera) and likelihood
have significant attitude errors which could not be astremetcutafs. Note, though, that 1XMM comprises only 585 of the
cally rectified (Secf415), or where a real source is locatese 2XMM fields.

to another detection associated with an artefact such mkieds

OOQOT events from a strongly piled-up source elsewhere inmthe i

age. Where pileup or artefacts are involvetkeeted sources may 9. Catalogue characterisation & results

have been assigned automatic or manual flags anyway. ltgshoul ,

be emphasised, however, that flag information is not uselakin t9-1. Overall properties

source matching process. Based on the extensive ViSUBGASPryg catalogue contains 246897 detections drawn from 3491
tion, incorrect det_ectlon matching IS belle_ved to be exelm e X MM-Newton observations (Figl 1). These detectims
rare (< 200 detectionsféected). Inevitably, in a few cases, thgae 16 191 870 unique sources. Of these, 27 522 X-ray sources
matching process fails to match some detections that bedlangwere observed more than once; some were observed up to 31
gether. times in total due to the fact that many sky regions are cavere
A number of quantities for unique sources are included in tigy more than one observation. Of the 246 897 X-ray detections
2XMM catalogue, based on error-weighted merging of the coB0837 are classified as extended. Table 8 shows the number of
stituent detection values (see Apperldix]D.7). The IAU naine detections and unique sources per camera and energy band (sp
each unique source was constructed from its coordinatete. Nito point sources and extended sources); a likelihoodtulel
that an individual detection is completely specified by A&&JI L > 10 has been applied but no selection of detection flags has
nameand its detection identifier. The unique-source data wekeen made.
augmented with five quantities that were not based on error- The catalogue contains detections down to an EPIC likeli-
weighted merging: 1) the unique-source detection likedthawas hood of 6. Around 90% of the detections hdve 8 and~ 82%
set to the largest EPIC total-band detection likelihoad, it re- havelL > 10. Simulations demonstrate that the false detection
flects the strongest constituent detection of a unique so@)c rate for typical high Galactic latitude fields 4s[2, 1, 0.5]% for
A unique-source extent likelihood was computed as the Emmletections withL > [6, 8, 10] respectively (Secf.39.4). We note
average of the corresponding EPIC detection values. 3) &he that the source detection in 2XMM has a small degree of incom-
ducedy?-probability for the variability of a unique source wapleteness. < 10. This arises from the fact that the first stage
taken as the smallest of the detection values, indicativihef of the source detection (Sei.4]4.2) requires that ea&ttie
detection with the highest likelihood of being variable,emr havelL > 5. As this first stage of the processing is relatively
variability information was available. 4) Where variatyilinfor-  crude, the incompleteness primarily arises from this peeten
mation existed for any of the constituent detections, a uetq of low significance detections.
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Table 8. Numbers of detections with likelihood > 10 in the the three EPIC cameras, although it does not take into atcoun

2XMM catalogue. those sky regions which ardectively useless for serendipitous
source detection due to the presence of bright objects tainer

Camera Energy  Point Extd Unique point Unique ext'dinstrumental artefacts (see discussion in Ject. 3.1 anddbig

band (keV) source source source source and c). These area-flux plots computed for- 10 show that
pn 02- 05 38074 4319 30811 3843 the dfective sky coverage for the MOS2 camera-i870 ded
pn 05- 10 63248 7457 50639 6714 (for the MOS1 camera it is- 360 deg due to the loss of one
pn 10- 20 68197 6217 55035 5955 4f the MOS1 CCDs in March 2005), whilst for the pn camera
pn 20- 45 37511 3604 30702 3167 : . . .
pn 45-120 11144 1586 8682 1337 _the area is~ 330 d_eﬁ, due primarily to reduced or zero imag-
M1 02— 05 20841 3392 15887 2058 ing sky area provided by some of the pn observing modes. The
M1 05— 1.0 40965 6734 30998 5892 limiting fluxes vary between camera and energy band. For the
M1 10- 20 52569 6754 40062 5882 pn camera which provides the highest sensitivity, the mimm
M1 20- 45 34230 4452 26710 3858 detectable fluxes in the soft.®- 2 keV), hard (2- 12 keV) and
M1 45-120 7818 1825 5776 1547 hardest (46 — 12 keV) bands at 10% sky coverage ar§2, 15,
M2 02- 05 20626 3485 15718 3012 35]x10®ergcnr?s, respectively. The fluxes for 90% sky
mg (1)3 - %8 ggggg ggg? igggi 2%'579 coverage (i.e.,14close tozcognplete coverage) in these baads a
M2 20— 45 36760 4703 28538 s0s0 19 25]x10" " ergem?s respectively.
M2 45-120 8546 2008 6265 1716

9.3. Flux and count distributions

he distribution of fluxes for the 2XMM catalogue detectioms

The 2XMM catalogue is intended to be a catalogue di H I S . .
serendipitous sources. The observations from which it leas b Shown in Fig[®. This figure illustrates that the typical sodind

( : _ _ - 15 21 ;
compiled, however, are of course pointed observations whifluX for t:I&e Catalogu_el sources4s5 x 10~ergem s “ and is
typically contain one or more target objects chosen by tig or ~2x 10" ergcmr®s " in the hard and total bands. These values
inal observers, so the catalogue contains a small fracfitaro correspond quite closely to the fluxes of the sources which-do

gets which are by definition not serendipitous. Appefidix 6 prma’[e the cosmic X-ray background (where the slope of the ex-
vides details of the target identification and classificatlerom tragalactic source counts breaks), demonstrating therizpee
this analysis we find that aroung®of the intended targets are®f 2XMM in providing large samples at these fluxes.
unambiguously identified in their XMM-Newton observations ~Also shown in Figl® is the distribution of total counts in the
but, allowing for multiple detections, only 1400 targets are combined EPIC images for the same sample of 2XMM detec-
plausibly associated with 2XMM catalogue sources. Thismaelions. As expected the distribution is dominated by low doun
that< 1% of 2XMM sources are the target of the observation, ajources, with the peak lying at 70 counts. This plot also il-
though in a few observations (e.g., nearby galaxies) thebeam|lustrates the fect of the targets of the XMM-Newton fields
of sourcesassociatedvith the target can clearly be much largerthemselves which only contribute significantly, not susjrgly,
More generally the fields from which the 2XMM cataloguéPove~2000 EPIC counts.
is compiled may also not be representative of the overall X- We note that it would be possible to combine the survey
ray sky. The classification of the XMM-Newton observationsensitivity curves discussed in Sect.]9.2 and the flux istri
(AppendiXC and TableDl2) is relevant to avoiding poterg@l tions discussed here to construct the source counts (e., t
lection bias in the use of the catalogue. log N —log S relationship) for the 2XMM catalogue. In practice,
however, the results of this exercise would have limitedigal
o due to the large uncertainties in the correct area-seitgitior-
9.2. Sky coverage and survey sensitivity rections for the substantial number of fields included in Z4M

To compute the fective sky coverage, the sky was notionWhich contain, for example, bright objects or are subjeptrtd-

ally covered by a grid of pixels using the HEALPix projectiori:;mat'C instrumental féects. A separate paper, Mateos et al.
(Gorski et al. 2005). Adequate resolution was obtainedgusit?008). presents the ldg — logS relationship and resuits for
pixels ~ 13’ across. For each observation included in 2XMM: carefully selected subset of the 2XMM fields at high Gatacti
the exposure times were computed for each HEALPIx pixel taf@titudes.
ing into account the exposure map for each observationtfie.
actual coverage taking into account observing mode, CCB,9ap 4 Eajse detection rate & likelihood calibration
telescope vignetting, etc.). From this analysis we find ithé&ab-
tal the catalogue fields cover a sky area of more than 500 deghe significance of the source detection in the 2XMM cata-
The non-overlapping sky areais360ded (~ 1% of the sky).  logue is characterised by the maximum likelihood paranfeter
The sensitivity of the 2XMM survey catalogue was estimatetie detectionL (cf. Sect[4.413). Although the detection likeli-
empirically using the method of Carrera et al. (2007). Tlgpal hood values are formally defined in terms of the probability o
rithm presented in their Appendix A was used to compute setfte detection occurring by chance, the complexity of the dat
sitivity maps for each instrument and energy band, using datrocessing implies that the computed likelihoods need to be
from the exposure maps and background maps from each obsarefully assessed. To investigate the calibration of itkedid
vation. Using a grid of HEALPIx pixels in a similar way to thathood values and the expected false detection rate, we thus ca
outlined above, the limiting flux of thenost sensitivebserva- ried out realistic Monte-Carlo simulations of the 2XMM cata
tion of each part of the sky was estimated. Fidure 8 shows tlogjue source detection and parameterisation process.ifioe s
sky area against limiting flux for each EPIC camera and energjions performed were chosen to represent typical higtutie
band separately. This analysis provides a relatively robsts-  fields without bright sources or extended X-ray emissiorrtapa
mate of the total sky area of the 2XMM catalogue for each éfom the unresolved cosmic X-ray background. The simula-
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Fig. 8. Sky area as a function of flux limit for the 2XMM cat- . i
alogue computed for sources with a detection likelihoodtlimtree diferent exposure t|mtoas. 12ks for MOS and 8ks for pn,
L > 10in the respective energy band. Red curves are for Mo geresponding to around 70% of the median exposure, ane thre

blue curves are for pn. (MOSL is not shown but is very simil@1d ten times higher exposure values. Also shown is the ex-

to MOS 2) pected false detection numberfor an assumedN, = 5,000
Top panel Energy bands 1, 2, 3, 4, & 5 for each camera al dependent detection cells per field, calculated simplp as
shown with solid, long-dash, dash-dot, dotted, & dot-dot-d ¢ .,exr(—L)._ Tr,'e value o, of course depends on théfec-
dashed line styles, respectively. tive beam_—S|ze for EPIC observations. The valNg = 5, OQO
Bottom panelEnergy bands 6 & 7 for each camera are shom@e adopt is based on the area of the search boX 220",
with solid & long-dash styles, respectively. ect[4.4.1), corrected downwards to take into accountgeed
dation and change of shape of the PSFaxis. This value is a
factor~ 4 times smaller than would be derived from assuming
the beam-size is of the order the PSF width (ed! HEW),
t!ons include a _particle backg_rounql component and a distrithighlighting that this is a poorly defined quantity.
tion of X-ray point sources with uniform spectral shape draw  The results shown in Fig_10 demonstrate: (i) the number of
from a representative extragalactic Neg-log S relationship (eg. false detections per field is low even far> 6 ; (i) the de-
Hasinger et al., 2001). The source spectrum assumed is & pogénhdence of the number of false detectiond.ds much flatter
law characterised by = 1.7 with a Galactic column density than simple expectations; (iii) the number of false deteride-
Ny = 3x 10° cm 2. pends on the exposure time. For typical observations ireclird
The simulation creates images (and exposure maps etc.)Hg catalogue the number of false detections i, 1, 0.5] per
the five standard energy bands using the appropriate calibfigld at likelihood limitsL > [6, 8, 10] respectively. These values
tion information (i.e., energy- and position-dependerf®¥i- increase to~ [4,2, 1.5] for longer exposures. Using the aver-
gnetting, detectionféiciency, etc.). The simulated data are theage number of sources detected in typical high Galactituiti
processed with exactly the same steps used in the actual 2XNidMds as a function of exposure time [60, 10Q 200] for the
pipeline (Sect[14) and the derived source parameters, ssichttree exposure time values, these numbers correspondsto fal
likelihoods, were compared with the input (i.e., simulatpd- detectionrates~ [2, 1,0.5]% at likelihood limitsL > [6, 8, 10]
rameters. with only a small dependence on the exposure time, ie. tse fal
FigurelT0 shows the number of false detections per field déetectiorrate is approximately constant over the range of expo-
rived from the simulations as a function of the minimiinfor  sures investigated.
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o T T The simulation work also allows us to address the astromet-
ric performance of the processing. Comparison of the inpdt a
output positions shows that: (i) there is no measurableageer
offset; (ii) the distribution of positionfésets closely follows the
expected statistical form (cf. SeCi.D.5), validating ttegistical
position error estimates. This distribution does, howesieow
offsets that are statistically too large for simulated souvaids
position errors< 0.5”. The origin of this &ect is unclear, al-
though it may be related to the discrete sampling of the PSF
representation in the XMM-Newton calibration data.

Full details of the evaluation of the 2XMM catalogue with
the simulations will be presented elsewhere (Sakano einal.,
preparation).
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T 9.5. Astrometric properties
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Minumum DETML In order to investigate the overall astrometric accuracyhef

Fig. 10. The number of false detections per field estimated vMM catalogue, in particular the extent to which the posi-
simulations for typical high Galactic latitude fields as adtion tON error estimates correctly describe the true positioma

of Lmin for various exposure times. The red circles show the rg€rtainty, we tested the catalogue positions against thenSl
sults for exposures of 12ks for MOS and 8ks for pn{0% Digital Sky Survey (SDSS) DRS Quasar Catalog (Schneider et
of the median values), whereas the green squares and blue®;2007) which contains 77 429 objects classified as quagars
angles show those with the exposures of 3 and 10 times higHiir SDSS optical spectra. The sky density of the Sloanarsas
respectively. The dotted line represents the theoretidagfde- 'S ~ 10 per square degree, and their positional accuracy is bet-

tection number assuming 5,000 independent detection peils ter than 01, making this an excellent astrometric reference set.
field (see text). ' This approach has the advantage that XMM-Newton is expected

to detect a large fraction of all Sloan quasars in X-raysdesp
cially at the bright magnitude limit for SDSS spectroscopyil
thus,a priori, it seems safe to assume that essentially all posi-
Our simulation results can be compared with the analysigsnal matches are actually real associations and that Bf®SS
presented by Brunner et al. (2008), carried out in the camtex provides the true celestial position of the object.
the very deep XMM-Newton observation of the Lockman Hole.  To carry out the analysis, the 2XMM catalogue was cross-
Their simulations are for a detection approach similar @t thcorrelated with the DR5 Quasar Catalog, keeping all matches
presented here and their results are also broadly simfldh@r within 20”. This produced around 1600 matches, correspond-
Fig.4 which shows a qualitatively similar dependence addal ing to 1121 unique 2XMM sources. The total sky area for the
number with likelihood), albeit they are presented fdfefient matches (out to 20radius) was~ 0.2 ded. Given the sky den-
energy bands. The number of false detections in their simukity of Sloan quasars this translates-t8 false matches overall,
tions is higher, but of course corresponds to an observatitn or ~ 0.5 false matches if we use just the inner’16f the dis-
an exposure time- 100 times longer. Brunner et al. commeniributions. We can thus be confident that the false matchisate
that the significant dierence between the simulation results angegligible for this investigation. This is the real advayeaf us-
simple expectations primarily originates in the multigstietec-  ing Sloan quasars over other comparison catalogues.
tion procedure (which introduces twéfective detection thresh-  For the astrometry evaluation a subset of these matches was
olds) and the simultaneous multi-band fitting of sourcetpmss ysed with detection likelihootl > 8, summary flag 0, fB-axis
and fluxes, both of which result in a reduction of thgeetive angle< 13, and excluding extended sources. These selections
number of independent trials. The fact that the number skfalreduce the total number of detection matches to 1007 (corre-
detections depends on the exposure time is not in line with sisponding to 656 unique sources).
ple expectations, but is probably a reflection of a combamati ~ Figure[I1 shows the distribution of the X-yaptical posi-
of Eddington bias and source confusidfeets. The much larger tjon separations for each match for both the corrected and un
than expected false detection numberk at 12 may arise from corrected 2XMM coordinates. As can be seen, the uncorrected
a too stringent matching criterion between the input anguiut separations peak at1’5 and show a broad distribution out to
SOU_I’CGS in the simulations. Other Slmllar Stu.dies of th!iEfale- 47 — 5”, whereas the corrected Separations peak at and
tection rate in XMM-Newton observations include Loaring e$§how a narrower spread. This result of course reflects thathve
al. (2005) for the relatively deep XMM-Newton 13ield and  syccess of the astrometric rectification carried out asgfatte
Cappelluti et al. (2007) for the COSMOS field. Both studies dgrocessing (Sedf.4.5).
our estimates for 2XMM, but these can be reconciled with dgxpected distributions, we consider the separations riseaa
tailed diferences in the assumptions made in these studies. py the position errors. If we define = AT [opos WhereAr is
We also investigated the sensitivity of the false detectiqRe angular separation anthos is the total position error, the
number to the background and to the assumed spectral shagpected distribution functioN(x) takes the form
The largest dierences are an increase by a faet@ at the low-
est likelihoods [ < 8) for background conditions 3 times higheiN(x)dx « x e ¥2gx.
than typical. Assuming much softer or harder spectral shape
produces a similar increase in the false detection numbama Thus comparing the empiric&ll(x) distribution with the ex-
restricted to the lowest likelihood bins. pected form provides a means to determine the cowggs

=3
=
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value. We expectrpos to have two components:sia, the sta-
tistical error already determined in the maximum likeliddd
(Sect[4.4B) and a possible additional, residual compooep
(see comment on nomenclature: footrgfé 11), to take into ac-
count any residual errors in the position determination eord
rection process, cf. Se€t._#.5. Although it is not completa-
vious howosiatandosys should be combined because the nature
of the residual error is formally not known, the analysisoed .
here assumes e (4), cf. S€ct] 8.1 (other assumptions stich a °
linear combination of the errors provide worse fits to therdis
butions). __ Ar (aresec) T

Figure (11 (centre) shows the distribution, for corrected
XMM-Newton coordinates only, of the X-r@gptical position
separation sigmas (i.ex,= Ar/opes) for the matched detection
sample assumingsys = 0. Although the observed distribution
is reasonably close to the expected form at lewalues, there is
a long tail of outliers ak > 3.7 amounting to~ 8% of the total
sample, whereas we would exped.1% to lie atx > 3.7. More
detailed investigation of these outliers shows that theydam-
inated by sources with smats,rvalues (mostly< 0’5), clearly
indicating the need for an additional componery, of the or-
der @5.

We investigated a range of possible values-gf and found
that osys = 0’35 provides the best overall fit between the ob-
served and expected distributions, as is shown in[Ely. 1t (bo
tom). For this choice otrsys there are still more outliers at
largex-values than expected if the position errors were perfectly
described, but we find that at least some of these can be ex-
plained on astrophysical grounds (e.qg., source confuosed
objects), so regard our choice as the best overall valugte+e
sent the global additional error estimate for the catalogue

A detailed comparison between the observed and expected
distributions (Fig[Ill) shows that there is a deficit of psiat
low x-values and indeed this is true for amy,s > 0. This indi- Fig. 11. Top: X-rayoptical position separation for each match
cates that the true value of the statistical position etrgg, is  for the corrected (solid histogram) and uncorrected (dhbie
slightly overestimated by the fitting routine. Attempts todel togram) XMM-Newton coordinates. Centre: Distribution eps
this efect with a simple rescaling of they,rvalue were not suc- aration sigmax) for osys = 0. Bottom: Distribution of separa-
cessful. We note that the typical error estimate of the fieati tion sigma &) for osys = 0735. For the centre and bottom plots
tion of the XMM coordinates is-0”6 with a spread from’B to — histogram: separation sigmas; filled histogram: outlieits
> 1”. This suggests that most of the additional error component> 3.7 (andAr < 10”); smooth curve: expected distribution
needed is related to the rectification residuals, with otffects N(x) normalised to fit the peak of the distribution.
being at a lower level. An obvious alternative approach isth
to use the explicit values of the errors determined by thé-rec
fication algorithm forosys (Which thus vary from field to field
and indeed from source to source if the error in the field rota-
tion is taken into account) instead of the empirically deieed Newton coordinates we determine a good fit between the ob-
—and fixed value — described above. Overall this approacsgigerved and expected distributions feg,s = 170. This value is
similar results, but giveg-values which are systematically sig-adopted in the catalogue for sources in those fields for which
nificantly too small, implying the uncertainties derived thye astrometric rectification was not possible.
rectification algorithm may also be significantly over-estted For completeness we looked for possible correlations be-
(by up to 50%). We conclude that using a fixed value of the atlveen outliers and the obvious XMM-Newton detection param-
ditional error provides the best empirical descriptiontef tlata. eters (e.g., detection likelihoodsf@xis angle). Rather surpris-
On this basis the valuesys = 0735 was adopted for the 2XMM ingly no clear correlations were found, except witfraxis an-
catalogue. The total position error given in the catalogtygs, gle where it was noted that detections at very hifhaxis val-
combines the statistical and additional errors in quadeasee ues ¢ 15) were somewhat more likely to have statistically too
eq. [4). We note that theffect described here may be identi{arge separations. By no means all higfi-axis detections are
cal to that discovered through the simulation work desctilbe affected in this way, however. Essentially this means thattthe s
Sect[Q4. If this is the case it would imply that the residerabrs tistical position error estimates are robust over a venewahge
associated with the rectification must indeed be ratherlsmalof detection parameters and a single additional error compb
than the formal estimated values overall. provides a very adequate representation of the data. Fiwell

We repeated the analysis described above foutiverrected note that properties of the 2XMJ8loan DR5 Quasar sample are
XMM coordinates to determine thesys-value appropriate to reasonably representative of the whole 2XMM cataloguer&he
those XMM-Newton fields for which astrometric rectificationis a bias towards higher X-ray fluxes and thus lower stagibtic
was not possible (see SeCi.]4.5). For the uncorrected XMIdesition errors, but a significant number of lower flux obgect
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are included and the full range of total counts and likelif®s potentially providing constraints on the overall X-ray pégp
sampled. tion. Although a detailed analysis is beyond the scope of the
present paper, we comment here on how these match simple ex-
pectations about the underlying source populations.

For the high latitude regions of the sky, the density plot is

We have evaluated the flux cross-calibration of the XMnmdominated by sources with power-law spectra and columnidens
Newton EPIC cameras based on the calibration used to cdi§SN1 < 10°2 cm 2, as expected from the dominant population
pute 2XMM fluxes (see Sedt_4.6). To do this we performed® AGN. The fraction of AGN in 2XMM withNy > 10° cm?.
statistical analysis, comparing the fluxes between canferas can be seen from these plots to be quite low. The high latitude
sources common to both, selected from the entire FOV. The ¥ots also show an extension to much softer hardness raties.

rameter used to quantify thefBirence in flux was defined asmain contributors to this are likely to be coronally actitars
(Si — Sj)/S;j, whereS; andS; are the fluxes of the sources ina@nd non-active galaxies (see comment below about the therma

9.6. Photometric properties

each pair of cameras |). spectra). Due to the bias towards softer (harder) sourctein
To minimise the impact of otherfiects, we performed the HR1-HR2 (HR3-HR4) plots noted above, the power-law tracks
following filtering on the comparison samples: overlaid have dterent indices to approximately match the ob-

served density distributions.

1. We used only point sources, as the uncertainties in the mea At low Galactic latitudes, in contrast, the plots show a more

sured flux for extended sources are much larger. complex structure (albeit the sample sizes are smallerg. Th
2. We used only sources having at least 250 counts in the enerall low latitude density pattern is consistent with egé&

ergy band and for each camera. This requirement was ugegpulation of coronally active stars (particularly evitlénthe

to avoid Eddington biasftects (an increase in the measuretiR1-HR2 plot) with relatively soft thermal spectra togethe

flux due to statistical fluctuations). with a significant population of much more absorbed objects:
3. We did not use sources with a 2-12 keV flubackground AGN together with distant accreting binariethin

> 6x 10 2ergcn?s ! as these objects fier from pileup Galactic plane (e.g., Hands et al. 2004). Sources with ey |

and therefore their measured flux is underestimated. temperature thermal spectra (ileT, ~ 0.3 keV) are only evident

as a small component in the HR1-HR2 plot. We note that the

The distributions obtained were fitted with a Gaussian pr@ensity peak in the low latitude density plotsriet consistent
file, which in all cases provided a good representation of thgth what is expected for a distribution of single-temparat
data. The best-fit mean values obtained from each distoibutithermal spectra with a range of intrinsic temperaturesebts
are listed in Tablg]9. the peak is much better matched byralti-temperaturespec-

There is an excellent agreement in the measured fluxes tram which we have here characterised empirically as a com-
tween the two MOS cameras, better that 5% in all 2XMM energyosite three-component model wikiT = [0.3,1, 3] keV with
bands. The agreement between pn—MOS fluxes is also goegual weighting (emission measure) of the three components
better than 10% at energies below 4.5keV and0 — 12% This finding is broadly consistent with the spectral projgsrof
above 4.5keV. These flux fiierences are in broad agreemenX-ray selected active star samples (e.g., Lopez-Santiagh e
with the results of Stuhlinger et al. (2008) who find a small 2007 and references therein) in which such objects typyicat
cess, 5- 10%, of the MOS cameras with respect to pn, usinglsest-fit with two-temperature models witT ~ [0.3,1] keV.
sample of very bright on-axis sources. A more detailed aisly The fact that our hardness density plots are better chaisede
will be presented in Mateos et al. (2008). with thead hoaddition of a third higher temperature component
clearly points to a harder component being present in afsigni
cant number of the objects contributing to the hardnessityens
plots.
For each 2XMM source there are four X-ray hardness ratios (X-
ray ‘colours’) which provide a crude representation of thea)
spectrum (cf. Sedi. 4.4.3 for hardness ratio definitionfitn[12
we show the hardness ratio density plots for 2XMM catalogue the whole 2XMM catalogue there are 2307 detections in-
sources at high and low Galactic latitudes. These plotsautbé dicated as variable (cf. Se€fl 8), which relate to 2001 umiqu
pn camera hardness ratios only, as they typically are bedter sources. Evaluation of the frequency distributions of e
strained. Density plots are constructed for sources whate h probability, P(y?), from the time-series analysis reveals no sig-
detection likelihood. > 8 in the energy bands comprising eachificant systematic féects and shows the expected behaviour
pair of hardness ratios: this means that the subsamplediediu for the parts of the distributions dominated by random noise
in each plot difers and there is an inevitable bias towards soft&or example, the frequency distribution Bfy?), as shown in
sources for the HR1-HR2 plot and to harder sources for the-HRdgs.[I3 b) and c) for the pn (the distributions for MOS1 and
HR4 plot. Imposing the same likelihood threshold &irbands MOS2 are very similar), is almost constant per unit intefal
would produce a bias towards higher flux sources and in famobability down to low probabilitiesg 0.1). Obviously, a non-
would restrict this exercise to relatively small samplesyirthe variable set of time-series would have this property actbes
whole catalogue. We also exclude sources with summary flagwhole probability range .0 — 1.0.
a more severe restriction on the flag produces relativelylsma Figure[I3a) shows the observed frequency distribution of
changes to the overall distributions. Overlaid on thesefess P(y?)epic compared with a simulated distribution for a non-
ratio density plots are spectral tracks for representaiigle variable set of time-series. As there are many detectiofts wi
power law and thermal spectral models with a range of absotbss than the full set of [pn, M1, M2] time-series, it was nec-
ing column densities. essary to reproduce this incompleteness in the simulatiba.

These density plots provide an excellent statistical aftara numbers of detections with 3, 2, 1, oPQy?)-values are: 14917,
isation of the spectral properties of the catalogue soutbes 11330, 11917, 156, respectively. The simulation was coteduc

9.7. X-ray hardness (colour) distributions

9.8. Variability characterisation
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Table 9. Summary of the statistical comparison of the 2XMM fluxes fribvm EPIC cameras.

Energy band pn—-M1 Nwm pn—-M2 Nopmz M2-M1  Nyo-ma

[keV] [%] [%] [%]
@) ) ©) (4) ©) (6) ()
02- 05 49:12 785 8409 771 -0.2056 987

05- 10 -2.4:0.3 1906 -2.20.2 1957 1.60.3 2384
10- 20 -7.6£0.3 2394 -8.60.3 2461  0.60.2 2932
20- 45 -6.1+0.3 1311 -5.40.3 1342 -0.80.2 1552
45-120 -12.4:0.7 387 -9.50.6 408 -3.20.4 441

(1): Energy band definition in keV. (2) and (3)fi@irence (in %) in the measured flux in pn and M1 and number oteswsed in the comparison.
(4) and (5): same as Cols (2) and (3) but for pn and M2. (6) ajidséme as Cols (2) and (3) but for M2 and M1.
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Fig.12. Top row: EPIC pn X-ray hardness ratio density plots for highla@tic latitude |p| > 10°) 2XMM sample. Bottom row:
X-ray hardness ratio density plots for low Galactic latéufh| < 10°) 2XMM sample. Density is displayed on a logarithmic scale
with a dynamic range of 100. The spectral tracks overlaidf@aréi) power-law spectra with® = 1.9,1.7, 1.4 (blue) for the left,
middle, and right panels, respectively; (ii) thermal spact (APEC model) withkkT = 0.3 keV (cyan; HR1-HR2 plot only); (iii)

a composite thermal model with three components kith= [0.3, 1, 3] keV (green). In each case hardness values are shown for
Ny = [0.03 0.4, 1,5,10,50]x 10?2 cm? (power-law model) andNy = [0.01,0.05,0.1,0.5, 1] x 10?2 cm2 (thermal models). For
each spectral track the left-most point marked corresptmtte lowesiNy value, ie.Ny increases towardsthe top right.

by generating three vectors representing pn, M1, M2, witthealinear scale), as discussed above. A fourth vector was then ¢
element containing a uniform, random number in the rangaited with the minimum simulateB(y?), i.e., a simulated set
0.0 — 1.0. For each element, a check was performed to seEP(y?)epic = Min(P(x%)pn, P(x*)m1, P(r*)mz2) over all available
if there was a validP(y?)-value for the associated, real camvalues for each detection.

era data; if not, the random value was set to NULL (so that
the correct ‘run’ of valid values was mimicked in the simula-

tions). These values simulate the expected distributiofpof variable, indicated a number of cases and types of varibili

M1, M2]-probabilities for the case of no real variabilityefs i, \yere fikely to have been ‘missed’ by the 2XMM varialyilit
Fig.[I32). As expected, the resulting distributions aré”f@ a et implying that the catalogue is conservative in thipeet.

Visual inspection of samples of time-series flagged as not
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Fig. 13.(a) Frequency distribution d?(y?)epic, With log scales on both axes: solid line — observed; doftezl+ simulation for
random noise, taking into account that there is not alwaysnaptete set of 3 camera values for each detection. (b) Fregue
distribution ofP(y?)pn, with log scales on both axes: solid line — observed; dotteH simulation for random noise. (c) As (b) but
with linear scales on both axes.

These included relatively short-duration increases oreseses, Insufficient background subtraction: Some spatial variations

and low-level trendsamps. of the intrinsic background are poorly modelled by the splin

We have compared the fraction of variable sources (or detec- map. In regions where the background is underestimated,
tions) to all sources (or detections) having time-series fasc- spurious detections of extended sources are possible. (In
tion of various other parameters of the catalogue. As afonct ~ many cases the extent parameter of these sources is at or near
of flux (specifically EPIC total-band flux), we find this framti the maximum of the allowed range,’8)

to be ~ 25% 10%, and 5% for fluxeg 10719 ~ 107! and Multiple detections of extended sourcesThe surface bright-
< 107%2, respectively. This is broadly as expected as the ability ness distribution of extended sources is generally more com
to detect variability falls towards lower fluxes. plex than the fittegg-model. This can lead to additional de-
We have also carried out an initial evaluation of the vagabl tections in the wings of extended sources. The most extreme
2XMM sources using secure positional matches with objects cases are observations of complex, bright extended sources
in the Simbad database. From this study we estimate that, for (€.g., Galactic supernova remnants), leading to the detect
serendipitous (i.e., non-target) sourced0% are ‘normal’ (i.e., of numerous extended sources in one field. Also, extended
non-degenerate) stars,5% are X-ray binariesy 3% are cata- emission following the fittegB-model, but with an extent
clysmic variables ane 5% are AGNSs, plus smaller percentages larger than the maximum allowed in the fit, tends to be bro-
of objects such as GRBs. Of order 45% could not be identified ken up into multiple detections.
from Simbad. The above figures relate primarily to th&000 Instrumental artefacts: OOT events of piled-up sources, sin-
sources with quality summary flag values 0— 2. Although thisi  gle reflections arcs, and scattered light from the RGA (cf.
not a definitive study as the completeness of Simbad féermint Fig.[4 c) can cause both point-like and extended spurious de-
object types is highly non-uniform, it does nevertheleswjole tections.
confirmation of the utility of the catalogue variability alaater-

o ; . X The catalogue contains extensive detection flags ct. 7
isation to select known types of variable objedtscéently. g gs (B )

which can be used to produce much cleaner extended-source
samples, albeit at the expense of removing some genuine ex-
9.9. Extended sources tended objects. (This is the case as the flagging scheme only
provides warnings about generic problems with the analysis
The 2XMM catalogue contains more than 20 000 entries of efre data rather than a specific assessment of the realitychf ea
tended detections. The reliable detection and paramatiemns detection.) In particular the automated quality Flags 4arid
of extended sources is significantly more demanding than ®f(see Tabl€]6) are set to warn about possible spurious detec-
point-like sources because there are many more degreesesf ffions of extended sources. The combined Flag 7 for extended
dom in the parameter space. The relatively simple analysis &ources is set if one of the Flags-4 is set. This flag is set for
proach used in the creation of the catalogue ($ect.]4.4.dpmeg 882 out of 20837 detections, indicating a potential spugrio
that the catalogue contains a significant number of extendegltion of about 50%. However, the rate of spurious detesti
object detections that are either spurious or at least taioer is distributed very unevenly over the catalogue obsernatis
(cf. Sects[ZR and7.3). The most common causes of proble@giscussed below.
with extended sources are summarised below and illustrated  Figure[T5 illustrates some of the main features of the ex-
Fig.[14. tended source detections in the catalogue. The plot shats th
there is, as expected, an overall correlation of extentitiked
Spurious detections near bright point sources:These are with EPIC flux. The considerable scatter in the plot has three
mostly due to inaccuracies of the PSF models, leading to igins: (i) the observations from which the detections arevdra
accurate modelling of the internal background by the sourbave a considerable range of exposure times and background
fitting routine. values; (ii) source extent: sources with larger spatiagexhave
Confusion of point sourcesPairs or multiples of point sourceslower likelihoods at the same integrated flux; (iii) the mnese of
can be detected as one extended source since only up to sigmificant numbers of spurious detections. The detectidtis
point sources are modelled simultaneously by the fitting @Hag 7 set show, as expected, a broader distribution thasetho
gorithm. without this flag, and a much broader distribution than fa th
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Fig. 14.Examples of extended source detections. Green circlespoarksource detections. In panels (i) — (vi) the magentayahd

low circles mark real and spurious extended detectionemisely, plotted with their fitted extent (i.e., core raslisee Sedt. 4.4.4).

In panels (vii) & (viii) the yellow ellipses indicate the ptien of spurious extended source detections.

Top row (i) a compact extended source with a small core radiusa (&rge, low surface brightness extended source at the édge o
the FOV with low likelihood but high flux (see FiQ.1L5); (iiinaobject with a point-like core detected both as a point seascwell

as an extended source; (iv) a clearly extended source wiphigosis detection nearby (yellow circle) which is smalleddainter

(by a factor of 45) and which therefore does not significaafiigct the parameters of the real source.

Bottom row (v) a SNR in the LMC where intrinsic structure is detecteghamt sources (note that the core radius is not represen-
tative as the extended emission does not followstmeodel fitted); (vi) a bright extended source with multipprisous detections
around the centre: the core radii of these spurious detectice comparable to or larger than the extent of the reatsaurd will

thus significantly ffect the parameters of the real source (note that the maxinoueradius allowed in the fitting is 8); (vii) a

faint filamentary structure broken up into several exteraitdctions where the parameters have little meaning (dihe tcircularly
symmetric nature of the fit); (viii) a crowded region whergesal point sources are detected as extended due to sourftesiom

(the algorithm is restricted to fitting at most two confusedrses simultaneously).

detections with ‘best’ summary flags (i.e., summary flag). ing for matches with catalogued objects. We find that less tha
This is, of course, due to the fact that spurious detectiathefv 5% of these may be spurious extended source detectiongdarou
ten have implausible likelihoods for the fitted flux or copesd 40% are clearly associated with catalogued clusters orpgrou
to very large source extent which is rare in genuine detestio of galaxies and a few percent are associated with singléoyear
Based on the sample with ‘best’ summary flags it is clegalaxies. For a further 30% of the detections we find convinc-
that there are very few reliable extended source detectidng evidence of a previously uncatalogued cluster or graup o
with extent likelihood above- 1000 or flux above~ 4 x galaxies at the X-ray source location from visual inspectb
101ergcnr?s72, highlighting the problems that the detectiorihe SDSS DR6 images. These results demonstrate that the over
algorithm has with bright objecB.Indeed the majority of reli- all reliability of the ‘best’ extended source sample is high
able extended objects in this region of the diagram are th&XM least at higher likelihoods, and that, as expected, thendett
Newton targets themselves (but note that many of these haeeirce sample is dominated by groups and clusters of galaxie
Flag 7 set which would otherwise indicate potentially spusi \We have not carried out a similar exercise systematicallgvat
detections). At the highest fluxes a large fraction of theedet Galactic latitudes but checks of selected detections detrate
tions relate to very bright point-like targets that are imeotly the expected associations with SNRs, HIl regions, and eliscr
parameterised as being extended due the deficiencies of-theefktended features in the Galactic Centre region.
ting algorithm noted above.
We have investigated a small subset of the extended detec- I
tions at high Galactic latitudes covered by SDSS DR6 (exntyud 10- Availability of the catalogue and catalogue
targets). We selected detections with extent likelihed®0 and products

no warning flags set (i.e., summary flag 0) and evaluated th‘ﬂqe 2XMM catalogue table itself is essentially a flat
validity by examining the X-ray images visually and by S(mrcﬁle with 246897 rows and 297 columns (described in

21 We also note that this is what is expected from the sourcetsouppendix [D). Access to the catalogue file in various
of clusters of galaxies which are expected to dominate theneded formats (FITS and comma-separated-variable [CSV])
detections, at least at high Galactic latitudes. is available from the XMM-SSC catalogues web-page:
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S - Table 10.Summary of 2XMM catalogue characteristics
© -
Sk e g Energy range (keV, set by EPIC cameras) 0.2-12.0
F o ] Observations total 3491
C ] pn data 2674
- oL _ MOS1 data 3384
o —F 3 MOS2 data 3394
S ] Time interval Feb 2000 —Mar 2007
S [ ] Detections total 246897
& S F 3 totalL> 10 201275
- F ] totalsum flag 0 199359
' I 1 point-like 226060
2 8 | | extended 20837
2 Sk with products 38320
C ] Unique sources total 191870
ol 7 point-like 173066
SF 3 extended 18804
F. ] Sky area (deg) total? ~560
i 1 net MOSJ2 ~355
o oo S RORIREIAT o -0 o net pn ~330
‘TO—15 10—14 10—13 10—12 10—11 10—10 10—9 10—5 Median exposure time MO#L ~16000 s
(per observation) pn ~12500s
EPIC flux (cgs; 0.2—12 keV) Flux limit (pn) at~ 10% sky 0.5-2.0 keV ~2
coverage (18P ergcm?s?t) 2.0-12keV ~15
Fig. 15. Distribution of extent likelihood as a function of total- 4.5-12 keV ~35
band EPIC flux for the extended source detections in the 2XMMFlux limit (pn) at~ 90% sky 0.5-2.0keV ~10
catalogue. Red dots are potentially spurious detectiotisiag  coverage (10°ergcm?s™) 2.0-12keV ~90
7=T, yellow dots are detections with Flag:-F%, black dots are _ 4.5-12 keV ~250
the ‘best’ sample detections with summary flag. Green stars ~ Astrometric accuracy (&) typical 1.3
mark the targets of the XMM-Newton observations classified a : best : 0.33
Photometric accuracy MO#A comparison <5%

extended object types and blue squares targets which axetobj
types classified as point-like. The vertical concentratiohtar-
get points at flux-3x 10 **and~2x10'%ergcm?s ' arereal,  a gyerlaps included
being due to multiple detections of twofldirent SNRs used as ® [imited by systematics
XMM-Newton calibration targets.

pryYMOS comparison < 10%

hitp://xmmssc-www.star.le.ac. (Ratalogug This XMM-SSC Same source, thumb.nail X-ray images and graphical sum_marie
web-page is the primary location for information about th@f the X-ray time-series and spectral data where these exist
2XMM catalogue. It provides links to the other hosting sites The results of the external catalogue cross-correlation ca
and the documentation for the catalogue. It also provides§d out for the 2XMM catalogue (Sedtl 6) are available as
‘slimline’, reduced volume version of the 2XMM cataloguedata products within the XSA and LEDAS or through a ded-
which is based on the 191870 unique sources and contains JG&fed on-line database system hosted by the Observateire d
39 columns. The columns in this version are restricted to judStrophysique, Strasbolfy

the merged source quantities, together with the 1XMM and

2XMMp cross-correlation counterparts.

Ancillary tables to the catalogue also available from th
XMM-SSC web-page include the table of observations incorpwe have presented the 2XMM catalogue, described how the cat-
rated in the catalogue (AppendiX B) and the target identifica alogue was produced and discussed the main charactedstics
and classification table (Appendix C). the catalogue. TableJL0 provides a summary of its main prop-

Associated with the 2XMM catalogue itself is an extensiverties, bringing together information presented elsee/fethis
range of data products such as the EPIC images from each obgeper.
vation and the spectra and time-series data described tf@ec  2XMM is the largest X-ray source catalogue ever produced,
These products are accessible, along with the catalogel§, itscontaining almost twice as many discrete sources as ettleer t
from ESAs XMM Science Archive (XSE), the LEDA®Y ROSAT survey or ROSAT pointed catalogues. The catalogue
(LEicester Database and Archive Service) system and are bemplements deeper Chandra and XMM-Newton small area sur-
ing made available through the Virtual Observatory via LEDAveys, and probes a large sky area at the flux limit where tHe bul
using AstroGriffd infrastructure. of the objects that contribute to the X-ray background liee T

LEDAS also provides access to a single HTML summaryatalogue has very considerable potential a detailed atafu
page for each detected source in the catalogue. These symmdrich lies outside the scope of this paper. In particularctia-
pages provide the key detection parameters and paraméterbgue provides a rich resource for generating large, wefiing:d
the corresponding unique source, links to other detectibifse  samples for specific studies, utilising the fact that X-r@gstion
is a highly dficient (arguably the mostfiécient) way of select-

*2 httpy/xmm.esac.esa.ixsg ing certain types of object, notably active galaxies (AGH)s-
23 httpy/www.ledas.ac.ykmny2xmmlink.html

24 httpy//www.astrogrid.org 25 httpy/amwdb.u-strasbg,/2xmmhome

%l. Summary
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ters of galaxies, interacting compact binaries and actieltas
coronae. The large sky area covered by the serendipitousysur
or equivalently the large size of the catalogue, also meaats t
2XMM is a major resource for exploring the variety of the Xtra
source population and identifying rare source types. Algio

the 2XMM catalogue alone provides a powerful way of study-
tden Herder J.W., Brinkman A.C., Kahn S.M., et al. 2001, A&B53L7-L17

ing the X-ray source population, matching the X-ray datdwi
e.g., optical catalogues caffier an even morefkective way to
generate large samples of particular object types. Psojbett
exploit some of these characteristics are already underway
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(IPAC/California Institute of Technology), The 2MASS All-Sky Gédg of
Point Sources (2MASS)

Breuck, C., Tang, Y., de Bruyn, A.G., Rottgering, H., vae®el, W. 2002,
4394, 59 (WISH)

Della Ceca, R., Maccacaro, T., Caccianiga, A., et al. 20@&A A28, 383
Della Ceca, R., Caccianiga, A., Severgnini, P., et al. 2008A, in press
(arXiv:0805.1919)
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The DENIS consortium 2005, Third release of DENIS data (D&NI

Dietrich, J. P., et al. 2006, A&A, 449, 837

Dorman, B., Arnaud, K. A. 2001, Astronomical Data Analysisft?are and
Systems X, eds. F.R. Harnden Jr., F.A. Primini, and H. E. Payal. 238,

Finally we note that, since the XMM-Newton spacecraftand p. 415

instruments remain in good operational health, we canipatie
a substantial growth in the pool of serendipitous X-ray sesr
detected, increasing at a rate~d85 000 sourcggear. With this

Ebrero, J., et al. 2008, in preparation.
Ehle, M., Breitfellner, M.,
al. 2007, XMM-Newton

Diaz Trigo,

Users’

M., et
Handbook,

httpy/xmm.esac.esa.ifexterngixmm_usetrsupportdocumentatiouhiy XMM _UHB.html

backdrop, further XMM-Newton catalogue releases are gdnnFabbiano, G., Evans, 1., Evans, J., et al. 2007, in AstronahData Analysis

at regular intervals. The first such incremental releastisned
for August 2008.
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Appendix A: Summary of XMM-Newton and EPIC

camera terminology

On-axis position : the telescope optical axes, defined by the ge-

ometry of each of the three X-ray mirror modules, is not co-
incident with geometrical centres of the EPIC detectorg Th
target of the observation is preferentially placed clos&ud
slightly offset from, the optical axis.

Point-Spread-Function (PSF) : the telescope optics spread X-

ray photons from a point source into a centrally-peaked dis-
tribution which is oversampled by the EPIC cameras. The
PSF is energy-dependent and becomes broader with increas-
ing (off-axis) angle from the telescope optical axis but also
sufers a distortion which elongates the profile in the az-
imuthal direction.

Event patterns : an X-ray photon incident in a given CCD lo-

cation causes charge deposition in several surrounding CCD
pixels, often not symmetrically distributed around the-cen
tral pixel. Several distinct charge distributions (pat®rare
recognised as real events by the on-board processing elec-
tronics for the MOS cameras, whilst this processing takes
place on the ground for the pn camera.

Out-Of-Time (OOT) events : EPIC camera exposures are

composed of many short-duration frames during which the
recorded events are rapidly read out and processed by the
on-board electronics. The total time between frames (frame
time) depends on the observing mode but is a maximum of
73ms for the pn and 2.6s for the MOS. The cameras are
shutterless and record data during the readout (‘outroéi

as well as the processing (‘imaging’) period, leading to a
faint trail of the ‘out-of-time’ events along the readoutesti-

tion which becomes obvious for bright sources (see[Hig. 4c).
The percentage of OOT events is a function of the ratio of the
frame readout time to the frame integration time for a given
mode. The largest percentage of OOT events at 6.3% is for
the pn full frame mode, while it never exceeds 0.5% for the
MOS.

Pileup : for bright sources, pixels in the core of the PSF can

receive multiple X-ray photons during an integration frame
The on-board processing electronics cannot recognise them
as distinct events within that frame and either treats thee a
single event with higher energy or rejects them entireliidf t
resultant pixel pattern of the combined event lies outdide t
pre-defined X-ray pattern library. As a result the recorded
counts are lower in the core of the source profile, produc-
ing a flattening or even depression of the source profile (see
Fig.[4c). In addition, it has an impact on the spectral profile
(i.e., a hardening of the spectrum).

Optical loading : The EPIC cameras (more so the MOS detec-

tors) are also sensitive to optical photons so that opticall
bright objects generate recordable events in EPIC images
(Lumb 2000, and references therein). The level of contam-
ination depends on the filters used and the optical brightnes
of the object. In most observations the filter used is conser-
vatively selected to minimise thisfect. Note that in the case

of the pn some apparently very soft sources dfected by
optical loading.

RGA scattered light : scattering of incident X-rays by the

RGAs in the two telescope modules that feed the MOS cam-
eras causes aftlise bright narrow band in the X-ray images
which is detectable for bright X-ray sources (see Eig. 4c).

Good-Time-Interval (GTI) : data from EPIC camera frames

can be accepted or rejected according to the state of various
housekeeping and science parameters, e.g., spacedraft att
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tude stability and particle background level. The ‘GTI'® arC.1. Formal target identification
the time periods during which the parameter(s) being mo

tored are within the acceptable thresholds r]Il_here are three kinds of coordinates associated with easdr-ob

vation:

A more detailed description of the instruments can be foundl The median of the spacecraft attitude (‘pointing dilatt
in the on-line version of the XMM User Handbook (Ehle et al.  jngependent of the instrument) usually points to approxi-

2007) and on the ESAC documentation web-pages for calibra- mately the same position on the detectors and defines best
tior4. the centre of the FOV (this is given in Talile D.1).
2. The proposal position refers to the position given by the o
_ . server; this position is placed at a specified detector iocat
Appendix B: Observation summary table which depends on the prime instrument (EPIC or RGS) as
indicated by the observer and which avoids chip gaps, dead
spots etc, unless arffeet is indicated by the investigator.
i The XSA gives the coordinates of the prime instrument
viewing direction which are corrected for the star tracker
mis-alignment.

Table[D.1 presents the observations and exposures included
in 2XMM and is available on-line at A&Aas well as at the
XMM _SSC catalogue web-page (cf. S&cll. 10). The columns
this table are as follows.

Column 1:satellite revolution number (consecutive in time).

Column 2:observation number (10 digit ID). In most cases, the proposal position is the best representa-
Column 3:0ODF version number. tive of the target object as chosen by the investigators.avew
Column 4 and 5nominal field Right Ascension and decli-there are cases where the actual target object is delibecdte
nation (J2000) in degrees. set from the proposal position, or the proposal positionds n
Column 6:target name (20 characters). very accurate. The latter can be due to catalogue errors, pos

Column 7:Quality classification of the whole observatiortions with large uncertainties (e.g., gamma ray sourcesjno
based on the area flagged as bad in the manual flagging pro@ssr by the observer. In cases where more than one objén is t
as compared to the whole detection area, see[Sdct 7.4. 0 meanget the proposal position can either be located on onleeof t
nothing has been flagged; 1 indicates that 9%rea< 0.1% of objects or between them. In a few cases, the image was not ob-
the total detection mask has been flagged; 2 indicates th#t O.tained at the proposed position due to a slew failure or aydtar
< area< 1% has been flagged; 3 indicates that 4 #rea< 10% of Opportunity’ (ToO) observation that was not properlyiseg
has been flagged; 4 indicates that 18%rea< 100% has been tered in the ODF.
flagged; and 5 means that the whole field was flagged as bad. The XSA coordinates are usually near the centre of the field

Column 8:number of detections in this field. andor the target but do not represent the target position as well

Column 9:number of detections in this field that have noas the proposal position.
received manual Flag 11 and are considered to be ‘good’. The target identification table (Appendix €.5) lists thepro

Column 10:number of the pn exposures merged for thposal and XSA positions together with the proposal categody
source detection (cf. Se€f. #.1). proposal program information as given in the XSA. The latter

Column 11filter of the pn exposures: Tn1 stands for Thinlprovide a coarse classification of the target as determipélden
Tn2 for Thin2, Med for Medium, and Tck for Thick. observer. Note though, that the proposal category of cldo

Column 12:0bserving mode (cf. Tabld 1) of the pn expoobservations are often meaningless since they are oftémiins
sures. ment related for which there is no particular proposal aatgg

Column 13:total exposure time of the pn exposures in sec-
onds. C.2. Manual target identification

Column 14 —17same as columns 10— 13 but for MOS1.

Column 18 —21same as columns 10—13 but for MOS2. In many ways the target name as given in the proposal gives a
better indication of the field content than the coordinairses

a target can comprise more than one object or it may fesdi
Appendix C: Target identification and classification emission that can only be detected in the spectra of backgrou
procedures objects. In other words, if a target name can be resolved by on
line data bases like Simbad and NED one can easily derive more
In the following are described the procedures adopted to-idenformation about that object, e.g., object type, other esnor
tify and classify the targets of each XMM-Newton observatioreferences.
included in the 2XMM catalogue. The results of this exereise On the other hand, an XMM-Newton target name can be de-
available on-line at A&A. scriptive or refer to a personal choice of the observer, it loa
As any attempt to identify and classify a target is subjectivabbreviated, or additional information is added. It wasefere
and likely to be incomplete (only the investigators of thht o necessary to ‘interpret’ many of the target names befordé&im
servation know all the details), two ftitrent approaches werecould recognise them.
chosen to give the user a choice regarding detail and rifjabi The target identification table lists therefore, next to the
on the one hand some formal information associated with an ofMM-Newton target name, the best estimate of the Simbad-
servation is provided; on the other hand, a manual classifica recognisable name where possible (usually very close to the
scheme tries to supply interpretation of sometimes amhiguayiven target name), together with the Simbad coordifAsmsd
target names and to directly identify associated 2XMM deteBimbad object type for classification purposes. In casegevhe
tions. Simbad gives more than one object type, the one closest to the

26 httpy/xmm2.esac.esa.jiexternalxmm._sw_cal/calib/documenta- 27 Note that Simbad frequently up-dates its information aredcior-
tion/index.shtml dinates given here may be out of date.
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proposal category was given. Where no Simbad name could bethe DS$9) or if the galaxy was detected as a single point
identified a NED identification may be given instead, and wher source in the catalogue but it clearly consisted of sevaral (
possible an estimated object type based on the proposatiafo resolved) sources.
tion is given. In two cases, a ‘field’ classification was preferred: observa
For the use of the catalogue, however, it is most helpful to tions of the M31 halo andfset pointings of M33. In both
know which and how many sources are ‘targets’ and therefore cases the galaxy is considerably larger than the FOV. Note
not serendipitous. The observations are thus classifiethddy t  that the observations of the centre of M31 (often called M31
field content (i.e., target classification; see [Fig. 4 for ee@r- core) are classified as ‘large extended’ instead since tlae fie
amples), using the following categorisation: includes difuse emission.
Galaxy clusters: Galaxy clusters usually show X-ray emission
— a point or point-like source, that is, a single detectiorhiat  from the intracluster gas as well as emission from some of
catalogue (excluding spurious detections); the galaxies within that cluster. Most galaxy clusters were
— an extended source (the target can be the detection of theclassified as ‘large’. Exceptions are distant clusters ware
extended emission as well as point sources associated withsignificantly smaller than = 3' and where no point sources

it, e.g., galaxies in a cluster); could be discerned within theftlise emission.
— afield, thatis, all detections are potential targets (digtant Galaxy groups: Galaxy groups have fewer members than
AGNSs); galaxy clusters. In many cases there is no detectable intra-

— diffuse emission; the detections in such a field are considered cluster emission and the X-ray images show only emission
to be all serendipitous but thecationof the field was chosen  from some of the members. In some cases there is a promi-
specifically by the observer because of the presence of the —nent galaxy in the centre with a large X-ray halo. Despitg thi
often large-scale — ffuse emission; diversity it was preferred to classify all groups in the same

way as galaxy clusters, that is, as extended emission, mixed
or a combination of these. Occasionally the field is totally with point or other extended sources.
serendipitous due to operational issues. For fields thdticet Extragalactic point sources: In a few cases a bright X-ray
be easily classified, the content is ‘unknown’. The classxef €  source within a galaxy was the target (e.g., ‘super Eddimgto
tended targets was further divided as follows: sources); these were treated like AGNs, that is, if no galaxy

) o . emission could be discerned the target was classified as
— small extended source (l.e., well within the FOV) with a ra- ‘point source’, otherwise as ‘extended’.

dius of < 3’ (covering roughly 3% of the full FOV), Mixed targets: Examples for mixed targets are a particular
— large extended source with a radius-08’ and often extend-  galaxy within a galaxy cluster or a Central Compact Object
ing beyond the FOV, in a SNR. These were classified by the ‘larger target, that is

— extended source of undetermined radius: these are either no j the examples given the class would be ‘extended’, while

detected, not identifiable (more than one object fitted the de  the Simbad object type is likely to refer to the point(-like)
scription), or dfset and beyond the edge of the FOV. source. There are a number of cases where such a connec-
) tion was not obvious or could not be easily determined (e.g.,
In cases where one or two point sources are the target, the 3 connection between a quasar and a galaxy cluster which
catalogue detection IDs (for a match withirl0”) are given as may be hosting the quasar or simply be superimposed in the
well. In cases of extended targets a catalogue detectiondDly line-of-sight) and the class refers to the quoted objegt.onl

given if the match is unambiguous and the centre of the e&i&@nd |y case of a calibration observation the object is moreyikel
emission well represented by the XMM-Newton detection (the 5 pe chosen for its own properties and not for its possible

parameters of the detection, however, may be unreliabied. | connectioyinteraction with the environment.
few cases a positive identification could be achieved th@rg - sojar system objects: There are a number of observations of
other but deeper observation of the same target. planets or comets in our solar system. A special object type,

Because neither the formal nor the manual classification can ‘com’ for ‘comet’ and ‘plt’ for ‘planet’, is listed for these

be perfect in every case, the table also lists, for quickriefe The field classification depended on what was visible in
ence, an indicator for the positions (proposal or Simbadfwh  the image, e.g., if there was visible (and detecteduse
best represents the target (subject to changes and impes¥8m  emjssion in case of a comet, or if a planet was observed
n S|mbad) In some cases bOth pOSI'[IOI’IS were deemed to be|ong enough to produce a e|ongated trace on the image (the

equally viable (e.g., in field observations or largEsets of ex- pipeline processing corrects for any attitude shift so that
tended objects) and no preference is given in the table. fixed point in the sky is always at the same location in the
image).

C.3. Problem cases

Not all targets fit unambiguously into the field content atmssn  C-4- Target classification

a few cases where no decision could be made the target was cfafere are 3491 fields in total in the 2XMM catalogue. For 3044

sified as ‘unknown’. Otherwise the following guidelines werfie|ds (87%) a Simbad name could be found, and in 53 cases

used. (1.5%) a NED identification is given. Of the remaining 394d&el
only 56 (1.6%) do not have an estimated object type.

Galaxies: A galaxy was classified as ‘point source’ when the About 10% of the observations were obtained for calibration
emission from the (active) nucleus was dominant. It wasurposes, and 3% are ToO observations. Table C.1 lists ghe di
classified as ‘extended’ when eitheffdse emission was ap- tribution of the proposal category for 2XMM observationsgda
parent or if the galaxy was large enough for discrete X-rapable[C.2 gives the same for the field content classes. The rat
sources in the galaxy to be resolved (in case of doubt a com-
parison was made with an optical image downloaded frorff The STScl Digitized Sky Survey.
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Table C.1.Proposal category given by the XSA ter; in case of fiset positions (usually indicated in the field name
from the proposal, Col. 12) no preference is given.
Column 8:proposal category as taken from the XSA as de-

Class  Description Percentage scribed in Tabl€ Cl1 (note that some of the calibration olaser
I Stars, White Dwarfs and Solar System 16% tions are not properly classified).
. White Dwarf Binaries, Neutron Star 15% Column 9:proposal program as taken from the XSA: GO
Binaries, Cataclysmic Variables, ULXs and . .
Black Holes stands for Guest Observer, Cal for Calibration, ToO for étsg
M Supernovae, Supernova Remnantsfiie 14% of.Opportumty, Cha for Co-Chandra, ESO for Co-ESO, Trig for
Emission, and Isolated Neutron Stars Triggered, and Large.
v Galaxies and Galactic Surveys 9% Columns 10and 11: Right Ascension and declination
\ Groups of Galaxies, Clusters of Galaxies, 14%  (J2000) in degrees as given in the proposal (taken from the
and Superclusters RA_OBJ and DECOBJ keywords in the attitude time-series
VI Active Galactic Nuclei, Quasars, BL Lac 23% file).
Objects, and X-ray Background . . .
VI X-ray Background and Surveys 8% Column 12:field name as given in the proposal (taken from

the OBJECT keyword in the calibration index file).
Column 13and14: Right Ascension and declination (J2000)
in degrees as extracted from Simbad using the Simbad name
of point source to extended source to field observationightyu  given in Col. 16.
5:3:1. Column 15:0bject type as given by Simbad. If no Simbad
For best results on identifying target objects in the caiadg  object is given a type was estimated. Additional types ncage
it is recommended to use both the field content class as wellrased by Simbad are: XRN for X-ray reflection nebula, sfr for
the Simbad object type. star forming region, plt for planet, and com for comet.
Column 16:modified field name which Simbad recognises
_ o (and can be used in a script), except for 53 cases that have
Table C.2.Target/ field content classification a name recognised by NED (indicated with ‘[ned]’ after the
name). Modifications include droppingdfset indicators, com-
pleting coordinates, and adjusting the prefix to a recogiisa-

Class _Description e ngcentage vention as described in Simbad’s dictionary of nomenctatur

P point or point-like source 0% Column 17and18: Right Ascension and declination (J2000)

S small extended (< 3) 10% . . ; ) - ;

| large extendedr(> 3) 2206 in degr_ees_ as given in the XSA; they represent the primeunstr

e extended source of unknown extent 0.7% ment viewing direction (median value) and are correctedtfer

f “field’ (all detections are potential targets) ~ 12% star tracker mis-alignment.

X X-ray shadow experiment and similar, 2.5% A list of observations (10 digits) or proposal-IDs (6 digits
that is, only the spectra of fore- and back- in numerical order with special remarks as indicated in Goif
ground objects are of interest (though the the table follows.
location of the field should be considered as
‘target’) .

t two clearly identified targets (e.g., a double 0.4% 0002740101: CFHT-PI-12 appears to be the name (.)f a CFHT
star) plate, an_d the proposal abstract suggests that this is a field

n there is no target associated with the field 0.2% observation. ) N )

u unknown target, i.e., the target could not be 2% 0002970401: The coordinates of the proposal position and im
classified or is of unknown nature age do not agree. The Observation Log Browser web-page at

ESAC refers to an ‘earth limb test’. The field of the observa-
tion is therefore as a whole serendipitous.
0008820401: The observation of HD 168112 was replaced by a
ToO observation of GRB 020321 which, however, was not
C.5. Target table registered in the ODF.
004534: Thisis adouble star butthe X-ray detection is nibteat
The columns in Table D12, which is available on-line at A&Aas  Simbad position, and the field classification is ambiguous.
well as at the XMM-SSC catalogue web-page (cf. 9edt. 10), a¥675940101: Simbad recognises the field name ‘30 Ari’ but re-

as follows. turns two objects (30 Ari A and 30 Ari B). Due to the ambi-
Column 1:satellite revolution number (consecutive intime).  guity no Simbad name and coordinates are given.

Column 2:observation number (10 digit ID). 0093550401: This observation was intended to have Z And as a
Column 3:a star indicates if there is a note for this obser- target but due to an operational issue féedent position was
vation or for this proposal-ID (first 6 digits of an obsereet] observed. The field of the observation is therefore as a whole

referring to several observations for this proposal) asibet serendipitous.
below. 0094360201: There seems to be an error in the proposal eoordi
Column 4:the source number per observation of the identi- nates in the proposal; the field of the observation is theeefo
fied target taken from the column SRGJM in the catalogue. as a whole serendipitous.
Column 5:the detection ID of the identified target taken fron©094380101: The observation of 1IES12284 was replaced
the column DETID in the catalogue. by a ToO observation of GRB 011211 which, however, was
Column 6:field classification as described in Table]C.2. not registered in the ODF.

Column 7:coordinate preference between proposal positi@094530401: The observation has a largésat observation
and Simbad position, depending on which defined the target be from 3C192.
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0106860101: There is a source at the proposal position, hdd303670101: The proposal abstract indicates that this @&ban
ever, it is possibly only a spurious extended detection, and servation of two galaxy groups, the Simbad name is given
therefore no source ID is given. for the first name only.

010806: The field name is AXAF Ultra Deep Field; this appeaf304050101: It is not clear if this is a point source or a small
to be the same as the Hubble Ultra Deep Field with very extended source.
similar coordinates (53.1625, -27.7914).

0109060201: Ambiguous because target name is not precise .
enough. Appendix D: Catalogue columns

010986: The target name is A 189 but the proposal abstract ke catalogue contains 297 columns. Each detection was ob-
S\;ﬁzzﬁzrtgﬁhhﬁgtg%’;?rwp is the object. It is not obvioug,ed with up to three cameras. For the source detectien, th
. total energy range (R — 12 keV) was split into five sub-bands
0111520301: This is a ToO observation of GRB 010220, thg \ye| asgt)llqe XIQIID v$/ide-band (%,_ 45 kF()eV) see TablEI3. As a
field name as given in the proposal is wrong. result, some of the source parameters (like count rates)asju
0112200601: Unclear whether the extended emission aroqpra given for each camera and band as well as for the com-
the pulsar is connected to it, the field classification ise¢herpinad cameras (EPIC) and total band. The column names re-
fore ‘unknown'. . flect this by using a two-letter prefix to indicate the camesa [
0112200701: Unclear whether the extended emission aroungp pn v1 M2]; in case of parameters that refer to a unique
the pulsar is connected to it, the field classification is¢hergy  ce rather than an individual detection (SEct. 8.1) thébp
fore ‘unknown’. . SC] s used (it stands for ‘source’). Following the prefixites
0112201101: pulsar is located in SNR W44 (cf. proposal-I energy band indicator where applicable<1,2,3,4,5,8,9).
008327), and extended emission is detected; the field ClgSiiries are NULL when there is no detection with the respecti

sification is taken to be the same as for proposal-ID 008374 nera (that is, the detector coverage of the detectionhiesig
011226: The target is a merging galaxy cluster, A28®1. by the PSF, MASKFRACx 0.15).
There are four observations infiirent dfset positions. The In the following, a description for each column is given. The

Simbad column lists for each observation the cluster thatis me is given in capital letters, the FITS data format in keés;
nearer to the centre of the FOV, where possible. __and the unit in square brackets. If the column originatemifeo

011305: The proposal abstract mentions (_:Iumpy source®in WA g t35kY the name of the task follows.
neighbourhood of pulsars, and the field classification IS £ easier reference the columns are grouped into seven sec-
somewhat ambiguous (with respect to actual detections). tions.

0135960101: The proposal abstract describes the object as X
ray reflection nebula. There is no Simbad type for that but it
seems appropriate to use. D.1. Identification of the detection

0141610601: The Simbad position appears to be wrong (the
ordinates in the name were assumed to be B1950 and c
verted to J2000 coordinates).

014363: Thisis a double star butthe X-ray detection is ntit&t =,z (J): A consecutive number which identifies each en-
Simbad position, and the field classification is amblguous.tm (detection) in the catalogue.

0149630301: The proposal explains LMCL1 to be a supergia SRCID(J): A unique number assigned to a group of cata-

shell, while Simbad knows only a symbiotic star name@ . . .
: X Ogue entries which are assumed to be the same source. Fo iden
;'\égll Instead Simbad knows the supergiant shell as LM ify members of the same group the distance in arcseconds be-
: een each pair of sources was compared on thde8el of

0154750401 Both the prpposg! position and the Slmbad pog(yith positional errors. A maximum distance ¢fwas assumed,
tion are dfset from the identified source. The correct identi-

o . . hich was reduced t0.9- DIST_NN (distance to the nearest
fication of this source comes from other observations of the.. .
same object (proposal-1D 020100). eighbour) where necessary. See Ject. 8.1 for a more detaile

0154750301: Though the proposal position and Simbad podgzg:gggr;hTsh:?ned parameters for the unique seumes
tion are not centred on the source identification given, the o . .
identification seems unambiguous (note that the Simbad %éﬁ‘gNAME (21A): The IAU name assigned to the unique

sition is not very precise which would explain thiset). ) :
0201270101: The Simbad position appears to be wrong (the eo; SRCNUM (J), SAS taslsrematch: The (decimal) source

ordinates in the name were assumed to be B1950 and CO},,‘lfnber in the individual source list for this observatiomater-
verted to J2000 coordinates) mined during the source fitting stage; in the hexadecimaésays

0202940201: The declination is wrong, the field of the obsen/! identifies the source-specific productfiles belongindts dle-

. 2t tection.
tion is therefore as a whole serendipitous. .
0203540901: From the field name and proposal abstractitis n MATCH.IXMM(21A): The IAU name of the closest 1XMM

o : : Burce withirr = 37, cf. Sect[BIL.
ozoig%\fgle-thﬁ: this is a_fleld or point-source observation. SEP1XMM (E) [arcsec]: The distance between this source
: The targetis three point sources. d the matched 1XMM source, MATCHXMM
020422: The field name is a composite of several targetnamgg. SRCID2XMMP (J): Th ? “:') f the cl ¢
020619: According to the proposal abstract the target typai 2>XMMDb source with(in)r'— 3,6,’ gp'g‘éité%lrce ot the closes
X-ray compact source. P o T X

021047: Thisis an observation of a super-bubble; the figls-cl ZXMQTCS:&J??eMgPngclThe IAU name of the closest
sification is ambiguous (‘x’ or ‘I'). P T =

RPe'_xt to the various identifications, cross matches with the
%M and 2XMMp catalogues are given here. There are 9
columns in this section.

2% The documentation on SAS tasks are available through thkcpub
XMM-SAS distribution from the ESAC web pages.
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SERP2XMMP (E) [arcsec]: The distance between this source POSERRE) [arcsec]: Total position uncertainty calculated
and the matched 2XMMp source, MATCEXMMp. by combining the statistical error, RADEERR, and the ‘sys-
tematic’ error, SYSERR, as follows:

D.2. Details of the observation and exposures POSERR- \/R ADEC.ERR + SYSERE .

There are 11 columns in this section which covers the metiz-da _ . )
of a detection. Details on XMM-Newton filters and modes can L!l (D) [deg], SAS taslevalcorr: Galactic longitude of the
be found in the XMM User Handbook (Ehle et al. 2007). detection corresponding to the (corrected) coordinatesaRé

: S . DEC.
OBSID (10A): The XMM-Newt b t dentifica- . .
tion. (104) © ewton obsefvation identiiica Bll (D) [deg], SAS taskevalcorr: Galactic latitude of the

REVOLUT(4A) [orbit]: The XMM-Newton revolution num- g(ggctlon corresponding to the (corrected) coordinatesaRé
ber. ' -
) . . . RADECERR(E) [arcsec], SAS taskmldetect: Statistical
5 40%856851;%?;1((3?'[4?]61‘ mg%gggrv‘ggé}iﬂ Date (i.e., JD- lo-error on the detection position (RENC and DECUNC).

: ) e o . SYSERRE) [arcsec]: The estimated ‘systematiar-Error
MJD_STOP (D) [d]: Modified Julian Date (i.e., JD- on the detection position. It is set to b&3® if the SAS task
2400000.5) of the end of the observation. eposcorr resulted in a statistically reliable cross-correlation

OBSCLASS(J): Quality classification of the whole obseryyith the USNO B1.0 optical catalogue, otherwise the error is
vation based on the area flagged as bad in the manual flagging (sect[Zb).
process as compared to the whole detection area, se€ Sect 7.45 A yNC (D) [deg], SAS taslemldetect: Right Ascension

0 rrleans nothing has been flagged; 1 indicates that.@%?ag of the source (J2000) as determined by the SASéaddetect
0.1% of the total detection mask has been flagged; 2 indicajgsyitiing a detection simultaneously in all cameras and gner
that 0.1%< area< 1% has been flagged; 3 indicates that 1% s (SecE4.4.3).

< area< 10% has been flagged; 4 indicates that 19%rea< DEC_UNC (D) [deg], SAS taskemldetect: Declination of
100% has been flagged; and 5 means that the whole field Was source (J2000) as determined by the SAS tadidetect
flagged as bad. by fitting a detection simultaneously in all cameras and gner

PN_FILTER(6A): PN filter. The options are Thick, Medium, hands (SecE44.3).
Thinl, and Thin2, indicating the degree of the optical blogk
desired. .
M1_FILTER(6A): M1 filter. The options are Thick, Medium, D-4- Detection parameters
and Thin1, indicating the degree of the optical blockingmes g section lists 223 columns. The fitted and combined detec
M2_FILTER(6A): Same as MIFILTER but for M2. tion parameters as well as auxiliary information are taken d
PN_SUBMODE(23A): PN observing mode. The options argectly from the source lists created by the SAS tasksletect
full frame mode with the full FOV exposed (in two sub-modeshndsrcmatch.
and large window mode with only parts of the FOV exposed |nstead of listingeachcolumn, descriptions of the general
(Sect[3L). parameter (and their errors) are given followed by an indica
M1_SUBMODK16A): M1 observing mode. The options areor for which bands and camera combinations this parameter
full frame mode with the full FOV exposed, partial windowis available. Most parameters were determined by the SAS tas
mode with only parts of the central CCD exposed (iffeient emldetect which is described in detail in SeCi_%.4, while some
sub-modes), and timing mode where the central CCD was mhers were derived by the SAS taskcmatch. XID-band pa-

exposed (‘Fast Uncompressed’), see Ject. 3.1. rameters are derived in a separatddetect run and are there-
M2_SUBMODE (16A): Same as MISUBMODE but for fore single-band values which ensures a better handlingeof t
M2. error values.

cab_FLUX and cab_FLUX_ERR (E) [ergcn?/s], SAS
) tasksemldetect, srcmatch: Fluxes are given for all combi-
D.3. Coordinates nations of ca= [EP, PN, M1, M2] and b=[1, 2, 3, 4, 5, 8, 9];
The catalogue lists rectified (‘external’) equatorial arglagtic ey correspondto the flux in the entire PSF and do not need any
coordinates as well as uncorrected (‘internal’) equatedardi- further corrections for PSF losses.

nates. Two independent error estimates are combined inicda t . FOr the individual cameras, single-band fluxes are caledlat
error column. There are 9 columns in this section. from the respective band count rate using the filter- and came

. ; dependent energy conversion factors given in Table 4 and cor
RA (D) [deg], SAS taskevalcorr: Corrected Right :
Ascension of the detection (J2000) after statistical datien of rected for the dead time due to the read-out phase. Theseecan b

theemldetect coordinates. RAUNC and DECUNC. with the 0.0 if the detection has no counts. The errors are calcufeded

USNO B1.0 optical source catalogue. In case where the crogke- resp_ectlfve tband count rate error using the respectiggn

correlation is determined to be unreliable no correctioags conversion Iactors. o

plied and this value is therefore the same asBRC (Sect[Z4.5). Total-band fluxes and errors for the |n(_1|V|duaI cameras are
DEC (D) [deg], SAS taskevalcorr: Corrected declina- the sum of the fluxes and errors, respectively, from the bands

. . . . 1-5.
tion of the detection (J2000) after statistical correlatiof . . o
the emldetect coordinates, RAUNC and DECUNC, with The EPIC flux in each band is the mean of the band-specific

the USNO B1.0 optical source catalogue. In case where tﬂ%tectlons in all cameras weighted by the errors, with therer

cross-correlation is determined to be unreliable no ctioec ©" the weighted mean given by
is applied and this value is therefore the same as DINT
(Sect[4.b). EP.b_.FLUX_ERR= \/1.0/ Z 1/cab_FLUX_ERRZ,
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where ca= [PN,M1,M2]. by Lext = —In p, wherep is the probability of the extent occur-
cab_RATE and cab_.RATEERR (E) [counfs], SAS task ring by chance.

emldetect: Count rates and errors are given for all combina- ca HRn and caHRNERR (E), SAS tasksemldetect,
tions of ca= [PN, M1, M2] and b=[1, 2, 3, 4, 5, 8, 9] as well srcmatch: The hardness ratios are given for§EP, PN, M1,

for ca= [EP] and b= [8, 9]. . M2] and n=[1, 2, 3, 4]. They are defined as the ratio between
The single-band count rate is the band-dependent soufi§g count rateR in bandsn andn + 1

counts (see ca_CTS) divided by the exposure map, which com-

bines the mirror vignetting, detectoffieiency, bad pixels and

CCD gaps, and an OOT-factor (Out Of Time) depending on thERN = (Ru1 = Rn)/(Roc1 + Rn) .

PN modes. The source counts and with it the count rates were

implicitly background subtracted during the fitting prog€Bhey In the case where the rate in one band is 0.0 (i.e., too fainéto
correspond to the count rate in the entire PSF and do not neledected in this band) the hardness ratio wilHdeor +1 which
any further corrections for PSF losses. Note that rates edn® is only a lower or upper limit, respectively. In case whethte
(but not negative) if the source is too faint in the respectignd in both bands is zero, the hardness ratio is undefined (NULL).

to b'l? delt%ctagle. . N culated as th Errors are the &-error on the hardness ratio.
ota-band count rate for each camera are calculated as t ®EPIC hardness ratios are calculated by the SAS task

sum of the count rates in the individual bands 1-5. %rcmatch and are averaged over all three cameras [PN, M1,
in ﬂ;r;]?eipégtir\?ée;aﬁg the sum of the camera-specific count ra}\}la‘ﬂ. Note that no energy conversion factor was used and that
P : the EPIC hardness ratios are de facto not hardness rati@nbut

ca_b_CTS and cab.CTSERR (E) [cour]t], SAS task equivalent parameter helpful to characterise the hardokas
emldetect: Source counts and errors are given for=c$EP, source

PN, M1, M2] and b= [8].
The single-band source counts (not given in the catalogue) C@b-EXP (E) [S], SAS taskemldetect: The exposure map

are derived under the total PSF (point spread function) aM@lues are given for combinations of €PN, M1, M2] and b

corrected for background. The PSF is fitted on sub-images L 2 3, 4, 5]. They are the PSF-weighted mean of the area of

r = 60" in each band, which means that in most cases at lel¥§ Sub-images (= 60”) in the individual-band exposure maps

90% of the PSF (if covered by the detector) wésetively used (Cf- Sectl4.#).

in the fit. ca_b_BG (E) [countpixel], SAS taskemldetect: The back-
Combined band source counts for each camera are calculgg&elind map values are given for combinations o£d&N, M1,

as the sum of the source counts in the individual bands 1-5.M2] and b= [1, 2, 3, 4, 5]; they are derived from the back-
The EPIC counts are the sum of the camera-specific coun@ound maps at the given detection position. Note that thecgo
The error is the statisticabderror on the total source countsfitting routine uses the background map itself rather tharsth-

of the detection. gle value given here. The value is (nearly) zero if the deiact
cab_DET.ML (E), SAS taskemldetect: Maximum likeli- position lies outside the FOV.
hoods are derived for all combinations of €gPN, M1, M2] cab_VIG (E), SAS taskemldetect: The vignetting values

andb=[1,2,3,4,5,8,9]as well for ca [EP] and b=[8,9].  are given for combinations of ca[PN, M1, M2] and b= [1, 2,

The single-band maximum likelihood values stand for th®, 4, 5]. They are a function of energy band arfidaxis angle.
detection likelihood of the sourcé, = —InP, whereP is the Note that the source parametrisation uses the vignettezsexe
probability the detection is spurious due to a Poissoniastiflu maps instead.

ation. While the detection likelihood of an extended sousce ca. ONTIME (E) [s]: The ontime values, given for ca[PN,
computed in the same way, systematieets such as dewauonle’ M2], are the total good exposure time (after GTI filteding
between the real background and the model, have a lafig@t e of the CCD where the detection is positioned. Note that some
on extended sources and thus detection likelihoods of egten g4y rce positions fall into CCD gaps or outside of the detecto
sources are more uncertain. and will have therefore a NULL given.

To calculate the maximum likelihood values for the total . ) .
band and EPIC the sum of the individual likelihoods is nor- ¢a.OFFAX(E) [arcmin], SAS taslemldetect: The of-axis

. . . angles, given for ca [PN, M1, M2], are the distance between
malised to two degrees of freedom using the function the detection position and the on-&Xiposition on the respec-

N tive detector; the f-axis angle for a camera can be larger than
L=—-In(1- pr(Z, L) with L' = Z L, 15 when the detection is located outside the FOV of that camera.
2 i=1 caMASKFRAC(E), SAS taskemldetect: The maskfrac

wherePr is the incomplete Gamma functioN,is the number of values, given for c& [PN, M1, M2], are the PSF weighted mean

energy bands involved,is the number of degrees of freedom of)f the detector coverage of the detection. It depends bigint

the fit (» = 3+ N, if the source extent is a fitted parameter, Se%nergy} or?ly band 8 dvaluez are glvekr]: here :/vh|chsare the mr':.“'h
Sect[ZAM, and = 2 + N otherwise). mum of the energy-dependent maskfrac values. Sources whic

EP_EXTENTand EP.EXTENTERR(E) [arcsec], SAS task have less than 0.15 of their PSF covered by the detector are co
emldetect: The extent radius (i.e., core radius) and error of §jdered as being not detected. _ ,
source detected as extended is determined fitting a betaimod EP-DISTNN (E) [arcsec], SAS taskmldetect: The dis-
profile to the source PSF (SeEL_414.4). Anything beldwis$ tance to the nearest neighbouring detection; note that them
considered to be a point source and the extent is re-set 6o ZtJirpternallthreshold of 6 (before positional fitting) for splitting a
To avoid non-converging fitting an upper limit of 8has been SOUrce Into two.
introduced.

EP_.EXTENTML (E), SAS taslemldetect: The extentlike- 30 This is the optical axis which is close to but not the same as th
lihood is the likelihood of the detection being extendedigsy geometrical centre of the detector.
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D.5. Detection flags D.7. Unique source parameters

This section lists quality flags as well as flags for the presenThis section lists 31 columns with combined parameterstfer t

of time-series or spectra for a detection. There are 7 codlimn unique sources (using the prefix 'SC’) together with theltota

this section. number of detections per source. For a detailed description
SUMFLAG (J): The summary flag of the source is derivefiow the detections are matched see $ect. 8.1.

from the EPIC flag EFFLAG as explained in detail in Se€t. 7.5. SCRA (D) [deg]: The mean Right Ascension in degrees

They are: (J2000) of all the detections of the source SRCID (see RA)
0 = good, weighted by the positional errors POSERR.
1 = source parameters may b@exted, SCDEC (D) [deg]: The mean declination in degrees (J2000)
2 = possibly spurious, of all the detections of the source SRCID (see DEC) weighted

the positional errors POSERR.

SCPOSERRE) [arcsec]: The error of the weighted mean
sition given in SCRA and SCDEC in arcseconds.
SCEP.b_FLUX and (E) [ergcn?/s]: The mean band b flux
of all the detections of the source SRCID (see lEPLUX)
weighted by the errors (EB.FLUX_ERR), where b=
[1,2,3,4,5,8,9].

3 = located in an area where spurious detection may occup,y

4 = located in an area where spurious detection may occur
and possibly spurious. PO

EP_.FLAG (12A), SAS taskdpssflag: EPIC flag that
combines the flags in each camera [PNAG, M1 FLAG,
M2_FLAG], that is, a flag is set in EFLAG if at least one of

the camera-dependent flags is set. . ;
SCEP_b_FLUX_ERR(E) [ergcn?/s]: Error on the weighted
PNFLAG (12A), SAS taskdpssflag: PN flag made of the oo hand b flux in SLEED_%_[FLQLIJX, wr]1ere b= [1,2,3,4,5,%,9].

flags [1-12] (counted from left to right) for the PN source detec- g~ yrn (E): The mean hardness ratio of the bamdand
tion. Aflag is set to True according to the conditions sumseati ., . 1 ¢ all the detections of the source SRCID (seeHERN)

in Sect[7.B for the automatic flags and SEci] 7.4 for the ma”W’eighted by the errors (see ERRNERR), where n= [1, 2, 3
flags. In case where the camera was not used in the sourceﬂe- ' T
t

tection a dash is given. In case a source was not detectedsby th’ ) : )
camera the flags are all set to False (default). Flag [10] is R iﬁ%g?ﬁ;ERR(E)' Error on the weighted mean hardness ra

used. _ SCDET.ML (E): The total-band detection likelihood of the
MLFLAG (12A), SAS taskdpssflag: Same as PNFLAG 5 ;rce SRCID is the maximum of the likelihoods of all detec-

but for M1. tions of this source (see ERDET_ML).
M2_FLAG (12A), SAS taskdpssflag: Same as PNFLAG SCEXT.ML (E): The total-band detection likelihood of the
but for M2. extended source SRCID is the average of the extent likedisoo
TSERIESL): The flag is set to True if this source has a timegf 5| detections of this source (see EXTENT_ML).
series made in at least one exposure (Séct. 5). SCCHI2PROB(E): The y?-probability (based on the null
SPECTRA(L): The flag is set to True if this source has aypothesis) that the unique source SRCID as detected by any
spectrum made in at least one exposure (§éct. 5). of the observations is constant, that is, the minimum value o
the EPIC probabilities in each detection (see@RI2PROB) is

given.

SCVARFLAG (L): The variability flag for the unique source
This section lists 7 columns with variability informationrf SRCID is set to VARFLAG of the most variable detection of
those detections for which time-series were extracted. this source. .

EP_.CHI2PROB (E): The minimum value of the avail- SCSUMFLAG (J): The summary flag for the unique source
able camera probabilities [PEHI2PROB, M1CHI2PROB, SRCID is taken to be the maximum flag of all detections of this
M2_CHI2PROB]. source (see SUMFLAG).

PN.CHI2PROB(E), SAS taskekstest: They?-probability ~ N-DETECTIONS(J): The number of detections of the
(based on the null hypothesis) that the source as detectt@byunique source SRCID used to derive the combined values.
PN camera is constant. The Pearson’s approximatigsf tmr
Poissonian data was used, in which the model is used as the est
mator of its own variance (Se€t.b.2). If more than one exposu
(thatis, time-series) is available for this source the ssavalue
of probability was used.

M1_CHI2PROB (E), SAS task ekstest: Same as
PN_CHI2PROB but for M1.

M2_CHI2PROB (E), SAS task ekstest: Same as
PN_CHI2PROB but for M2.

VARFLAG (L): The flag is set to True if this source was
detected as variable, that is, EP{&-probability < 10°° (see
EP_.CHI2PROB).

VAREXP.ID (4A): If the source is detected as variable (that
is, if VAR _FLAG is set to True), the exposure ID (‘S’ or ‘U’ fol-
lowed by a three-digit number) of the exposure with the sasall
y?-probability is given here.

VARINST.ID (2A): If the source is detected as variable (that
is, if VAR _FLAG is set to True), the instrument ID [PN,M1,M2]
of the exposure given in VAEEXP_ID is listed here.

D.6. Variability information
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Table D.1.XMM-Newton observations and exposures included in the 2Xt¢alogue

Rev Obsid ODF RA [J2000] DEC Target Obsclass #det #good _eRN PNft PN.md PNtm Mlexp MLft Ml.md MLtm M2exp M2ft M2.md M2tm
[deg] [deg] [s] [s] [s]

0088 0125310101 004 0.098292 -25.101528  Abell 2690 1 94 93 [IJPN Med PFW 21596 M1[1] Med PFW 19642 M2[1] Med PFW 19203

1609 0302580501 002 359.870708 -32.169417 RXJ2359.5-3211 3 134 128 PN[1] Tnl PFWE 36742 M1[1] ™1l PFW 40047 M2[1] T™nl PFW 40250

Z d reuaye\ sulpiorered 221nos snondipualas ININXZ SUL :'[e 18 Uosiep "' N



Table D.2.2XMM catalogue fields and targets identifications

Rev Obsid N src# DETID FId Crd Categ Prog

RA (prop) Dec (propargét (prop)

RA (Simb) Dec (Simb) Type (Simb) Name (Simb)

R&A) Dec (XSA)

[deg] [deg] [deg] [deg] [deg] [deg]
0088 0125310101 - - T s N ca 0.124999 -25.125000 Abell 2690 05129 -25.18653 CIG Abell 2690 0.122750 -25.122639
1009 0302580501 4 246847 s s V  Large 359.899999 -32.1850832%59.5-3211 359.8987 -32.1853  CIG RX J2359.5-3211 38341 -32.170193

¢ d reuaye\ sulpiorered 221nos snondipualas ININXZ SUL :'[e 18 Uosiep "' N
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