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Chapter 1

Introduction

The structure of matter can be explored starting from the structure of the most abundant ele-
ment in the universe, the proton. The internal structure of the proton determines its fundamental
properties, which in turn influence the properties of the nuclei. Understanding how the proton is
built in terms of its quarks and gluons constituents is one of the most important and challenging
questions in hadronic physics. One of the best tools to probe the nucleon structure is the elec-
tromagnetic interaction because of the well known underlying theory, Quantum Electrodynamics
(QED), in addition to the validity of its perturbative approach since αQED ∼ 1/137. The nu-
cleon internal structure can thus be studied by scattering electrons (or muons) off nucleons, in a
similar way that atoms can be studied through scattering of X-rays, neutrons and electrons. The
most useful scattering processes are: Elastic Scattering where the nucleon remains unchanged,
and Deep Inelastic Scattering where one of the proton building blocks, quarks, antiquarks and
gluons, interacts with the virtual photon and the proton gets smashed into many hadrons due
to the quark fragmentation process. While elastic scattering gives access to the charge density
distribution inside the nucleon, DIS allows one to map out the quark and gluon distributions in
momentum space as well as to study the spin structure of the nucleon, which is another funda-
mental and challenging question in hadronic physics.

Deep inelastic scattering has been first realized at the Stanford Linear Accelerator Center (SLAC)
in the 1960s, resulting in the first experimental evidence that the proton has a substructure of
point-like particles called partons. These point-like objects were then identified to the quarks
earlier introduced by Gell-Mann to explain the spectrum of hadrons observed in different scat-
tering experiments. The Gell-Mann’s quark model presented quarks as fermions, with electric
charges of fractions of 1/3 and 2/3 of the electron charge. In this picture, quarks must obey the
Pauli exclusion principle. However the latter seemed to be violated with the discovery of the
∆++, a particle formed by three quarks of the same flavor, with all spins aligned (spin 3/2). The
conservation of the Pauli principle leads then to the introduction of a new quantum number, the
color charge, in the context of a new theory of strong interaction, Quantum ChromoDynamics
(QCD). In this theory, the strong interaction between colored objects is mediated by bosons
called gluons, which carry themselves color charge in contrast to the QED mediators. This leads
to the self-coupling of the gluons and consequently to a coupling constant αQCD dependent on
the scale at which the interaction is observed. This scale dependence of αQCD gives rise to two
QCD fundamental properties: asymptotic freedom and confinement. At short distances (large
energies), the interaction between colored objects decreases and αQCD tends to zero. This is
known as asymptotic freedom. In other words quarks and gluons behave like quasi-free particles
and the scattering between quarks can be calculated using a perturbative approach. At large
distances however, the interaction between colored objects increases and αs tends to infinity,
giving rise to the confinement of quarks and gluons inside colorless particles. The interaction
can not be described using a perturbative approach in this case because the perturbative ex-
pansion diverges. It must be parametrized by phenomenological models. In DIS, the separation
between short distance sub-process (quark-photon interaction) and large distance process (quark
fragmentation into final state hadrons) is ensured by the factorization theorem. The latter gives
access to two phenomenological parametrization: parton distribution functions which describe

11



12 CHAPTER 1. INTRODUCTION

the nucleon initial state and quark fragmentation functions which parametrize the fragmentation
of quarks into final state hadrons. This marks the great power of DIS.

In its naïve picture, the proton consists of three "valence" quarks. In the QCD picture, the
effects of the gluons and the sea of virtual quark-antiquark pairs are added to the three valence
quarks. Since strange quark-antiquark pairs are only part of the sea, the strangeness content
of the proton is of crucial importance and addresses fundamental questions whether the strange
quark s and antiquark s̄ distributions are the same, whether the strangeness contribution to the
spin is positive or negative... All these questions motivated the present work which deals with
basics of hadronization of quarks (named fragmentation).

The strangeness content of the proton can be studied using the weak interaction via parity-
violating electron scattering or using the electromagnetic interaction via deep inelastic scattering
of leptons off nuclear targets at moderate energies. The current knowledge of the strange quark
distribution (s) is provided by parametrization, where in most cases, s is assumed to be related
to the non-strange sea quark distributions ū and d̄. A recent measurement of the sum of strange
quark and antiquark distributions (s + s̄) has been performed by the Hermes collaboration in
a limited kinematic domain. The result was found to be lower than predictions, by a factor
larger than 2, in the covered kinematic range. This observation highlights the need for further
measurements of s.
The contribution of the spin of strange quarks to the nucleon spin remains an issue. This quan-
tity, ∆s, is accessible within some assumptions via inclusive DIS, where only the scattered lepton
is detected in the final state, and also via semi-inclusive DIS where, in addition to the scattered
lepton, a hadron carrying strange quarks is detected in coincidence. While all inclusive measure-
ments result in negative value of ∆s, semi-inclusive measurements result in a values compatible
with zero. The results depend crucially on the choice of quark fragmentation functions (FFs)
into hadrons, in particular, the fragmentation function of strange quarks into kaons, still poorly
known. This marks the need of a direct extraction of FFs from experimental data. All these
observations highlight the poor knowledge of the strangeness content of the proton and indicate
the need of further measurements in both the polarized and the unpolarized sectors.

The present work is dedicated to the study of the strangeness content of the proton and consists
in two measurements: the contribution of the spin of strange quarks to the nucleon spin and
the extraction of quark fragmentation functions into hadrons. The measurements are performed
using experimental data collected by the COMPASS experiment at CERN by scattering a muon
beam, provided by the CERN Super Proton Synchrotron (SPS), on both proton (NH3) and
deuterium (6LiD) polarized targets. COMPASS has a 50 m long spectrometer equipped with
different tracking detectors and provides the particle identification facilities, in particular the
kaon identification.
The determination of the strange quark contribution to the nucleon spin ∆s is performed using
spin asymmetries of cross sections of kaon production in semi-inclusive DIS. The extraction of
the quark fragmentation functions into pions and kaons is performed using hadron multiplicities,
defined as the average number of hadrons produced per DIS event. For this purpose, pion and
kaon multiplicities are measured in bins of different kinematic variables.

Finally, a part of the present work is devoted to the study of the performances of Micro-pattern
Gaseous detectors, the pixelized Micromegas. They are developed in the context of a project
aiming to replace the present micromegas detectors. To fulfill the new requirements needed for
the COMPASS II program, the new detectors must stand a hadron beam flux more than five
times higher than presently. In addition, they must be active in the central part, and must
be equipped with readout electronics lighter than presently used electronics. Two prototypes
fulfilling the new requirements were tested in nominal COMPASS conditions.



Chapter 2

Nucleon Spin Structure

Hard scattering processes are the best tools to probe the nucleon internal structure. One of
these processes is the Deep Inelastic Scattering (DIS) which consists in probing the internal
structure of a nucleon (composite object) using a leptonic beam. The leptonic beam interacts
with one nucleon in the target by exchanging a virtual photon (electromagnetic interaction) or
a Z boson (weak interaction). At sufficiently high momentum transfer the interaction occurs
between lepton and almost free partons, quarks and anti-quarks, which fragment (or hadronize)
into final state hadrons. figure 2.1 shows the Feynman diagram of the deep inelastic scattering
process. Three kinds of reaction can be defined depending on the selected final state: inclusive,
semi-inclusive and exclusive. In inclusive reactions [l+N → l′+X], only the scattered lepton is
detected in the final state. In semi-inclusive reactions [l +N → l′ + h+X], one or more of the
final state hadrons are detected in coincidence with the scattered lepton. Finally, in exclusive
reactions [l +N → l′ + h],x all final state hadrons are detected.

Figure 2.1: Shematic view of a deep inelastic scattering event of a lepton l with a four-momentum
kµ and energy E scattering off a nucleon N with a four-momentum P and mass M through the
exchange of a virtual photon (γ∗).

2.1 Deep Inelastic Scattering

A deep inelastic scattering event is described by its kinematic which can be calculated using the
four-momenta of the incident lepton [k = (E,

−→
k )] and the scattered lepton [k′ = (E′,

−→
k′ )] as well

as the four-momentum of the target nucleon [P = (M,
−→
P )]. These vectors allow to define three

Lorentz invariant variables [2] which characterize the deep inelastic scattering event:

Q2 = −q2 = −(k − k′) 'lab 4EE′ sin2

(
θ

2

)
(2.1)

13
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W 2 = (P + q)2 'lab M2 + 2Mν −Q2 (2.2)

s = (P + k)2 'lab M2 + 2ME (2.3)

The equations 2.1, 2.2 and 2.3 in the laboratory frame hold for a fixed target (~P = ~0). The lepton
mass has been neglected since only the ultra relativistic limit is considered in the following. Q2

is the squared four momentum of the virtual photon (γ∗). It represents the resolution of the
electromagnetic probe and defines the scale at which the nucleon structure is being investigated
in the reaction. W 2 denotes the squared invariant mass of the outgoing hadronic system and s
denotes the center of mass of the interaction. The elastic lepton-nucleon scattering is defined by
W 2 = M2 so that the proton remains unchanged and Q2 = 2Mν. The so called Bjorken scaling
variable (xB) is defined as:

xB ≡ x =
Q2

2P.q
=

Q2

2Mν
(2.4)

In elastic scattering x = 1 while in inelastic scattering x measures the inelasticity of the event
and consequently 0 < xB < 1. This variable is interpreted in the parton model (section 2.2.2) as
the fraction of the proton momentum carried by the quark that absorbs the virtual photon. From
the theoretical point of view, the deep inelastic scattering domain is defined by Q2 > 1 GeV2 and
W 2 > 4 GeV2. The first requirement ensures a sufficiently high resolution to probe the internal
structure of the nucleon and the second one avoids the resonance regions [2]: At moderate Q2,
one might excite the proton into a ∆-state and thus produce a π-meson [ep → e∆+ → epπ0].
For these events, W 2 = M2

∆.

The relevant kinematic variables that characterize deep inelastic scattering event and final state
hadrons are defined in table 2.1.

Q2 = −q2 = 4EE′ sin2(θ/2) Negative squared four-momentum transfer
x = Q2/2P · q = Q2/2Mν Bjorken scaling variable (fraction of the nucleon’s mo-

mentum carried by the struck quark)
ν = P · q/M = E − E′ Lepton energy transferred to the virtual photon γ∗
y = P · q/P · k = ν/E Fraction of the lepton energy transferred to the virtual

photon γ∗
W 2 = (P + q)2 = M2 + 2Mν −Q2 Invariant mass of the outgoing hadronic system
p ≡ (Eh,

−→p ) Four-momentum of a final state hadron h
z = P · p/P · q = Eh/ν Energy fraction of the virtual photon carried by a final

state hadron h
θh Hadron polar angle with respect to the virtual photon

direction
pT = p sin(θh) Hadron momentum component transverse to the photon

momentum in the center-of-mass frame
p‖ = ~p · (~q/‖~q‖) Hadron momentum component parallel to the photon

momentum in the center-of-mass frame
xF = p‖/‖~q‖ Feynman variable

Table 2.1: Definition of the kinematic variables used in deep inelastic scattering. The top
part includes variables that characterize a DIS event. The bottom part includes semi-inclusive
variables that characterize final state hadrons.

2.2 Cross section and structure functions F1 and F2

The inclusive deep inelastic scattering differential cross section [3] can be factorized as the con-
traction of the leptonic tensor Lµν and the hadronic tensor Wµν , which describe respectively the
emission and the absorption of the virtual photon by the incident lepton and the target nucleon.
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d2σ

dE′dΩ
=

α2

2MQ4
· E
′

E
· LµνWµν (2.5)

where the cross section is already summed over the final lepton spin since the latter cannot be
measured in practice. α = e2/4π ≈ 1/137 is the electromagnetic coupling constant, also known
as the fine structure constant. Since leptons are point-like particles, the expression of the leptonic
tensor is known and is calculated in Quantum electrodynamics. The hadronic tensor, however,
is unknown and parametrize our total ignorance of the nucleon structure.

2.2.1 Unpolarized Cross Section

In the unpolarized case the leptonic tensor, which is calculated in Quantum Electrodynamics
(QED), is given by [3]:

Lµν = 2 ·
[
kµk

′
ν + k′µkν − gµν(k · k′ −m2)

]
(2.6)

Here m denotes the lepton mass and gµν denotes the metric tensor, i.e. a diagonal matrix with
g00 = 1 and g11 = g22 = g33 = −1. Since the hadronic tensor encodes our ignorance of the
structure of the target nucleon and cannot be calculated exactly, it can be written in general
form as a linear combination1 of the metric tensor gµν and the independent momenta Pµ and qµ.
The contents of Wµν , however, are constrained by symmetry requirements as Lorentz invariance
and parity conservation. These requirements reduces Wµν to the expression [3]:

Wµν = −W1g
µν +W2

PµP ν

M2
+W3

qµqν

M2
+W4

Pµqν + P νqµ

M2
(2.7)

where Wi are functions of the Lorentz variables ν and Q2. The further requirement of the
electromagnetic current conservation (qµWµν = 0) reduces Wµν to only two terms:

1

2M
Wµν =

(
−gµν − qµqν

Q2

)
.W1(ν,Q2) +

1

M2

(
pµ +

P.q

Q2
qµ
)(

pν − Pq

Q2
qν
)
.W2(ν,Q2) (2.8)

The functions W1(ν,Q2) and W2(ν,Q2) are called structure functions and parametrize the in-
ternal structure of the target nucleon. By combining equations (2.5), (2.6) and (2.8), the cross
section can be derived and one obtains the following expression:

d2σ

dE′dΩ
=

(
dσ

dΩ

)
Mott

.

{
W2(ν,Q2) + 2W1(ν,Q2) tan2

(
θ

2

)}
(2.9)

where (
dσ

dΩ

)
Mott

=
4α2E′2

Q4
cos2

(
θ

2

)
(2.10)

denotes the Mott cross section which describes the scattering of leptons off spin-less and point-
like particles. The structure functions W1(ν,Q2) and W2(ν,Q2) thus parametrize the deviation
of the nucleon cross section from the point-like particle behavior. They can be written as:

W1(ν,Q2) =
Q2

4M2
δ

(
ν − Q2

2M

)
(2.11)

W2(ν,Q2) = δ

(
ν − Q2

2M

)
(2.12)

In the so called Bjorken limit, defined by Q2 → ∞ for a fixed ratio (Q2/P.q), the structure
functions can be expressed in terms of the Bjorken variable x only:

MW1(ν,Q2) = F1(x,Q2)→ F1(x) (2.13)

1The antisymmetric contributions to the hadronic tensor Wµν are omitted because they vanish after insertion
in Eq.2.5 due to the symmetric expression of the leptonic tensor.
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νW2(ν,Q2) = F2(x,Q2)→ F2(x) (2.14)

where F1(x,Q2) and F2(x,Q2) are the dimensionless structure functions in terms of which the
cross section is usually expressed. The independence of F1 and F2 structure functions upon the
resolution at given x indicates that, at sufficiently high energies, the virtual photon is indeed
interacting with point-like free particles inside the nucleon, i.e. the constituents of the nucleon.
This behavior, known as the Bjorken scaling, has been predicted by Bjorken and subsequently
measured at SLAC in the 60’s. Comparing Eq (2.9) with the cross section for scattering off
spin-1/2 point-like particles gives

2xF1(x) = F2(x) (2.15)

This equation is called the Callan-Gross relation. It was obtained assuming that the constituents
of the nucleon have spin 1/2; thus the interaction in the nucleon occurs on spin-1/2 point-like
particles. The experimental verification of the Callan-Gross relation proves that the constituents
of the nucleon are indeed spin-1/2 objects.
The unpolarized cross section can be written as a function of xB and Q2 in terms of the dimen-
sionless structure functions :

d2σ

dxdQ2
=

4πα2

xQ4

[
xy2F1(x,Q2) + (1− y − γ2y2

4
)F2(x,Q2)

]
(2.16)

where the lepton mass terms are neglected and γ2 = Q2

ν2 = 2Mx
ν << 1. The measurement of the

cross section permits the access to the structure functions F1 and F2 (figure 2.4).

2.2.2 Interpretation within the Parton Model

The Parton Model provides a simple and naïf view of the internal structure of the nucleon.
In this model, the nucleon is considered to be composed of point-like particles called partons
which do not interact with each other. It is formulated in the so called infinite momentum
frame where the nucleon is moving with high momentum along the z axis such that partons
masses and momenta transverse to z can be neglected. It can be viewed as a beam of parallel
moving partons. The model relies on the feature that the interaction between the individual
partons is weak at short distances (high energies). As a consequence, if the interaction with the
lepton occurs on sufficiently short time scales, the mutual influence among the partons inside
the nucleon are frozen and the partons can be treated as free. If ξ is the fraction of the nucleon
longitudinal momentum carried by a given parton, after absorption of the virtual photon, the
four-momentum of the parton is given by :

(ξP + q)2 = 0 + q2 + 2ξP.q = 0

⇒ ξ = −q2/2P.q = x

The Bjorken variable thus represents, in the infinite momentum frame, the fraction of the nucleon
longitudinal momentum carried by the parton which absorbs the virtual photon. In this naïve
picture, the virtual photon can only interact with a parton (a quark) since gluons are neglected
in addition to the feature that gluons do not carry an electromagnetic charge. This picture allows
to introduce the parton distribution functions (PDFs) qi which describe the density probability
to find a quark of flavor i carrying a fraction x of the nucleon longitudinal momentum. The
lepton-nucleon cross section can thus be written as an incoherent sum over the lepton-quark
cross section : (

d2σ

dxdQ2

)
lN→lX

=
∑
i

∫ 1

0

dξqi(ξ)

(
d2σ

dxdQ2

)
lqi→lqi

(2.17)

Here the sum runs over all quark flavors q ∈ [u, d, s, c, b, t]2 and their anti-quarks. Neglecting
quark masses, the lepton-quark cross section can be written as

2The contribution of heavy quarks is expected to be negligible.
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(
d2σ

dxdQ2

)
lqi→lqi

=
2πα2e2

i

Q4

(
y2 − 2y + 2

)
δ(ξ − x)

Here, ei denotes the fractional charge of the quark of flavor i in terms of the electron charge.
Combining this expression with Eq (2.17) and integrating over ξ yields the lepton-nucleon cross
section (

d2σ

dxdQ2

)
lN→lX

=
2πα2

Q4

(
y2 − 2y + 2

)∑
i

e2
i qi(x) (2.18)

The comparison of Eq (2.17) with Eq (2.18) leads to

xy2F1(x,Q2) + (1− y)F2(x,Q2) = (y2 − 2y + 2)
∑
i

e2
i qi(x)

2xF1(x,Q2) = F2(x,Q2) =
∑
i

e2
ixqi(x) (2.19)

The total fraction of the nucleon longitudinal momentum carried by quarks of all flavors is given
by the sum

∑
i

∫ 1

0
xqi(x) which should be 1 in the naïve parton model picture. However, using

experimental measurements of the structure functions F1 and F2, it turns out to be of the order
of 0.5. This observation implies the existence of additional constituents in the nucleon, which
are electrically neutral. They have been then identified to the strong interaction messengers, the
gluons. Their role is discussed in an improved version of this model.

2.2.3 QCD improved parton model
In order to take into account the new constituents of the nucleon, the parton model has been
developed within the context of Quantum Chromodynamics (QCD), which is a gauge theory of
the strong interaction [2]. While QED is based on the abelian group U(1) and the photons do
not carry electric charge, QCD is based on the non abelian group SU(3) and consequently gluons
themselves carry color charge. This fundamental property implies two consequences. The first
consequence corresponds to the gluon self-coupling, i.e. gluons can couple directly to one another
giving rise to three-gluon vertices and four-gluon vertices. The second consequence represents
the scale dependent coupling constant of the strong interaction (αS) which decreases (increases)
at high energy scales (low energy scales). This phenomenon is known as asymptotic freedom,
meaning that quarks and gluons behave like free particles at high energies. At low energy scales
(large distances), αS increases giving rise to the property of confinement, i.e. only colorless
objects can be observed in the hadronic final states (colored objects as quarks and gluons appear
only as hadron constituents).
This behavior of αS implies two regimes: perturbative and non perturbative. Processes which
involve low energy scale are called soft and cannot be calculated within a perturbative approach
while processes which involve high energy scale are called hard processes and can be computed
perturbatively. For example, color interactions between quarks and gluons at sufficiently high
energies3 can be computed using the perturbative techniques of QCD. The large energy scale
hadronic structure, however, cannot be computed in perturbative QCD. To define the limit be-
tween the perturbative regime and the non perturbative one, a factorization scale Λ is introduced.
Depending on the renormalization scheme and the considered reaction, Λ has a value of 200−300
MeV. For deep inelastic scattering for example, the scale of the interaction is defined by Q2. For
sufficiently large Q2 (e.g. > 1 GeV2), the cross section can be factorized in terms of the cross
section of a hard sub-process (involving quarks and gluons and computed in perturbative QCD)
and a soft part parametrizing the hadronic structure in terms of PDFs. The parton model is
then equivalent to the leading order of perturbative QCD in which PDFs are independent of
Q2. When the resolution of the probe Q2 increases, the picture can be seen as follows [2]. As
Q2 increases, the resolution of the photon allows to probe the point-like valence quarks within
the proton. If quarks are non-interacting, no further structure can be resolved as Q2 increases
further. However, QCD predicts that with increasing Q2, each quark is surrounded by a cloud of

3like proton-proton collisions at the center of mass of 7 TeV
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quarks and gluons. The nucleon appears to be composed of a larger number of resolved quarks
and gluons, all sharing the total nucleon longitudinal momentum. As a consequence, the num-
ber of partons that carry a high fraction x of the total nucleon momentum decreases while the
number of partons that carry a low fraction of the nucleon momentum increases.

Figure 2.2: The quark structure [2] of the proton probed at different scales Q2. At Q2
0, the

virtual photon probes only point-like valence quarks. As far as Q2 increases, the resolution of
the virtual photon allows to separate the probed quark from the cloud of quarks and gluons
which surround it.

This behavior is described by the Dokshiter-Gribov-Lipatov-Altarelli-Parisi (DGLAP) Q2 evo-
lution equations [Eqs. 2.20 and 2.21]. Using the SU(3) flavor symmetry one can distinguish
different combinations of the parton distribution functions : the flavor singlet (S) combination 4

Σ = u + d + s, and the non-singlet (NS) combination u− d or u + d− 2s. The Q2 evolution of
the non-singlet combination is given by:

d

d lnQ2
qNS(x,Q2) =

αs(Q
2)

2π
PNSqq ⊗ qNS , (2.20)

The Q2 evolution of the gluon distribution couples to that of the singlet distribution as follows:

d

d lnQ2

(
Σ(x,Q2)
g(x,Q2)

)
=
αs(Q

2)

2π

(
PSqq 2nfPqg
Pgq Pgg

)
⊗
(

Σ(x,Q2)
g(x,Q2)

)
(2.21)

where nf is the number of flavors. Equations 2.20 and 2.21 reflect the feature that, at given
Q2, a quark of flavor q, carrying the fraction x of the nucleon longitudinal momentum, can be
radiated from a quark or a gluon that carried a higher fraction x′ of the nucleon momentum.
Pab(x/x

′) are called splitting functions. They define the probability that a parton b radiates a
parton a. Once Σ(x,Q2) and g(x,Q2) are known at some Q2 scale, the DGLAP equations allow
to compute them at other scales as far as perturbation theory holds.

Figure 2.3: Splitting functions [2] Pab(ξ,Q2) where b denotes the initial parton and a denotes
the final parton with the fractional energy ξ = x/x′.

4In the singlet combination all coefficients are identical, while in the non-singlet combination the sum of the
coefficients is zero.
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2.2.4 The F2 structure function

The measurement of the structure function F2 is of special interest because it is the main source
of information about parton distribution functions. These functions can be determined by per-
forming the so called QCD global analysis of the existing F2 measurements and using the DGLAP
equations.
The structure function F2 has been measured in fixed target experiments with the center of mass
energy of ∼ 10− 30 GeV as well as in ep collisions with larger center of mass energy of 300 GeV,
providing a very wide kinematic range in x and Q2. Figure 2.4 shows the Q2 dependence of
F2 measured by different experiments in a wide x range. F2 is found to be independent of Q2

for intermediate x as expected from the parton model. However for smaller and larger x, the
Bjorken scaling is broken due to the large contribution of the gluons in these regions. One can
evaluate this contribution using a NLO QCD global analysis of F2 data, as shown in Figure 2.5.

Figure 2.4: The proton structure function F p2 as a function of Q2 for different x bins starting from
x = 0.000063 up to x = 0.65. The results shown correspond to data from ep collider experiments
(ZEUS, H1) as well as data from fixed target experiments using muons (BCDMS, E665, NMC).
Statistical and systematic errors are added in quadrature. The ZEUS binning in x is used in the
plot; all other data are re-binned to the x values of the ZEUS data. The plot has been taken
from [4].
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Figure 2.5: The gluon distribution [5] evaluated at NLO in the MS scheme from the scaling
violations of the structure function F2(x,Q2) through the DGLAP evolution equations.

2.2.5 Parton Distribution Functions

The parton distribution functions reflect the non-perturbative long-distance dynamics of the pro-
ton constituents. In the two last decades, a large variety of highly precise measurements has been
performed in addition to large theoretical effort. Since short distance (high energies) processes
and large distances (low energies) processes can be separated due to the factorization theorem,
the PDFs are process independent, i.e. they are universal quantities which enter the computation
of many processes (DIS, proton-proton collisions, Drell-Yann process, ...).

The unpolarized PDFs are determined by a QCD global analysis which consists in fitting simul-
taneously different sets of data covering different kinematic domains and provided by different
experiments. To perform a global QCD analysis, two inputs are required. The first input cor-
responds to experimental data collected by experiments which investigate the nucleon internal
structure. In the current global analyzes, all included data are provided by studying the following
processes: e, µ, ν deep inelastic scattering, lepton pair production (Drell-Yann), high pT inclu-
sive jets, dimuon production in neutrino scattering, HERA charm (c) and bottom (b) production,
HERA charged currents. On the theoretical side, the expressions of hard scattering processes
are needed in addition to their Q2 evolution, which are calculated using DGLAP equations. The
second input to the QCD global analysis corresponds to the functional form used to describe
the parton distributions at given starting momentum scale Q2

0. Eq. 2.22 represents a functional
form assumed for the PDFs, where i denotes the flavor of the quark and Ai, αi, βi and γi are
free parameters to be fitted.

fi(x,Q
2
0) = Aix

αi(1− x)βi(1 + γix) (2.22)

The starting momentum scale is usually chosen in a range where the parton distribution are
dominated by valence quarks. In a first step, the PDFs are computed for Q2 > Q2

0 using the
DGLAP evolution equations. The cross sections of the different hard scattering processes are
computed using the techniques of perturbative QCD (up to NLO or NNLO). In a second step
the cross sections are calculated at the corresponding experimental Q2, a χ2 is then computed in
order to measure the agreement between the predictions and the measurements. In a last step,
the χ2 is minimized to find the best fit.

All existing QCD global analyses of the PDFs agree relatively well with one another within the
estimated uncertainties. An example of these distributions is shown in Fig 2.6; it is given by a
recent analysis [11] done by A.D. Martin, W.J. Stirling, R.S. Thorne and G. Watt (MSTW).
In summary, the current knowledge of the PDFs is very precise except for the strange quark
distribution which remains an issue in the unpolarized sector.
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Figure 2.6: Unpolarized parton distribution functions given by the MSTW [11] (A.D. Martin,
W.J. Stirling, R.S. Thorne and G. Watt) parametrization evaluated at Q2 = 10 and Q2 = 104.
The valence quarks dominate for x→ 1 and gluons dominate for x→ 0, especially at large Q2.

2.3 Spin dependent cross section and structure functions g1

and g2

2.3.1 Spin dependent structure functions g1 and g2

In order to study the spin structure of the nucleon, the lepton and the nuclear target must be
both polarized. In this case the leptonic (Lµν ) and the hadronic (Wµν) tensors must contain
spin dependent terms and can be decomposed into a symmetric (S) part and an antisymmetric
(A) part under µ, ν interchange. The leptonic tensor can be written as follows:

Lµν(k, s; k′) = 2
[
L(S)
µν (k; k′) + iL(A)

µν (k, s; k′)
]

(2.23)

where
L(S)
µν (k, k′) = kµk

′
ν + k′µkν − gµν(k.k′ −m2)

L(A)
µν (k, s; k′) = mεµναβs

αqβ

Here sα denotes the four-vector spin of the lepton with s2 = −1 and s.k = 0; εµναβ denotes the
Levi-Civita tensor which is totally antisymmetric with ε1234 = 1. The antisymmetric part of Lµν
is proportional to the lepton spin. Similar to Eq. 2.23, the hadronic tensor is given by:

Wµν(q;P, S) = Wµν(S)(q;P ) + iWµν(A)(q;P, S) (2.24)

where the symmetric part corresponds to the one given in unpolarized case (Eq.(2.8)). Similarly
to the unpolarized case, by taking into account all symmetry requirements the antisymmetric
term is reduced and expressed in terms of the spin dependent structure functions G1(ν,Q2) and
G2(ν,Q2). It is given by the following expression:

1

2M
Wµν(A)(q;P, S) = εµναβqα

[
MSβG1(ν,Q2) + [(P.q)Sβ − (S.q)Pβ ]

G2(ν,Q2)

M

]
Here also, the antisymmetric term is proportional to the spin. In this polarized case, the cross
section is obtained by contracting the leptonic and hadronic tensors and is usually expressed in
terms of the dimensionless spin dependent structure functions g1 and g2 defined in the Bjorken
limit by:

(P · q)2

ν
G1(ν,Q2) = g1(x,Q2)→ g1(x) (2.25)
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ν(P · q)G2(ν,Q2) = g2(x,Q2)→ g2(x) (2.26)
The spin structure functions g1 and g2 can be both accessed from the difference of polarized DIS
cross sections in different spin configurations. While the lepton beam is always longitudinally
polarized, the nuclear target can be polarized longitudinally or transversely to the beam direction.
In the first case when the nucleon is longitudinally polarized, the difference of cross sections for
parallel and anti-parallel lepton and nucleon spins is:

d2σ→⇒

dxdy
− d2σ→⇐

dxdy
=

16πα2

Q2

[
(1− y

2
)g1(x,Q2)− 2M2xy

Q2
g2(x,Q2)

]
(2.27)

In the case of transversely polarized target, the difference is given by:

d2σ→⇑

dxdy
− d2σ→⇓

dxdy
= −16α2

Q2

(
2Mx

Q

)√
1− y

[y
2
g1(x,Q2) + g2(x,Q2)

]
(2.28)

In the parton model, the g1 structure functions has a form similar to the unpolarized structure
function F1 and it is given by :

g1(x) =
1

2

∑
q

e2
q [∆q(x) + ∆q̄(x)] (2.29)

where ∆q(x) = q+(x)−q−(x), q+ (q−(x)) corresponds to the density of quarks of flavor q carrying
a fraction x of the nucleon momentum, with a spin parallel (anti-parallel) to the nucleon spin.
Therefore, g1 and its first moment Γ1 =

∫ 1

0
g1(x)dx encode information about the contributions

of the spins of quarks to the nucleon spin. Γ1 is related to the total contribution of the spin of
the quarks to the nucleon spin and is written as :

Γ1 =

∫ 1

0

dxg1(x) =
1

2

∑
q

e2
q∆q =

1

2

∑
q

e2
q

∫ 1

0

[∆q(x) + ∆q̄(x)]

The quantities ∆q =
∫ 1

0
[∆q(x) + ∆q̄(x)] dx define the difference between the density of quarks

of flavor q with spin parallel and that of quarks with spin anti-parallel to the nucleon spin, for
all momentum fractions x. At LO, the first moment g1 can be written as :

Γ1 =
1

2

∑
q

e2
q∆q =

1

2

[
4

9
∆u+

1

9
∆d+

1

9
∆s

]
(2.30)

Contrary to F2, the spin dependent structure function g2 does not have any interpretation in the
parton model where g2 = 0.

2.3.2 Spin Asymmetries
The virtual-photon absorption cross section is related, via the optical theorem, to the imaginary
part of the forward Compton amplitudes AΛλ,Λ′λ′ , where Λ and λ denote the helicities of the
photon and the nucleon respectively. By imposing helicity conservation as well as parity and
time reversal invariance, only four independent amplitudes exist. They are related, via their
corresponding absorption cross sections, to the structure functions as follows:

σT3
2

=
4π2α

K
A1 1

2 1 1
2

=
4π2α

MK
(F1 + g1 − γ2g2)

σT1
2

=
4π2α

K
A1− 1

2 1− 1
2

=
4π2α

MK
(F1 − g1 + γ2g2)

σTL =
4π2α

K
A1− 1

2 0 1
2

=
4π2α

MK
γ(g1 + g2)

σL =
4π2α

K
A0 1

2 0 1
2

=
4π2α

MK
((1 + γ2)

F2

2x
− F1)

Here, K = ν + q2/2M5 and σT3/2 and σT1/2 denote the transverse virtual photon absorption

5according to the Hand convention
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cross sections when the sum of the spin projections (mγ∗+mN ) is 3/2 and 1/2, respectively. The
spin average σT = 1

2 (σT3/2 + σT1/2) = (4π2α)F1 is spin independent and it involves unpolarized
structure functions only. Similarly, the longitudinal virtual photon absorption cross section σL
is spin independent. The ratio R = σL/σT = (1 + γ2)(F2/2xF1) − 1 relates the two structure
functions F1 and F2 and is used in the extraction of F2. Finally, the interference term between
the transverse and the longitudinal cross sections, given by σTL, is spin independent. The
virtual-photon spin asymmetries are thus defined as:

A1 =
σT1/2 − σ

T
3/2

σT1/2 + σT3/2
=
g1 − γ2g2

F1
, A2 =

σTL

σT
=
γ[g1 + g2]

F1
(2.31)

The spin asymmetries (A1, A2) are the best tool to learn about the quark helicity distributions
(∆q) since they are related to the spin dependent structure functions g1 and g2 which in turn
are related to ∆q. These virtual-photon asymmetries (Eq. 2.31) cannot be measured. However
they are related to the experimentally measured longitudinal and transverse spin asymmetries
defined as :

A‖ =
σ→⇐ − σ→⇒

σ→⇐ + σ→⇒
, A⊥ =

σ→⇓ − σ→⇑

σ→⇓ + σ→⇑
(2.32)

where, σ→⇒ (σ→⇐) denotes the cross section in the case where longitudinally polarized lepton
and nucleon have their spins parallel (anti parallel); σ→⇓ (σ→⇑) denotes the cross section for
longitudinally polarized lepton and transversely polarized nucleon. The lepton spin asymme-
tries (Eq. 2.32) are related to the virtual-photon asymmetries through A‖ = D(A1 + ηA2) and
A⊥ = d(A2 − ζA1) where η and ζ are kinematic factors, D is the virtual photon depolarization
factor which denotes the fraction of the lepton polarization transferred to the virtual photon.
In practice, η � 1 and ζ � 1; thus the expressions relating A1 and A2 to the experimentally
measured asymmetries reduce to A‖ = DA1 and A⊥ = dA2.

Within the quark parton model, the photon-nucleon polarized cross section can be understood
intuitively in the so called Breit frame, where the struck quark has its momentum p′ = −p after
the absorption of the virtual photon. In the case of a transverse virtual photon with a spin
projection mγ = +1 (Figure 2.7(a)), only quarks which have the spin projection mq = −1/2 can
absorb it and will have mq = 1/2 after the interaction. Quarks with spin projection mq = 1/2
(figure 2.7(b)), however, cannot absorb the virtual photon in such case because the total spin
projection would be 3/2 and the final quark cannot have mq = 3/2, as described in figure 2.8.

(a) (b)

Figure 2.7: Spin projections of the transverse virtual photon and the quarks in the Breit frame.

As a consequence, when a transverse virtual photon characterized by mγ = 1 interacts with a
nucleon with a spin projection mN = −1/2 (figure 2.8(a)), the interaction occurs only on quarks
with spin parallel to the nucleon spin, i.e. on quarks which havemq = −1/2. The photon-nucleon
cross section σ1/2 is then proportional to the density of quarks with spin parallel to the nucleon
spin (σ1/2 ∝ q+(x)). Similarly, the cross section of the interaction between a transverse virtual
photon with mγ = 1 and a nucleon with mN = 1/2 (figure 2.8(b)) is proportional to the density
of quarks with spin anti-parallel to the nucleon spin (σ3/2 ∝ q−(x)).
In summary, (σ1/2 + σ3/2) counts the total number of quarks with all spins and (σ1/2 − σ3/2)
counts the difference between the number of quarks with spin parallel to the nucleon spin and
the number of quarks with spin anti-parallel to the nucleon spin.
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(a) (b)

Figure 2.8: Spin projections of the transverse virtual photon and the quarks in the Breit frame.

2.3.3 QCD improved parton model

At Leading-Order (LO) in QCD, the spin structure function g1 depends only on polarized quark
distributions. At Next-to-Leading-Order (NLO), however, g1 depends also on the contribution
of the spins of gluons to the nucleon spin (∆G) (due to the QCD radiative effects) and has the
following form:

g1(x,Q2) =
1

2

∑
i

e2
iCq(x, αs)⊗∆qi(x,Q

2) +
1

Nf
Cg(x, αs)⊗∆G(x,Q2)6 (2.33)

Here, Nf denotes the number of active quark flavors in the nucleon (= 3 neglecting the heavy
flavors in this regime) and the sum runs over the active quarks. Cq and Cg are the Wilson
coefficients which can be computed in perturbative QCD. At LO, C0

q = δ(1−x) and C0
g = 0 and

Eq. (2.9) reduces to the g1 expression in the naïve parton model. Similarly to the unpolarized
case, the Q2 evolution of g1 is given by the DGLAP evolution equations:

d

d lnQ2
∆qNS(x,Q2) =

αS(Q2)

2π
PNSqq ⊗∆qNS

d

d lnQ2

(
∆Σ
∆G

)
=
αS(Q2)

2π

(
Pqq Pqg
Pgq Pgg

)
⊗
(

∆Σ
∆G

)
(2.34)

where the non-singlet quark distribution ∆qNS(x,Q2) is defined as

∆qNS(x,Q2) = (∆u+ ∆ū)− 1

2
(∆d+ ∆d̄)− 1

2
(∆s+ ∆s̄) (2.35)

The splitting functions [42] and the Wilson coefficients [41] have been computed up to NLO. A
very important aspect of the Q2 dependence of g1 is the sensitivity to the gluon spin distribution
(∆g). By deriving ∂g1/∂ lnQ2 and using the DGLAP equations, ∆Σ, ∆qNS and ∆g can be
extracted. All existing measurements of the spin structure function g1 are performed only in fixed
target experiments, providing a limited range of Q2. As a consequence, a precise determination
of g1 is not possible. In addition to the limited Q2 range, the g1 expression does not allow
to separate the quark and anti-quark distributions; this is only possible by including the semi-
inclusive spin asymmetries where final state hadrons are detected. Figure 2.9 shows the existing
measurements for g1 for both proton and deuteron targets.

2.3.4 First moment of g1 and sum rules

The main interest in measuring the spin structure function g1(x,Q2) is in its first moment which
can be compared to several predicted sum rules, in particular, the Bjorken [6] and Ellis-Jaffe [7]
sum rules. These sum rules are derived using the formalism of the operator product expansion
(OPE) which relates a moment of a structure function of the nucleon to its matrix element. At
leading order (LO), the first moment of the spin structure function g1 for the proton is given
by [8]:

6the convolution ⊗ is defined as C(x,Q2) ⊗ q(x,Q2) =
∫ 1
x
dy
y
C
(
x
y
, αS

)
q(x,Q2)
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Figure 2.9: The spin-dependent structure function xg1(x) of the proton, deuteron and neutron
measured in deep inelastic scattering experiments of polarized electrons/positrons (E143, E155,
CLAS, HERMES) and muons (SMC, COMPASS). The LSS parametrization of parton distribu-
tion functions is also shown.

Γp1 =

∫ 1

0

gp1(x)dx =
1

2

[
4

9
au +

1

9
ad +

1

9
as

]
(2.36)

where aqsµ = 〈N |q̄γµγ5q|N〉 is the axial matrix element of the nucleon for flavor q. In the parton
model, aq is interpreted as the total contribution of the spin of quarks with flavor q to the nucleon
spin.

aq =

∫ 1

0

[∆q(x) + ∆q̄(x)]dx = ∆q

and consequently

Γp1 =

∫ 1

0

gp1(x)dx =
1

2

[
4

9
(∆u+ ∆ū) +

1

9
(∆d+ ∆d̄) +

1

9
(∆s+ ∆s̄)

]
(2.37)

Eq. 2.37 corresponds to the expression obtained within the parton model (2.30) picture. Assum-
ing SU(3) flavor symmetry, the matrix elements aq can be combined in three configurations :
one singlet combination a0 = au + ad + as and 2 non-singlet combinations a3 = au − ad (triplet)
and a8 = au + ad − 2as (octet).

a0 = (∆u+ ∆ū) + (∆d+ ∆d̄) + (∆s+ ∆s̄)

a3 = (∆u+ ∆ū)− (∆d+ ∆d̄)

a8 = (∆u+ ∆ū) + (∆d+ ∆d̄)− 2(∆s+ ∆s̄)

The first moment Γp1 can thus be written as a function of these three combinations

Γp1 =

∫ 1

0

gp1(x)dx =
1

9
a0 +

1

12
a3 +

1

36
a8 (2.38)

At higher order, Γp1 is written as:

Γp1 =
1

9
CSa0 + CNS

[
1

12
a3 +

1

36
a8

]
(2.39)
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where CS and CNS are the singlet and non-singlet Wilson coefficients. At LO, CS = CNS = 1
and at NLO CS = CNS = 1 − αS(Q2)/π. The moment of the spin structure function of the
neutron Γn1 can be deduced from (2.38) using the isospin symmetry (SU(2) flavor symmetry)
between up and down flavors.

Bjorken Sum rule : Using the isospin invariance, one can relate the matrix element au− ad =〈
p|ūγµγ5u− d̄γµγ5d|p

〉
to the neutron weak decay constant

〈
p|ūγµγ5d|p

〉
= gA/gV which is

measured experimentally and found to be equal to 1.2573 ± 0.0028. This gives rise to a QCD
prediction, known as the Bjorken sum rule [6] :

Γp1 − Γn1 =
1

6
(au − ad)CNS =

1

6

gA
gV
CNS (2.40)

In order to compare the experimental results with this prediction, the integral of the measured
g1(x,Q2) in the full x range has to be calculated at fixed Q2. However, the current experiments
cannot cover the full x range and an extrapolation of g1 over the uncovered regions of x is con-
sequently needed. For the large x region, the behavior of g1(x) is expected to be similar to that
of the unpolarized distributions, i.e. g1(x) is expected to approach zero as x→ 1. The problem
appears at small x since there is no clear x dependence of g1 and this dependence cannot be
predicted. Currently, the NLO calculations use the Regge parametrization to describe the x de-
pendence of g1 and thus predict the low x behavior of g1 at the Q2 of the considered experiment.
The Bjorken sum rule has been tested by several experiments starting from the EMC experiment
at CERN, and found to be conserved.

Ellis-Jaffe sum rule:The SU(3) flavor symmetry permits to express the ratio gA/gV for hyperon
beta decays in terms of the octet term such that a8 = 3F −D. With the additional assumption
that the role of the strange quarks in the nucleon is negligible (as = 0), a second prediction can
be made for Γp1 and Γn1 :

Γ
p(n)
1 =

1

9
CS(3F −D) + CNS

[
+ (−)

1

12
gA/gV +

1

36
(3F −D)

]
(2.41)

This is called the Ellis-Jaffe sum rule [7]. In contrast to the Bjorken sum rule, the Ellis-Jaffe sum
rule was found to be strongly violated. The LO analysis related this violation to the assumption
made on as which must have a non-zero value.

2.4 Determination of quark helicity distributions from spin
asymmetries

While inclusive polarized DIS provides information about the spin structure only for the sum
over all quark and antiquarks, semi-inclusive polarized DIS permits to access the individual
quark flavor contribution to the nucleon spin and allows to separate contributions of quarks
and antiquarks. Within the QCD improved parton model, the cross section for the hadron
production in lepton-nucleon hard scattering can be decomposed into an x-dependent term and
a z-dependent term due to the LO assumption of factorization. The cross section for hadron
lepto-production is then given by:

1

σDIS
dσh

dxdzdQ2
=

∑
q e

2
qq(x,Q

2)Dh
q (z,Q2)∑

q e
2
qq(x,Q

2)
(2.42)

where σDIS denotes the inclusive deep inelastic scattering cross section; Dh
q (z,Q2) denotes the

quark fragmentation function into hadron which defines the mean number of hadrons of type h
with fractional energy z produced by the fragmentation (or hadronization) of a quark of flavor
q. The fragmentation functions encode information about the fragmentation of quarks into final
state hadrons. The quark fragmentation process is not yet completely understood. Several
phenomenological models were developed to understand it. In parallel, several QCD global
analyzes have been performed to extract the fragmentation functions.
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An interesting variable for the quark fragmentation is the Feynman variable xF = 2p‖/W , where
p‖ is the hadron momentum projection along the virtual photon momentum in the photon-
nucleon center of mass frame and W is the invariant mass of the hadronic system (see table
2.1). The quark which absorbs the virtual photon has p‖ > 0 while the other quarks continue
with their p‖ < 0. As a consequence, hadrons with p‖ > 0 are produced in the so called
"current fragmentation region7", while hadrons with p‖ < 0 are produced in the so called "target
fragmentation region".
The longitudinal double spin asymmetry (2.31) for the lepto-production of hadron is given, in
the case of a proton target, by Eq. 2.43 and Eq. 2.44 for inclusive and semi-inclusive cases.

Inclusive DIS

A1(x,Q2) ' g1

F1
(x,Q2) =

∑
q e

2
q

[
∆q(x,Q2) + ∆q̄(x,Q2)

]∑
q e

2
q [q(x,Q2 + q̄(x,Q2)]

(2.43)

Semi-Inclusive DIS (for final state hadron of type h)

Ah1 (x,Q2) =

∑
q e

2
q

[
∆q(x,Q2)Dh

q (z,Q2) + ∆q̄(x,Q2)Dh
q (z,Q2)

]∑
q e

2
q

[
q(x,Q2)Dh

q (z,Q2) + q̄(x,Q2)Dh
q (z,Q2)

] (2.44)

Since ∆q in the Ah1 expression are weighted by the fragmentation functions, the contributions of
individual quark (antiquark) flavors can be extracted. As a consequence, the measurement of A1

and Ah1 (h = π,K) for both proton and deuteron targets gives rise to a linear system of equations
allowing to extract the unknowns ∆q(x,Q2) for all involved flavors (up, down and strange).

2.4.1 LO determination of quark helicity distributions from inclusive
and semi-inclusive spin asymmetries

In this section, explicit formula for the extraction of polarized parton distribution functions at LO
are derived. For a proton and a deuterium targets, the inclusive (Eq. 2.45) and the semi-inclusive
(Eq. 2.46) asymmetries are written in terms of the parton distribution function q ≡ q(x,Q2), the
fragmentation functions Dh

q ≡ Dh
q (Q2) =

∫ zmax
zmin

Dh
q (z,Q2) and the quark helicity distributions

∆q ≡ ∆q(x,Q2).

Inclusive DIS8

A1,p =
4(∆u+ ∆ū) + (∆d+ ∆d̄) + (∆s+ ∆s̄)

4(u+ ū) + (d+ d̄) + (s+ s̄)

A1,d =
5(∆u+ ∆d) + 5(∆ū+ ∆d̄) + 2(∆s+ ∆s̄)

5(u+ d) + 5(ū+ d̄) + 2(s+ s̄)
(2.45)

Semi-Inclusive DIS

Ah1,d =
(4Dh

u +Dh
d )(∆u+ ∆d) + (4Dh

ū +Dh
d̄
)(∆ū+ ∆d̄) + 2(Dh

s∆s+Dh
s̄∆s̄)

(4Dh
u +Dh

d )(u+ d) + (4Dh
ū +Dh

d̄
)(ū+ d̄) + (Dh

s s+Dh
s̄ s̄)

Ah1,p =
4(Dh

u∆u+Dh
ū∆ū) + (Dh

d∆d+Dh
d̄
∆d̄) + (Dh

s∆s+Dh
s̄∆s̄)

4(uDh
u + ūDh

ū) + (dDh
d + d̄Dh

d̄
) + (sDh

s + s̄Dh
s̄ )

(2.46)

These equations can be summarized in a matrix form:

~A = B ~∆q (2.47)

where ~A =
(
A1,d, A1,p, A

π±

1,d, A
K±

1,d , A
π±

1,p , A
K±

1,p

)
∆~q =

(
∆u,∆ū,∆d,∆d̄,∆s,∆s̄

)
7Hadrons resulting from the fragmentation of the struck quark are said to be produced in the current frag-

mentation region while hadrons resulting from the fragmentation of the target remnant are said to be produced
in the target fragmentation region

8The indices p and d denote the type of the target.
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~A denotes the vector of asymmetries, ∆~q denotes the vector of unknowns and B denotes a matrix
whose elements depend on parton distribution functions (PDFs) and on quark fragmentation
functions into hadrons (FFs). To extract the polarized quark distributions ∆q(x), Eq(6.7) can
be solved using the least-square estimation. For this goal, the χ2 is minimized in each x bin:

χ2 = ( ~A− B ~∆~q)T (CovA)−1( ~A− B∆~q) (2.48)

CovA denotes the covariance matrix of the experimentally measured asymmetries. The extraction
of the quark helicity distributions requires the knowledge of the unpolarized quark distribution
functions as well as the fragmentation functions. Using a parametrization for unpolarized PDFs
and one parametrization for fragmentation functions, the matrix B can thus be calculated and the
system of equations (6.7) can be solved. The experimental extraction of ∆q has been performed
using data collected by the COMPASS experiment and will be presented in chapter 6.

2.4.2 NLO determination of quark and gluon helicity distributions
from global QCD analysis

The access to the quark helicity distributions can be provided by several high energy processes
where at least one produced hadron is detected in the final state. Each process provides differ-
ent type of information about the polarized quark and gluon helicity distributions in different
kinematic regions. The universality of the PDFs and the scale evolution permit to tie all these
processes together by performing a global analysis. The idea behind it is to extract the PDFs
by optimizing the agreement between the measured spin asymmetries from DIS, SIDIS and pp
scattering through variation of the shapes of quark helicity distributions.
Currently, several LO/NLO analysis of DIS data performed by different groups exist; they use
different assumptions and different functional forms but agree among themselves. Two recent
NLO analysis of combined DIS and SIDIS data have been performed. The first one was done by
D. de Florian, R. Sassot, M. Stratmann and W. Vogelsang (DSSV [37]) and the second one by E.
Leader, A. Sidorov and D. Stamenov (LSS [14]). As an example, the DSSV parametrization [37]
assumes the following functional form for the quark helicity distributions:

x∆qi(x,Q
2
0) = Nix

αi(1− x)βi(1 + γi
√
x+ ηix) (2.49)

where Ni, αi, βi, γi and ηi are free parameters and i denotes a quark of some flavor or a gluon.
The same procedure described in section 2.2.5 is used for the quark heilicity distributions .

A comparison between different existing parametrization for different quark helicity distributions
is shown in Fig 2.10. The polarized quark distributions given by different parametrizations
(BB [15], DSSV [37], LSS05 [16], AAC08 [17]) agree for the shape and the sign of the valence
quark helicity distributions as well as for d̄. However, they disagree for ū and s. For the
strange quark helicity distribution, all QCD analyzes containing inclusive DIS data give negative
distribution for ∆s while the QCD analyzes of combined inclusive and semi-inclusive DIS data
(as DSSV and LSS10) give a sign changing distribution for ∆s. This discrepancy is essentially
due to the poorly known strange quark fragmentation functions into kaons and to the lack of
kaon’s data. The dependence of ∆s on the quark fragmentation functions has been quantified
by COMPASS [10] (see chapter 6). It has been confirmed later by the LSS parametrization [18].

2.5 Summary

The internal structure of the nucleon has been widely investigated for the two last decades. The
nucleon momentum structure is nowadays precisely known except for the strange quarks for
which the distribution is poorly known and still under investigation. The situation is similar
for the nucleon spin structure which is still partially known. All existing measurements of the
contribution of quark spins to the nucleon spin result in a value of ∼ 30% and no further mea-
surements are needed in this sector. However the strange quark contribution to the nucleon spin
remains an issue.
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Figure 2.10: Comparison between different NLO QCD analysis of polarized parton distribution
functions for valence and sea quarks at Q2 = 3 GeV2. BB (J. Bluemlein and M. Boettcher
[15]), LSS05 (E. Leader, Sidorov and D. Stamenov [16]) and AAC08 (Asymmetry Analysis
Collaboration [17]) use inclusive DIS data while DSSV (D. de Florian, R. Sassot, M. Stratmann
and W. Vogelsang [37]) use both inclusive and semi-inclusive DIS data.
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This thesis is dedicated to the study of the strangeness content of the nucleon. For this purpose,
two measurements have been performed using data collected by the COMPASS experiment. The
first measurement corresponds to the LO extraction of quark helicity distributions ∆q, using
data taken by scattering polarized muons off polarized protons and deuterons. The second
measurement corresponds to the determination of hadron multiplicities and the extraction of
quark fragmentation functions into hadrons, in particular, the fragmentation function of strange
quark into kaons. All measurements are presented in the following chapters.



Chapter 3

Quark Fragmentation Process

The fragmentation process, also called hadronization process, is a fundamental mechanism in
Quantum Chromodynamics and describes the transition of quarks, defined as elementary parti-
cles and colored objects in a QCD picture, into final state hadrons. Since this large distances
process can not be calculated in perturbative, the only way to understand it consists on studying
the properties of the detected final state particles.

Much effort has been done in order to understand the fragmentation process, resulting in a
number of phenomenological models which try to simulate it. A brief overview of these models
is given in section 3.1. The fragmentation process is also described by the quark fragmentation
functions into hadrons. These functions enter the computation of cross sections of many reactions.
Their precise knowledge is crucial for the interpretation of physical results. Their definition and
properties are described in section 3.2, and their measurement is explained in section 3.3.

3.1 Quark Fragmentation Models

Different models have been developed to explain the fragmentation process. They are based
on experimental data and theoretical approaches. Such models form an essential ingredient for
Monte Carlo simulations and propose an illustration of how quarks of different flavors confine
together to make a hadron. Three main schools of thought exist : Independent fragmenta-
tion, Lund fragmentation and Cluster fragmentation. These models are briefly discussed in the
following.

3.1.1 The Independent Fragmentation Model

The first attempt to describe the fragmentation process was proposed out in the seventies (1978)
by Field and Feynman [26], to explain the limited transverse momenta observed in hadron jets
in e+e- annihilation. This model is based on the simple assumption that each parton fragments
independently from the rest. Consider a quark q produced with a specific momentum and en-
ergy. At a certain point, this quark will confine with an anti-quark q̄′ originating from vacuum
fluctuations to produce the first rank primary1 meson (qq̄′) carrying a fraction z of the energy
of the original quark, while the remaining quark q

′
will carry (1-z) of the original energy (figure

3.1). This energy sharing is described by a probabilistic function f(z) which is assumed to be
independent from the remaining energy at each step. In other words, f(z)dz gives the probability
that a primary meson leaves a fraction of its momentum between z and z + dz to the remaining
cascade. This process is iterated up to a certain threshold (energy cutoff) and the last quark
with an energy below this threshold is discarded.

The independent fragmentation model is based on the probability to find a first rank primary
meson with energy ∈ [z, z + dz] in a jet of hadrons, given by:

1The produced mesons are said to be primary mesons when they originate directly from the fragmentation of
the original quark. If they decay, the corresponding products are called secondary mesons and so on.

31
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F (z)dz = f(1− z)dz +

∫ 1

z

f(η)dηF(z/η)dz/η (3.1)

where f(1 − z)dz denotes the probability that the corresponding meson is of first rank. If this
meson is not of first rank, f(η)dη parametrizes the probability that an energy fraction η is left
to the remaining cascade and F (z/η)dz/η represents the probability to find a first rank meson in
the remaining cascade. The Field-Feynman parametrization of f(z) is the ansatz which provides
a simple solution to Eq. 3.1:

f(z) = 1− a+ 3a(1− z)2 (3.2)

with a default value of a = 0.77 [26]. In this model, the "rank" of a specific hadron is the
ordering in production time in the center-of-mass system, starting from the hadron that contains
the struck quark. Although this model does not predict an ordering according to the momenta
of produced hadrons, the first rank hadron has the highest momentum and higher rank hadrons
possess lower momentum. The vector meson production with respect to pseudoscalar meson
production is 1 : 1, and the flavor production ratios are uū : dd̄ : ss̄ : 1 : 1 : 0.5. The transverse
momentum of the produced hadron is assumed to have a Gaussian shape with <P⊥> = 0.35
(GeV/c)2. Finally, the produced hadrons are not correlated with each others.

(a) (b)

Figure 3.1: (a)Hierarchy of the final mesons produced from the fragmentation of a quark of type
a into hadrons within the independent fragmentation model. Starting from the quark a, new
pairs bb̄, cc̄, etc., are created from vacuum fluctuations allowing to produce “primary” mesons.
The primary meson b̄a that contains the original quark have the rank one and the meson c̄b
have the rank two,... Finally some of the primary meson decay into secondary mesons. The
illustration is taken from [26]. (b) The Field-Feynman fragmentation function (Eq. 3.2) as a
function of z.

Many properties of hadronic jets are well described by independent fragmentation. However,
this model suffer from many shortcomings. For example, the neglect of the quark of highest rank
in a jet causes small violations of energy, momentum and flavor quantum number conservation.
Also, the particle multiplicities depend on the reference frame. All these weaknesses led to the
development of other models used in the Monte Carlo simulations.

3.1.2 The Lund String Fragmentation Model

The first version of the string fragmentation model was developed in 1974 by X. Artru and G.
Mennesier [22]. The Lund string model [24] appeared later in 1977. The Lund string fragmenta-
tion model is based on QCD prediction of confinement which causes the potential energy of the
color field stretched between a pair of quarks to increase with distance. The underlying principle
of the Lund model is illustrated in Figure 3.2.
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Figure 3.2: Illustration of the motion of quarks
and antiquarks in a qq̄ system in the Lund string
model for the fragmentation process. Starting
from the original qq̄ pair, new pairs can be pro-
duced along the string causing a breakup of the
string into separate bound states. Each bound
state contains a fraction of the total, initial, en-
ergy. The color of the lines correspond to the
color charge of quarks and antiquarks and blue
points represent breakup vertices. The fragmen-
tation starts in the middle and spreads outwards.
This illustration is taken from [25].

Consider a quark and an anti-quark moving apart in opposite directions. Due to the gluon self-
coupling, the color field lines between the quark and the anti-quark compresses into a tube-like
region (string), in opposite to the electromagnetic field case where all lines spread out over all
space. From the available field energy, new qq̄ pairs can be created, the original string breaks
into two smaller strings moving in opposite directions, one with fractional energy z, the other
with energy (1−z). For each string, the same process continues until a quark-anti-quark string is
close to the mass shell of a hadron. The decision of the final state hadron type is made according
to a random choice based on three parameters:

• The flavor production ratios uū : dd̄ : ss̄ = 1 : 1 : 0.3. These flavor suppression are
predicted in terms of quark masses. The suppression of ss̄ production is left as a free
parameter in the model, the default value being 0.3.

• The ratio between quark and diquark production. This parameter controls the ratio be-
tween mesons and baryons through three parameters: the relative probability to select a
diquark rather than a quark, the suppression factor associated with a diquark containing
a strange quark and the suppression of spin 1 diquark relative to spin 0 ones.

• The ratio between vector and pseudoscalar meson production 1 : 1.

In contrast to the independent fragmentation model, the Lund string model conserves energy,
momentum and all internal quantum numbers in the fragmentation process. It consists in an
iterative approach, each iteration is based mainly on three steps :

Flavor selection : In the first step, the flavor of the newly created qq̄ pair is chosen. Massless
quark-anti quark without transverse momentum are then produced at one point and pulled apart
by the color field (Figure 3.3). If masses and transverse momenta of the qq̄ pair are taken into
account, the quark and anti-quark of the pair shall be produced at a certain distance so that
the field energy between them can be transformed into the sum of the two transverse masses
m⊥ =

√
m2 + p2

⊥. In quantum mechanics, quark and anti-quark are produced at one point and
then tunneled out to the allowed region, with a certain probability:

P ∼ exp

(
−
πm2
⊥q

κ

)
= exp

(
−
πp2
⊥q

κ

)
exp

(
−
πm2

q

κ

)
(3.3)

The gaussian p⊥ spectrum is common for all primary hadrons, i.e is flavor independent due to the
factorization of the transverse momentum and the mass terms. However, since a hard scattering
is associated with gluon radiation, further p⊥ contributions from unresolved radiation as well as
the decays of the resonances modify differently the spectra of mesons and baryons. Experimental
results show that the assumed gaussian shape is a good approximation.
The tunneling probability gives rise to the suppression of the heavy quarks production (uū : dd̄ :
ss̄ : cc̄ ≈ 1 : 1 : 0.3 : 10−11).
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Figure 3.3: String breaking modeled by tunneling [25].

Mesons & Baryons selection : In a second step, quarks combine to produce a hadron with a
specific spin state (singlet or triplet) and angular momentum. If the spins of quarks and anti-
quarks are randomly distributed, a vector meson to pseudoscalar meson ratio of 3:1 is expected.
However, the production of vector mesons is suppressed due to the spin-spin interaction of the
meson’s constituents which leads to a commonly ratio of 1:1.
In addition to mesons, baryons can also be produced. Several approaches exist for the simulation
of the baryon formation mechanism. This formalism is described in the following example. In a
first approach (Figure 3.4(a)), the baryons can be produced in a stepwise manner, e.g. along the
color field between a red-(anti-red) pair, a new blue-(anti-blue) pair is created, the non-vanishing
field in the center is of type green-(anti-green). Finally a new quark-(anti-quark) pair can be
created and breaks the original string to yield a baryon and anti-baryon.
A second approach (Figure 3.4(b)) is based on the creation of a diquark and anti-diquark qq− q̄q̄
pair instead of a q − q̄ pair, the produced baryon and anti-baryon are strongly correlated.
It exists a third approach (Figure 3.4(c)) called "pop corn" where no diquarks are produced but
several q̄q pairs are created which leads to the formation of baryons as well as mesons in-between.

(a)

(b)

(c)

Figure 3.4: First (a), second (b) and third (c) approach for baryon production.

Further, one may imagine that the baryon production is related to the production of heavy
quarks, or that it happens at the end of the color field.

String Fragmentation : Once the type of the hadron is selected as well as its spin and
transverse momentum components, the longitudinal momentum of the hadron have to be de-
termined. The energy fraction to be assigned to the new hadron is given by the Lund symmetric
fragmentation function:

f(z) ∼ (1− z)a

z
exp

(
−bm

2
⊥
z

)
(3.4)

where m⊥ is the transverse mass squared m2
⊥ = m2 + p2

⊥, a and b are free parameters which
must be determined from data. These parameters are essential to regulate the energy distribution
across the final states. Figure 3.5 shows the properties of the function for different values of a
and b.
In the following, a short explanation is given for some features of this model.
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Figure 3.5: The symmetric Lund fragmentation function for different values of a and b.

3.1.2.1 The space-time description

The model provides a solution to the controversy between the iterative cascade hadronization
model and the Landau-Pomeranchuk phenomena described below.

In the context of QED Bremsstrahlung, Landau and Pomeranchuk consider the concept of ’for-
mation time’. The problem is to determine at what time one can distinguish between a state
containing a single charged particle and a state containing the particle accompanied by a photon.

They point out that in a Lorentz frame where a particle is moving along the z-axis and the photon
is moving transversely, it is necessary to wait at least a time corresponding to a wavelength
which is inversely proportional to the transverse momentum of the photon, τ0 = k−1

t . In a
frame where the particle has an energy E, that time will change due to the time-dilation factor,
τ = τ0.

E
kt

= E
k2t
. In any covariant and causal setting, this formalism should provide a ’time

ordering process’. In other words, the ’slowest’ particles are emitted first while the high energy
particles take a time proportional to their energies. In the hadronization cascade model, the
first rank particle containing the struck quark takes a fraction z of its energy and leaves the rest
to the remaining cascade. Therefore, the first rank particles are generally faster than the rest
which is in contradiction with the Landau-Pomeranchuck prescription. However, in the Lund
model, the rank-ordering corresponds to an ordering along the light cone of the string breakup
points (as shown in Fig 3.6). As a consequence, the slowest particles are produced first which is
in accordance with the Landau-Pomeranchuk description.

Figure 3.6: Breaking of one dimension string [25] in the LUND String Model. The slow particles
are produced first in the middle and the fragmentation spreads outwards.
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3.1.2.2 The unique breakup probability

In the Lund model, the probability to find a set of mesons with momenta (pj) and masses mj ,
j = 1, ..., n, is proportional to

Πn
j=1Nδ(p

2
j −m2

j )δ(
∑

pj − Ptot)exp(−bA) (3.5)

where A is the area spanned before the decay of the string. Two factors are of relative importance.
The phase space increases with the multiplicity but the exponential term suppresses large areas.
The result of this competition is that the vertices tend to have the same proper time τ , i.e. there
is a unique decay distribution for the string breakups. As a consequence, the produced vertexes
are causally disconnected such that the breakup can proceed in arbitrary order and the left-right
symmetry is respected ( P(1, 2) = P(1) × P(1 → 2) = P(2) × P(2 → 1)). This in turn means
that the string breakups depend on the reference frame, thus there is no universal first and last
vertices.

3.1.2.3 The Lund gluon model

The basic concept of the Lund model is that the final state particles emerge from the color field
between the partons and not from any single parton by itself as in the independent fragmentation
model. In the massless relativistic string, one can have ’internal’ excitations which behave as
massless particles. Such an excitation will drag the string along and create two segments of
the string as shown in figure 3.7. Each one will decay locally as it was discussed earlier. The
difference with respect to the case where gluons are not considered is that some of the particles
will be pushed outwards by the motion of the string segment. No particle stems from a single
q, q̄ or g but all pick up some of the energy momentum of at least two of the original partons.
In consequence, there will be particles produced between q and g and between g and q̄, but no
particles will be produced directly between q and q̄. This is known as the "string effect".

Figure 3.7: Breaking of a 1-D string in the Lund Model with an emission of a single extra gluon.

The Lund model takes into account the correlation between the produced hadrons. It is the most
widely used model to simulate the properties of the fragmentation process in conjunction with
the Monte Carlo generators as LEPTO [43], PYTHIA [44],... In the Monte Carlo simulation
done in this thesis, the Lund model was used with the LEPTO generator.

3.1.3 The Cluster fragmentation Model

The cluster fragmentation model is based on the cluster formation through preconfinement and
provides a unified description of longitudinal and transverse fragmentation properties, which
is absent in both independent and string fragmentation models. In the Cluster model, the
fragmentation process can be divided into three steps. In a first step, the initial partons, far off
mass-shell, are evolved into partons nearer to mass-shell via the parton showers . The energy
sharing in the vertices q → qg, g → gq and g → gg is given by the Altarelli-Parisi splitting
functions Pab. In a second step, partons in the same region of phase space are grouped together
into clusters which have a wide energy spectrum with a tail towards high masses. The clusters
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with high masses are broken up into smaller ones. Finally, the clusters decay isotropically into
hadrons. The cluster fragmentation of a pair of quarks is shown in Fig 3.8.
The HERWIG [45] Monte Carlo program is based upon a cluster fragmentation model developed
by Weber and Maschesini which is the most prominent one against various existing models. In
general, the cluster models contain few adjustable parameters like the QCD scale parameter and
energy cut-offs.

Figure 3.8: Hadron formation in the Cluster fragmentation model picture.

In conclusion, each model has its advantages and disadvantages. The Lund model has a large
number of parameters which makes it more difficult to handle in the Monte Carlo program.
However, it gives a better description for the baryon production as compared to the cluster
fragmentation model.

3.2 Definition of Quark Fragmentation Functions into Hadrons
We discussed in the last section different models aiming to illustrate the transition between the
quarks and the final state hadrons. Each model is characterized by an intrinsic fragmentation
function f(z) which describes the fragmentation process at the ’microscopic’ level. These func-
tions do not contain any information about the quark flavor initiating the fragmentation process
or the type of the final state hadrons. They differ from the fragmentation functions Dh

q (z) in-
troduced in chapter 2 which give the formation probability of a hadron of type h from a quark
of type q. The properties of these functions are discussed in this section.

3.2.1 Forward and backward hemispheres
In the deep inelastic scattering process, in the center of mass system of the virtual photon
and the target nucleon, the struck quark and the remnant diquark, moving away from each
other in opposite directions, stretch between them a color field. New qq̄ pairs are then created
along the color field and hadrons are formed. Hadrons which have been produced in space-time
neighbourhood of the struck quark are said to be correlated, in flavor, to the struck quark. This
leads to the formation of hadrons in two hemispheres (forward and backward hemispheres) defined
with respect to the direction of the virtual photon in the center of mass of the photon-nucleon
system.
The forward hemisphere, also called current fragmentation region, comprises hadrons which are
correlated to the struck quark and are characterized by positive xF , the fraction of the energy
of the nucleon-photon system held by the hadron in the virtual photon direction (see table
2.1). The hadron selection must be restricted to the current fragmentation region to study the
fragmentation process of interest. The target fragmentation region comprises the hadrons which
are produced by the spectator quarks. They are characterized by negative values of xF .
An appropriate variable, equivalent to xF , is currently used to select hadrons in the current
fragmentation region. It corresponds to z, the energy fraction of the virtual photon carried by
the hadron, and it is used in this work.
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3.2.2 Properties of Quark Fragmentation Functions
The QCD symmetries lead to a certain number of properties of the quark fragmentation func-
tions. These symmetries are generally used in the extraction of fragmentation functions from
experimental data and will be discussed in the following.

3.2.2.1 Factorization and Universality

In hard scattering interactions, all processes with an observed hadron in the final state can be
described using a perturbative hard scattering cross section and non perturbative and universal
functions: the quark fragmentation functions which describe the formation of hadrons. These
functions depend only on the initial parton and the final state hadron without any dependence on
the process from which they originate. The universality of the fragmentation functions predicted
by the factorization theorem has been experimentally tested by comparing data on hadron pro-
duction in e+e− collisions with similar data from deep inelastic scattering. Both data sets were
found to be in agreement. Another test has been performed using NLO quark fragmentation
functions extracted from data in e+e− annihilation. The resulting functions describe reasonably
experimental data from pp̄ and ep collisions.
A factorization breaking later investigated was the dependence of fragmentation functions upon
the Bjorken variable x. A slight x dependence of the hadron multiplicities in deep inelastic
muon-scattering has been seen at the EMC experiment at CERN.

3.2.2.2 Scaling and Evolution

The Quark Parton Model predicts the scaling of the fragmentation functions, i.e. fragmentation
functions do not depend on Q2 . However, a hard scattering is associated with gluon radiation
which leads to some dependence of fragmentation functions on Q2. This Q2 dependence is
calculated using the GLAP evolution equations (Eq. 3.6). The various fragmentation functions
are assumed to evolve in Q2 in a similar way.

d

d lnQ2
Dh
q (z,Q2) =

αS(Q2)

2π

∑
q′

∫ 1

z

dξ

ξ
Pqq′(

z

ξ
,Q2)Dh

q′(ξ,Q
2) (3.6)

The Pqq′ parametrizes the splitting of a parton q with momentum fraction z into two partons
q and q′, with momentum fractions z/ξ and ξ respectively. In other terms, they account for
the possibility that the fragmentation of the parton q may happen via the radiation of a parton
q′ which fragments into a hadron h. This equation can be solved using the Mellin transforma-
tion technique which transforms convolutions into products. The products can then be evolved
analytically by applying an evolution operator, the evolved products are then re-transformed nu-
merically by applying the inverse Mellin transformation which yields the evolved fragmentation
functions. The resulting fragmentation functions depend on Q2.

3.2.2.3 Momentum and charge conservation

The fragmentation functions, defined as probability densities, are constrained by conservation
laws. The momentum conservation implies that the momentum of a parton q is equal to the
total momentum of all hadrons that originate from its fragmentation; this corresponds to the
momentum sum rule (Eq 3.7). In parallel to the momentum conservation, the charge conservation
implies the charge sum rule (Eq 3.8).

∑
h

∫ 1

0

dz zDh
q (z,Q2) = 1 (3.7)

∑
h

∫ 1

0

dz ehD
h
q (z,Q2) = eq (3.8)

where eh (eq) is the electric charge of a hadron of type h (parton of type q) and the summation
is over all hadron species h. One should note that the momentum sum rule is not used to im-
pose a precise constraint on fragmentation functions. For example in global fits of fragmentation
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functions, Eq 3.7 do not impose any constraint in the case of a specific hadron since the sum
is over all hadron species (in Eq 3.7). The momentum sum rule therefore gives an upper limit
for the fragmentation functions values and must be checked in their phenomenological extrac-
tion. Finally the probability conservation imposes an additional sum rule on the fragmentation
function:

∑
q

∫ 1

zmin

[
Dh
q (z) +Dh

q̄ (z)
]
dz = ηh (3.9)

where zmin is the minimal energy required to produce a hadron, and ηh is the average multiplicity
of hadrons of type h.

3.2.2.4 Isospin and Charge Conjugation Invariance

The definition of quark fragmentation function into hadron is valid for any type of quark and
hadron. These fragmentation functions are subject, in the QCD improved parton model, to some
QCD symmetries like charge conjugation and isospin invariance. This leads to some relations
between different fragmentation functions. For example the charge conjugation symmetry relates
the quark and anti-quark fragmentation functions as follows:

Dh+

q = Dh−

q̄ (3.10)

and the isospin invariance implies, for pions,

Dπ+

u = Dπ−

d (3.11)

Pion Fragmentation Functions: Starting with twelve fragmentation functions (six for each
charge) and taking into account the above symmetries, the number of light quark fragmentation
functions into pions is reduced to five: two "favored"2 (Eq 3.12), two "unfavored"3 (Eq 3.13)
and one strange quark (Eq 3.14) fragmentation functions.

Dπ
fav,1 = Dπ+

u = Dπ−

ū , Dπ
fav,2 = Dπ+

d̄ = Dπ−

d (3.12)

Dπ
unf,1 = Dπ−

u = Dπ+

ū , Dπ
unf,2 = Dπ+

d = Dπ−

d̄ (3.13)

Dπ
s = Dπ+

s = Dπ−

s = Dπ+

s̄ = Dπ−

s̄ (3.14)

In addition to the light quark fragmentation functions, the fragmentation functions of heavy
quarks and gluons into pions should be considered. However they will not be discussed in this
work since the mass thresholds for heavy quarks are higher than the covered kinematic domain
and their production is expected to be small.

Kaon Fragmentation Functions: In the case of kaons, only the charge conjugation invariance
is involved and reduces the number of fragmentation functions into six, if we neglect the heavy
quarks and gluons fragmentation functions.

Dfav,1 = DK+

s̄ = DK−

s (3.15)

Dfav,2 = DK+

u = DK−

ū (3.16)

DK+

ū = DK−

u , DK+

d = DK−

d̄ , DK+

d̄ = DK−

d , DK+

s = DK−

s̄ (3.17)

In the case of pions and kaons, further assumptions can be made on fragmentation functions in
order to extract them from experimental data. These assumptions are in general ad-hoc and
their choice is usually made according to the data sets used in the fit. This will be discussed in
details in chapter 9.

2A fragmentation function Dhq is called favored when q is a valence quark in the corresponding hadron h.
3A fragmentation function Dhq is called unfavored when q is a sea quark in the corresponding hadron h.
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3.3 Measurements and Parametrizations
All hard scattering processes, e+e− annihilation, pp(p̄) collision and deep inelastic scattering,
are good tools to study the fragmentation process and to extract fragmentation functions. The
interesting feature of the annihilation process is the relative simplicity and cleanliness compared
to other processes. In e+e− annihilation, the interaction occurs between point-like particles
for which the interaction can be calculated from perturbative QED. For pp(p̄) collision and
deep inelastic scattering, however, the parton distribution functions which describe the unknown
nucleon structure, play an important role in the interaction and are involved in the cross sections.
They are therefore an essential ingredient in the hard scattering cross section and their precise
knowledge is important.

3.3.1 EMC, JLab and COMPASS Measurements
A direct access to the quark fragmentation functions is provided in the semi-inclusive deep
inelastic scattering process, via the hadron multiplicities defined as the average number of hadrons
produced per DIS interaction (see chapter 7). The hadron multiplicities are expressed, in the
QCD improved parton model, in terms of parton distribution functions and in terms of quark
fragmentation functions as given in Eq. 3.18.

1

σDIS(x,Q2)

dσh(x,Q2, z)

dxdQ2dz
=

∑
q e

2
qq(x,Q

2)Dh
q (z,Q2)∑

q e
2
qq(x,Q

2)
(3.18)

where σDIS denotes the cross section for DIS interaction and σh denotes the cross section for
hadron production in DIS. The first measurement of fragmentation functions in deep inelastic
scattering has been performed by the EMC [30] collaboration at CERN. EMC was a fixed target
experiment which used a 280 GeV muon beam to scatter off nuclear targets (proton and deu-
terium). The EMC apparatus was designed to cover a large geometrical acceptance and equipped
with detectors allowing particle identification. The latter is crucial for fragmentation function
analysis since it allows flavor separation. Favored and unfavored fragmentation functions into
pions have been extracted from muon-deuterium deep inelastic scattering. By neglecting the sea
quark contribution, the isoscalar target permits a LO extraction of pions fragmentation functions
without any assumption about the parton distributions. However, the influence of the sea quarks
increases at low x limiting the validity of the approach.

In a late EMC publication [31], a LO extraction of fragmentation functions has been performed
without neglecting the sea quark contribution. The data analysis covered the kinematic domain
defined by a four momentum transfer squared Q2 > 4 GeV2, an invariant mass squaredW 2 in the
range [16, 200] GeV2, a energy transfer ν in the range [20, 260] GeV and x > 0.12. The final statis-
tics include∼ 8000 DIS events for each target type (proton and deuterium). The strange fragmen-
tation function into pion Dπ

s was assumed to be equal to the unfavored fragmentation function
while for kaons and protons, ah-hoc assumptions have been made ( 1

2 (DK+

s + DK+

s̄ ) = DK+

u ,
1
2 (Dp

s + Dp
s̄) = Dp

ū). The parton distribution functions were assumed to be known and were
taken from a parametrization. The method presented in this publication allowed to extract the
up quark and anti-quark fragmentation functions into charged pions, kaons and protons, for both
proton and deuterium targets. The fragmentation functions obtained independently from both
targets were found to be in agreement within statistical errors as expected. These data, measured
in bins of z, are often referred to as the"EMC parametrization of fragmentation functions”, with
a value of DK+

s̄ taken equal to Dπ+

u using the SU(3) flavor symmetry.

The experimental extraction of quark fragmentation functions has been performed recently by
two experiments: COMPASS (this thesis) and E00-108 [57] in Hall C at Jefferson Lab (JLab).
The E00-108 experiment extracted only the ratio of unfavored to favored pion fragmentation
functions. The analyzed data were taken in 2003 by scattering a 5.479 GeV electron beam on
proton and deuterium targets. The deep inelastic scattering region was limited to 2 < Q2 < 4
(GeV/c)2, W 2 > 4 (GeV/c)2 and the Bjorken variable was restricted to 0.2 < x < 0.6. The
final state hadrons are selected with a fractional energy z (= Eh/Eγ) in the range [0.2, 1] and
with small transverse momenta with respect to the virtual photon direction P 2

t < 0.2 (GeV/c)2.
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Finally the E00-108 experiment can not identify kaons and consequently do not provide kaon
fragmentation functions.

The COMPASS collaboration performed the extraction of fragmentation functions (this thesis)
using data collected by scattering a 160 GeV/c muon beam scattering off a deuteron target (6LiD).
The kinematic region was restricted to: Q2 > 1 (GeV/c)2, 0.1 < y < 0.9, 4 · 10−2 < x < 0.7 ,
W > 7 (GeV/c) and 0.2 < z < 0.85. COMPASS has the advantage of covering a wide kinematic
domain in addition to providing high statistics with respect to EMC and JLab. The results for
charged pion and kaon fragmentation functions versus z and (Q2,z) are presented and discussed
in chapter 9. They are shown in comparison with EMC and JLab results.

3.3.2 Parametrization for Fragmentation Functions
Besides the experimental extraction of fragmentation functions, another approach can be used
for their extraction. It consists in fitting experimental data collected by studying processes where
fragmentation functions are involved. The fit makes use of a LO or a NLO ansätze for the cross
section of the considered processes and for the fragmentation functions. In the existing fragmen-
tation functions analyzes the bulk of data used rely on electron-positron annihilation into charged
hadrons (LEP). These data have the advantage of being very precise due to the high statistics
measurements, however, they do not allow to disentangle quark from anti-quark fragmentation
functions. In addition, the gluon fragmentation is not constrained. Complementary information
on the quark fragmentation process are provided by proton-proton collision and deep inelastic
lepton-nucleon scattering processes. The inclusion of these processes yields a much more com-
plete picture of the quark fragmentation process since it increases statistics and weigh differently
the contributions of partons of different flavors. As a consequence, the individual quark and
anti-quark fragmentation functions of different flavors can be extracted.

Currently, different parametrization (QCD global analysis) for quark fragmentation functions
exist. They differ by the used data sets and by the assumptions they make in the analysis. A
summary of the existing parametrization is given in table 3.1 and followed by an overview for
some of the listed parametrization.

Parametrization (& corresponding authors) year Data sets
KKP (B. A. Kniehl, G. Kramer and B. Potter) [32] 2000 e+e−

KRE (S. Kretzer) [33] 2001 e+e−

DSS ( D. de Florian, R. Sassot and M. Stratmann) [34] 2007 e+e−, pp, SIDIS
HKNS (M. Hirai, S. Kumano, T. H. Nagai and K. Sudoh) [35] 2007 e+e−

AKK (S. Albino, B. A. Kniehl and G. Kramer) [36] 2008 e+e−, pp

Table 3.1: Existing parametrizations for quark fragmentation functions. The first column shows
the name of the parametrization and the corresponding authors. The second column is the year
of publication and the last one shows the data sets used.

3.3.2.1 Kretzer parametrization

A global fit of quark fragmentation functions for π± and K± was performed by S. Kretzer in
[33]. This fit includes high statistics e+e− annihilation data collected by SLD [27] at SLAC,
ALEPH [28] at LEP and by TPC [29]. The fragmentation functions were constrained to respect
the conservation laws (momentum and charge sum rules) as well as the charge conjugation and
the isospin invariance symmetries. In addition to the symmetries, the unfavored fragmentation
functions are assumed to be equal for both pions (Dπ+

ū = Dπ+

d = Dπ+

s̄ = Dπ+

s ) and kaons
(DK+

ū = DK+

s = DK+

d = DK+

d̄
). Further assumptions are made depending on each case (π or

K). The analysis was performed at Next-to-Leading order in the M̄S factorization scheme and
using the functional form for Dh

i (z, µ2
0) given by:

Dh
i (z, µ2

0) = Nh
i z

αhi (1− z)β
h
i (3.19)
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In the case of pions, the two favored fragmentation functions are assumed to be equal (Eq 3.20).
In addition, favored and unfavored fragmentation functions are assumed to be related via a
z-dependent term (3.21). As a consequence, only two FFs are fitted.

Dπ+

u = Dπ+

d̄ (3.20)

Dπ+

s = Dπ+

s̄ = (1− z)Dπ+

u (3.21)

In the case of kaons, the two favored fragmentation functions (DK+

u , DK+

s̄ ) are considered to be
related (Eq 3.22). Furthermore, the unfavored fragmentation function is related to the favored
one (Eq 3.23). Finally, three fragmentation functions are fitted.

DK+

u = (1− z)DK+

s̄ (3.22)

DK+

d = DK+

d̄ = DK+

s = (1− z)2DK+

s̄ (3.23)

The charm and bottom quark fragmentation functions as well as the gluon fragmentation func-
tions are fitted. They are parametrized using the same function form (Eq 3.19). Furthermore,
charm and bottom fragmentation functions are assumed to be equal for positive and negative
hadrons.

3.3.2.2 DSS parametrization

In Ref. [34] D. de Florian, M. Stratmann and R. Sassot (DSS) performed a global fit of fragmen-
tation functions for π±, K± and p/p̄. The data sets used in this fit include e+e− reaction data
from LEP, pp collisions data from the BRAHMS, PHENIX and STAR experiments at RHIC
and semi-inclusive deep inelastic scattering data from the HERMES experiment at HERA. The
measurements performed by the HERMES collaboration are charge separated and thus provide
the needed constraints on the valence quark fragmentation functions. The gluon fragmentation
function is well constrained with respect to the Kretzer case due to the use of pp collision data.
Similarly to the Kretzer case, the conservation laws as well as the charge conjugation are taken
into account. However, the isospin invariance is not respected. Individual fragmentation func-
tions for quark and antiquarks of all flavors as well as gluon fragmentation functions have the
same functional form given by:

DH
i (z, µ0) =

Niz
αi(1− z)βi

[
1 + γi(1− z)δi

]
B[2 + αi, βi + 1] + γiB[2 + αi, βi + δi + 1]

(3.24)

where B[a, b] is the Euler Beta-function and Ni represents the contribution of DH
i in the momen-

tum sum rule. Due to the limited number of free parameters that can be fitted from experimental
data, favored and unfavored fragmentation functions are assumed to be proportional. In the case
of pions, the two favored (unfavored) fragmentation functions are related with the proportion-
ality factor N (N ′) (Eq 3.25). As a consequence, two favored (Dπ+

u , Dπ+

d̄
) and two unfavored

(Dπ+

ū , Dπ+

s ) fragmentation functions are fitted.

Dπ+

u = NDπ+

d̄ , Dπ+

s = N ′Dπ+

ū (3.25)

In the case of kaons, since data are scarce and do not permit to discriminate different flavors, all
unfavored fragmentation functions are assumed to be equal (Eq 3.27). No assumption however
has been made for the favored fragmentation functions. This leads to two favored (DK+

u , DK+

s̄ )
and one unfavored (DK+

ū ) fragmentation functions to be fitted.

DK+

u , DK+

s̄ (3.26)

DK+

ū = DK+

d = DK+

d̄ = DK+

s (3.27)
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3.3.2.3 AKK parametrization

The AKK parametrization [36] refers to the global fit of fragmentation functions for π±, K±,
p/p̄, K0

S and Λ/Λ̄. This fit includes pp reaction data from the BRAHMS, PHENIX and STAR
collaborations at RHIC, pp̄ reaction data from the CDF collaboration at the Tevatron and e+e−

reaction data from LEP. The fragmentation functions are parametrized with the functional form:

Dh
i (z,Q2) = Niz

αi(1− z)βi(1 + γi(1− z)δi) (3.28)

The fragmentation functions are constrained by the conservation laws and symmetries. Further
assumptions have been made in each case (π or K) separately. For pions, all favoured frag-
mentation functions are assumed to be equal (Eq 3.29). The same assumption is made for the
unfavored non-strange (left hand side of Eq 3.30) and for the unfavored strange fragmentation
functions (right hand side of Eq 3.30). This leads to three unknown fragmentation functions.

Dπ+

u = Dπ+

d̄ (3.29)

Dπ+

d = Dπ+

ū , Dπ+

s = Dπ+

s̄ (3.30)

In the case of kaons, in addition to the charge conjugation symmetry, it is assumed that unfa-
vored non-strange fragmentation functions are equal giving rise to five unknown fragmentation
functions (Eq 3.32).

DK+

d = DK+

d̄ (3.31)

DK+

u , DK+

s̄ , DK+

s , DK+

ū , DK+

d (3.32)

3.3.2.4 HKNS parametrization

The HKNS parametrization provides fragmentation functions for π±, K± and p/p̄ by fitting
e+e− annihilation data with identified final state hadrons. The data with unidentified hadrons
are excluded to avoid any contamination to the π, K and p samples. All favored fragmentation
functions are assumed to be equal. Similarly all unfavored fragmentation functions are supposed
to be equal. As a consequence, in both pion and kaon cases, only two fragmentation functions
are fitted.

3.3.2.5 Comparison

A comparison between different LO parametrization at Q2 = 3.5 GeV/c2 is shown in figure 3.9
for pions and in figure 3.10 for kaons. In the case of pions, a relatively good agreement is found
among the different parametrization. For Dπ

u , KRE, DSS and KKP parametrization agree among
themselves within 20% while the HKNS parametrization differ by 40-50% at small z (< 0.45) and
by 80% at higher z. The same observation can be drawn in the case of d, ū and d̄ fragmentation
functions. For the strange quark s, however, the parametrizations differ by a factor of two at
small z (up to 0.45) and even more at higher z (0.45 < z < 1). For the the charm fragmentation
functions, similar distributions are obtained by the different parametrizations and agree within
40%-60% in the full z range. This result is not surprising since the same assumptions are made
in the charm sector in nearly all parametrizations. Note that the charm fragmentation function
is not given by the KKP parametrization.
In the case of kaons, the parametrization disagree for nearly all quark fragmentation functions
except for the charm case. This disagreement can be due the different assumptions used in
different parametrization and/or to the lack of experimental data in the kaon sector. Currently
the reason for the disagreement is not known, however, the most widely used parametrization is
the DSS because it is the only one that includes all existing data and covers the largest number
of reactions (pp collisions, e+e− annihilation, SIDIS reactions).
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3.4 Summary
Several models simulating fragmentation process have been developed and used in different Monte
Carlo simulations. The Lund model is the most widely used because it gives a rather complete
picture for the quark fragmentation into hadrons. In addition it gives a better description of
experimental data. It is used in the presented work.

The fragmentation functions distributions, which enter the computation of cross section for
hadron production, can be extracted from experimental data by assuming some functional form
with a certain number of free parameters. Several parametrization exist and differ by large
factors, in particular for kaons fragmentation functions. This observation highlights the need of
further experimental and theoretical studies. This work represents an experimental contribution
to the knowledge of the fragmentation (hadronization) process.
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Figure 3.9: Comparison of different LO parametrization for Dπ++π−

u , Dπ++π−

ū , Dπ++π−

d ,
Dπ++π−

d̄
, Dπ++π−

s and Dπ++π−

c ; the fragmentation functions values are evaluated at Q2 = 3.5

(GeV/c)2 using the FORTRAN code of each parametrization, in [55].
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Figure 3.10: Comparison of different NLO parametrization for DK++K−
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Chapter 4

The COMPASS experiment

COMPASS (COmmon Muon and Proton Aparatus for Structure and Spectroscopy) is a fixed
target experiment based at CERN and dedicated to the study of the nucleon spin structure and
the hadron spectroscopy. Several programs of measurements have been realized using muon and
hadron beams on various target types. The main goal of the COMPASS muon program was
the determination of the quark and the gluon polarizations inside the nucleon by measuring
spin asymmetries in processes sensitive to quark and gluon distributions. To accomplish these
measurements, the muon beam and the nucleon target must be both longitudinally polarized.
In parallel, by summing over the two polarizations, further measurements can be performed as
absolute cross sections, hadron production, quark fragmentation functions into hadrons,...The
main goals of the COMPASS muon program are about to be achieved and a new proposal for the
COMPASS II was accepted by the CERN SPSC [66]. The new physics program splits into several
topics which include the study of Generalized Parton Distributions (GPD) from Deeply Virtual
Compton Scattering (DVCS), the test of the chiral perturbation theory via Primakoff reactions,
the Drell-Yan (DY) and further measurements in hadron and light mesons spectroscopy. The
spectroscopy program aims to search for exotic states and to measure the pion polarizability.
This program requires a hadron beam which was used from 2008 and 2009 after a beam test in
2004.
The work presented in this thesis comprises results of two studies. The first one consists in de-
termining the quark helicity distributions from double spin asymmetries (chapter 6). The second
part, which is the most important part of this work, consists in measuring hadron multiplicities
(chapter 7) and quark fragmentation functions from unpolarized data. A detailed description of
the beam, the target and the apparatus is given in this chapter.

4.1 Polarized Beam

The COMPASS experiment is installed in the M2 beam line of the CERN SPS (Super Proton
Synchrotron) which can provide various high intensity beams. Initially, a primary proton beam
is accelerated in the SPS up to the energy of 450 GeV/c with an intensity of 1013 protons during
4.8s long spills, within a 16.8s long SPS cycle.
After the acceleration, the primary beam impinges on a beryllium target generating secondary
pions and kaons. The momentum selected pions and kaons are transported through a 600 m
long decay channel equipped by a hadron absorber . Along this channel, about 5% of pions
decay into muons and neutrinos. When operating with a muon beam, the remaining hadrons are
stopped at the end of the channel in the hadron absorber. A set of hodoscopes, forming the Beam
Momentum Station (BMS, figure 4.1) and located upstream of the experimental hall, perform
the measurement of the beam momentum with a precision of 0.5%. The muon momentum is
chosen to be around 90 − 94% of the central hadron momentum in order to provide the best
compromise between the muon flux and the polarization.
After the BMS the muon beam is focused on the COMPASS polarized target located in the
experimental hall. The nominal intensity of the beam is in average 2 · 108 muons per 4.8s SPS
spill. The beam is naturally polarized due to the parity violation of the π → µν decay channel.

47
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Figure 4.1: Schematic view of the Beam Momentum Station [53] (BMS) consisting of six stations
BMS01-06 of hodoscopes of scintillators.

In the pion rest frame, the polarization of the muon is 100%. In the laboratory frame, the muon
polarization is a function of pion (Eπ) and the muon (Eµ) energy and is given by the formula:

Pµ± = ±
m2
π +

(
1− 2EπEµ

)
m2
µ

m2
π −m2

µ

(4.1)

where the polarization sign refers to positive and negative muons. In average, the polarization
is of the order of (80± 4%), as calculated by the Monte Carlo simulation.

4.2 Solid Polarized Target
The COMPASS solid polarized target [53] was initially designed with two cylindrical cells - each
cell being 60 cm long with a diameter of 3 cm - separated by 10 cm. To obtain an isoscalar
target, the two cells are filled with a deuterated lithium (6LiD) which is considered as a 4He
nucleus (spin 0) and a deuteron (spin 1); the fraction of polarisable material is approximately
50%. For a proton target, NH3 is used and the fraction of polarized material is ∼ 18%. The
target is placed in the magnetic field produced by a superconducting system which consists of a
solenoid with a longitudinal field of 2.5 T and a dipole magnet providing a perpendicular field
of 0.5 T . The dipole field is used to reverse the target polarization as well as to hold the spin
direction transverse to the beam when needed (tranversity measurements).
The standard method used to polarize matter is based on the Zeeman effect. In a low temperature
(below 1 K) and a strong magnetic field, electrons spins are nearly 100% polarized while nuclear
spin polarization is negligible due to the small magnetic moment of the nucleons. The Dynamic
Nuclear Polarization (DNP) is used to reach a high level of nuclear polarization by tranfering
the high electron polarization to the nucleons. The polarized material is maintained in a high
magnetic field and at low temperature (50 − 70 mK) such that a high electron polarization
is achieved. The target is then exposed to the microwave radiation of energy required to flip
simultaneously the electron and the proton spins. Since the energy of the radiation depends on
the total spin state of the e−p system, the frequency of the microwave is selected according to the
required orientation of the nucleon spin with respect to the magnetic field. Within milliseconds,
the electron relax to a lower energy state in contrast to the proton which has a very low probability
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to change its spin due to its small magnetic moment. Once the nuclear polarization has achieved
a reasonable level (∼ 50% for 6LiD, ∼ 90% for NH3), the microwaves are switched off and the
temperature is reduced to 50 mK. The nuclear polarization can be maintained in this mode, the
frozen spin mode, for several days in the solenoid field. The target cells are polarized in opposite
directions to minimize the systematic error in the spin asymmetry measurement.

4.3 Spectrometer

The COMPASS spectrometer [53] allows to reconstruct the tracks of all particles involved in a
scattering event, i.e. the incident muon, the scattered muon and all final state hadrons. Since the
kinematic of a deep inelastic event is entirely reconstructed from the kinematics of the incident
muon and the scattered one, their tracks must be precisely reconstructed. In addition, a precise
kinematic reconstruction and an efficient particle identification are needed to study hadronic
final states. This is ensured by the two stages in the spectrometer (figure 4.2).

Figure 4.2: Sketch of the COMPASS spectrometer.

4.3.1 Track reconstruction

The spectrometer [53] consists of two main parts downstream of the target. Each one is built
around a dipole magnet with vertical magnetic field, preceded and followed by sets of tracking
detectors dedicated to the track reconstruction. The first part, i.e. the Large Angle Spectrometer
(LAS), is used to detect the low momentum particles (0.5 GeV/c < p < 5 GeV/c) emitted at
large angles with respect to the beam axis. It is equipped with a 110cm long magnet, the SM1
magnet, covering an angular acceptance of ±180 mrad. The second part, i.e. the Small Angle
Spectrometer (SAS), is dedicated for the detection of high momentum particles ( p > 5 GeV/c)
emitted at small angles. It includes the 4m long SM2 magnet which covers a 30 mrad angular
acceptance and a total field integral of 4.4 Tm. The two stages structure ensures a precise track
reconstruction for a large momentum range and large angular acceptance.
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The incident particle flux varies by several orders of magnitude in the different regions covered
by the overall spectrometer acceptance. In the region close to the beam, the detectors must have
a high particle rate capability with a spatial resolution better than 100 µm. In the regions far
from the beam, the spatial resolution requirement can be relaxed while large areas have to be
covered. In order to fulfill all requirements related to rate capability, spatial resolution, time
resolution as well as the size of the areas to be covered, different tracking detectors with different
techniques are used. The tracking detectors can be are assembled in three groups.

• The VSAT (Very Small Area Trackers) covers the most central area of 5× 5 cm2 around
the beam . The detectors must stand a high beam flux (which reaches up to 50 MHz/cm2).
In addition they must have excellent spatial and time resolutions. To match these re-
quirements six scintillating fiber (SciFi) stations, whose sizes vary between 4× 4 cm2 and
12×12 cm2, are distributed along the beam axis. Each station consists of at least two pro-
jections: horizontal and vertical. Three stations comprise an additional projection inclined
by 45◦.The detection efficiency was measured and found to be between 96% and 99% for
the various stations. The lower value is obtained in the high intensity region due to large
occupancy in the readout. The time resolution is found to be better than 500 ps and the
spatial resolution lies between 130 µm and 200 µm.

• The SAT (Small Area Trackers) is defined for distances larger than 2.5 cm from the beam
where the particle flux can reach up to 3 · 105 Hz/cm2. This region comprises detectors
characterized by high spatial resolution and low material budget, with an inactive zone in
the beam area. Two types of micro-pattern gaseous detectors (MPGD) have been chosen:
the Micromegas and the triple GEMs.

The Micromegas (MiCRO MEsh GAseous Structure) detectors were developed by the
CEA Saclay in collaboration with CERN and operated for the first time in the COMPASS
experiment. The concept of the micromegas detector is explained in chapter 5. Three
Micromegas stations were installed between the target and the SM1 magnet. Each station
comprises four planes (V, U, X and Y) and cover an active area of 40 × 40 cm2. The 12
detectors operate with a detection efficiency of a 98% and with a spatial resolution of100
µm.

The triple "GEM detectors" (Gas Electron Multiplier) is a gaseous detector consisting
of three amplification stages stacked on top of each other. They are built using three
GEM foils and a 50 µm thin foil of polyimide and an electrical insulator, covered with thin
layers of copper on both sides. The GEM holes, with an outer diameter of 70 µm and an
equidistant pitch of 140 µm, are etched into the copper and the foil, with a diameter of 70
µm. By applying a high potential difference between both sides of the foil, a high electric
field (of 50 kV/cm) is induced inside the holes (cf. figure 4.3). The GEMs operate with
a mixture of 70/30 Ar and CO2 and cover an active area of 31 × 31 cm2. The signals on
the strips are read out using the APV25 front-end chip. Their use is explained in chapter
5. 11 GEM stations are installed in the COMPASS spectrometer. They are assembled
in doublets of two detectors placed back to back and rotated by 45◦ with respect to one
another; each doublet measures four coordinates. At nominal muon beam conditions, the
GEM detectors operate with a detection efficiency of ∼ 97%, a spatial resolution of ∼ 70
µm and a time resolution of 12 ns. Both Micromegas and GEM detectors have central dead
zones with 5 cm of diameter.

• The LAT (Large Area Trackers) system is dedicated to the detection of large angle par-
ticles. Detectors with good spatial resolution and large areas are required. The LAT
comprises drift chambers, straw drift tubes and multi-wire proportional chamber.

In the initial COMPASS setup up to 2004, three drift chambers (DC) were installed in the
COMPASS setup; two DCs were installed upstream of the SM1 dipole magnet and one
other was installed downstream of SM1. Each DC has an active area of 180×127 cm 2 and
consists of eight layers which correspond to four projections: vertical (Y), horizontal (X)
and inclined by 20◦ (U) and by −20◦ (V) with respect to the vertical direction. In nominal
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(a) Simulation of the electric
field inside a GEM hole

(b) Cut through a typical GEM detector with penetrating
charged particle and propagating avalanche

Figure 4.3: Shematic view of a COMPASS GEM detector

beam conditions, the DCs operate with an efficiency of ∼ 95% and a spatial resolution of
270 µm. This value is due to the large halo which surrounds the high intensity beam and
to the large fringe field of the SM1 magnet.
Three stations of straw drift tubes are located after the SM1 magnet. Each station consists
of three detectors: one vertical, one horizontal and one rotated by 10◦ with respect to the
vertical one. Each straw detector has an active area of 323× 280 cm2 with a central dead
zone of 20× 20 cm2. The straw tubes operate at a high voltage of 1950 V, corresponding
to a gain of 6 · 104.
In the region downstream of the RICH up to the end of the setup, the particles are detected
by 14 multiwire proportional chambers (MWPC). Each chamber consists of two cathodes
separated by 16 mm and a wire plane characterized by a pitch of 2 mm. Three types of
MWPC are used in COMPASS. The first type consists of three layers of anode wire, one
horizontal and two inclined by ±10.14◦ with respect to the vertical axis. An active area
of 178× 120 cm 2 is covered by this type. The second type is similar to the first one with
an additional vertical wire layer. The last type covers a smaller active area of 178 × 80
cm2. The MWPCs operate with a detection efficiency of ∼ 99% and a spatial resolution of
about 600 µm. The three types have a central inactive area with a diameter that depends
on the location of the chamber along the beam axis.

Figure 4.4: Geometry of the COMPASS drift chambers.

The main characteristics of the tracking detectors (efficiency, spatial resolution and time resolu-
tion) used in the COMPASS setup are summarized in table 4.1.

4.3.2 Particle Identification
The COMPASS spectrometer is equipped with hadron calorimeters, RICH and muon filters. Two
hadron calorimeters measure the energy deposited by hadrons in order to discriminate between
hadrons and muons. The RICH (Ring Imaging CHerenkov) separate between pions, kaons and
protons. Finally, two muon filters, one in each stage, are used to identify muons.
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detector # of planes efficiency spatial resolution [µm] time resolution [ns]
SciFi 8 99 130-210 0.4
Silicon 2 - 8-11 2.5

Micromegas 12 97 90 9
GEM 22 97 70 12
DC 3 95 190 -

Straw 6 99 190 -
MWPC 14 99 1600 -

Table 4.1: Performances of the tracking detectors of the COMPASS experiment [53].

4.3.2.1 Hadron Calorimeter

Each stage of the spectrometer is equipped with a hadron calorimeter (HCAL) used to measure
the energy of the hadrons produced in the target. The hadron calorimeters also used in the
trigger system for semi-inclusive DIS events. Both calorimeters have a modular structure with
iron and scintillator plates. The first calorimeter (HCAL1), located in the LAS, has an active
area of 4.2 × 3 m2 with a central hole of 1.2 × 0.6 m2, used for the passage of the beam. The
second calorimeter (HCAL2) has an active area of 4.4 × 2.0 m2 with a central hole of 40 × 40
cm2.

4.3.2.2 Muon Filter

Muon filters are made of a hadron absorber preceded and followed by two sets of tracking stations,
used for the reconstruction of the muon trajectory. The first muon filter, located in the LAS,
consists of a 60 cm thick iron absorber located between two stations of MDTs (Mini Drift Tubes).
It has an active area of 5 × 4 m2 and a hole in the center of 1.5 × 0.8 m2. The second muon
filter, located in the SAS, consists of a 2.4 m thick concrete absorber preceded and followed by
two layers of drift tubes for the muon trajectory reconstruction.

4.3.2.3 The RICH detector

The use of the RICH detector is crucial for the analysis presented in this thesis, especially for
the kaon identification. The COMPASS RICH detector performs the hadron identification in the
momentum range from 2.5 GeV/c to 43 GeV/c. To match the overall spectrometer acceptance
requirement (±250 mrad × ± 180 mrad), a large photon detector surface, of 5.6 m2, was used.
The photon detectors are placed far from the beam axis and outside the spectrometer acceptance
in order to minimize the amount of material in the covered region, resulting in a large transverse
dimensions (6.6 × 5.3 m2). An opaque tube, with a radius of 5 cm and filled with helium, is
placed in the RICH central part crossed by the beam. Its role consists of absorbing the Cherenkov
photons emitted by the beam muons and the halo muons, which form a large background in the
reconstruction of the rings. A shematic view of the COMPASS RICH detector is shown in figure
4.5.

RICH Gas System

The RICH gas vessel is filled with C4F10 radiator gas. The latter is characterized by a refractive
index of n ∼ 1.0015 in the UV domain, which allows to separate between pion and kaon up to 50
GeV. The radiator gas is also characterized by its low chromaticity (dn/dE ∼ 5 · 10−5 eV−1 at 7
eV) and its transparency in the very UV, making it an optimal choice for particle identification
above 10 GeV. The water vapor and oxygen contamination of the C4F10 radiator gas affect the
light transmission in the UV domain due to their large UV light absorption cross section. This
problem is remedied by continuously circulating the gas in a closed loop circuit in order to remove
oxygen and water vapor traces as well as to keep an optimum transparency in the UV domain.
The cherenkov thresholds for different particles are given in table 4.2.
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Figure 4.5: Shematic view of the COMPASS RICH detector [53].

Particule threshold [GeV/c]
e 0.0
µ 1.9
π 2.5
K 8.9
p 16.9

Table 4.2: Cherenkov thresholds for different particle types when using C4F10.

RICH optical system

The optical system consists of two spherical focal surfaces with a radius of 6.6 m. Each focal
surface consists of 58 spherical mirror units with different forms (hexagons and pentagons) and
different sizes. The two focal surfaces cover a large area of 21 m2 and are placed outside the
spectrometer acceptance to minimize the material in the detection region. The rings produced
by incident particles are subject to a geometrical aberration due two limitations. Firstly, the
spherical focal surface is approximated by a plane surface of the photon detectors. Secondly
∼ 4% of reflecting surface is lost due to the clearance between adjacent mirrors. This aberration
has to be taken into account in the ring reconstruction. The mirror substrate is a glass of 7 mm
of thickness covered by 80 nm reflective layer of aluminium and 30 nm protective layer of MgF2.
The reflectance of the optical system was measured in the wavelength range [165,200 nm] and
found to be in the range 83-87%.

Photon detectors and readout system

The photon detection is ensured by eight multiwire proportional chambers (MWPC). Each cham-
ber consists of two segmented photocathode surfaces and an anode wire plane with 20 µm di-
ameter wires and 4 mm wire pitch. The photocathode is covered by a 500 nm thick CsI layer
to ensure the conversion of the Cherenkov photons into electrons. The MWPCs are filled with
methane (CH4) due to its transparency to photons in the full energy range. They are separated
from the gas vessel via 5 mm thick quartz windows. The anode wire plane is placed at 2 mm
from the photocathode. The eight photon detectors have a total of 82944 which are read by
front-end boards called BORA with 432 input channels each. They are coupled to the GASSI-
PLEX amplifier chips of 16 input channels each, and a readout time smaller than 500 ns.
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The RICH operated with this system until 2004. For the 2006 data taking, an important upgrade
of the RICH detector has been implemented in order to improve the RICH performances. Two
main limitations have been improved in the upgrade project. The first limitation was the high
electronic occupancy which degrades the signal-to-background ratio, in particular in the central
region. The second limitation corresponds to the large dead time of the GASSIPLEX chip.
These limitations were remedied using new technologies for the photon detection and the readout
systems.

• In the very central region of the RICH, the MCPC chambers were replaced by a new photon
detection system based on Multi-Anode Photo Multiplier Tubes (MAPMT). These new
devices have the advantage of increasing the number of detected Cherenkov photons which,
in turn, enlarges the momentum range of identified particles. The time resolution of the
new devices, of a few ns, allows to suppress the high background due to uncorrelated events
with the trigger. The new devices allows to detect visible photons in addition to the UV
ones. The number of photons per ring, detected with the new system, is larger than the
old one by a factor of four. The separation pion-kaon is possible up to 50 GeV/c with the
new system compared to 43 GeV/C for the old one.

• In the peripherally region (75% of the active area of the RICH), the MWPC chambers
continue to ensure the photon detection. The readout system, however, was replaced with
a new one based on the APV25 chip. The use of this new electronics allowed to reduce
the readout dead time. The time gate of the RICH was also reduced to 400 ns compared
to 3.5 µs for the old readout system. This resulted in a signal-to-background ratio, in the
central region where the halo is most important, a factor of 5-6 larger.

4.4 Triggering system

The large amount of data recorded by the COMPASS spectrometer requires a dedicated elec-
tronic systems to select events for which an interaction in the target has occurred within a high
particle fluxes (up to 2.108 muons per spill). For the muon program, the COMPASS setup covers
a wide kinematic domain starting from Q2 ≈ 0 up to the maximum allowed by the kinematics
of the order of 60 [GeV/c]2.

For relatively high Q2, the events are triggered using the information of the scattered muon
only. The latter has an energy loss and a non-zero scattering angle after the interaction. The
scattered muons are detected using at least two scintillator hodoscopes in order to determine the
muon scattering angle. The resulting hodoscope’s signals are then discriminated and fed into
a coincidence matrix which distinguishes between scattered muon tracks (positive coincidence)
and beam halo tracks (negative coincidence). In order to suppress events due to halo muons, a
veto system is added to the trigger system. The veto detectors are installed before the target
such that only muons which are away from the beam axis can produce a signal. Therefore, a
signature of a scattered muon is a positive coincidence in the matrix without any signal from the
veto counters.

At low Q2 the muon scattering angle is close to zero and the muon trajectory is very close to
the beam axis. In this quasi-real photon regime, several background processes contribute such
as elastic muon scattering off target electrons, radiative scattering off target nuclei as well as
halo muon scattering contributions. To suppress these background processes, an energy deposit
in the hadronic calorimeter in coincidence with the trigger is required (figure 4.6).

In order to select muons coming from events of different energies, four different sets of hodoscopes
are needed: the inner (H4I, H5I), the ladder (H4L, H5L), the middle (H4M, H5M) and the outer
(H3O, H4O) hodoscopes. The inner hodoscopes are the smallest ones and cover essentially the
low Q2 domain while the outer hodoscopes are the biggest ones and cover the region of high Q2.
Other trigger types exist as the veto trigger, the beam trigger and the random trigger. The data
taken with these modes of triggers are used to perform the detector calibration, the efficiency
study and the alignment.
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Figure 4.6: Concept of the COMPASS trigger for a quasi-real photo-production with high energy
loss [53]. The scattered muon leads to a positive coincidence in the coincidence matrix while the
halo muon gives rise to a negative coincidence.

The measurement of hadron multiplicities, presented in this thesis, requires the selection of
inclusive deep inelastic scattering events (Q2 > 1). Triggers using only the muon scattering
information are consequently used in the DIS event selection. They correspond to the outer
trigger and the inclusive middle trigger. They cover the high Q2 region (Q2 > 1) and the y range
from 0.1 to 0.9.

4.5 Data Acquisition System

The Data AQuisition (DAQ) system aims to record, for each triggered event, all data registered
by the detectors. All detectors are equipped with preamplifiers and discriminators. Upon the
arrival of a trigger signal (via the Trigger Control System), the data are transferred to readout
driver modules: CATCH and GeSiCA. These modules combine data from front-end cards to
readout-buffer PCs (ROB) via S-LINK. Event builders then merge the information of all sub-
systems for each trigger with an online filter. Events passing the filter are recorded into raw
data files, divided into 1-gbyte-sized chunks and recorded on tape remotely at the CERN central
data recording facility in the computer center. The architecture of the data acquisition system
is shown in figure 4.7.

Figure 4.7: Architecture of the COMPASS DAQ
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4.6 Event reconstruction
The raw data, recorded by the DAQ, are later processed by a reconstruction program named
CORAL (for COmpass ReconstructionAlgorithm Library) [40], resulting in DST (for Data
Summary Tapes) files.

Figure 4.8: A typical reconstructed DIS event in the COMPASS spectrometer, consisting of:
clusters (dark blue), charged particles (red), detector planes (black) and target (light green).

The CORAL program consists of reconstructing the primary vertex of the interaction, the tra-
jectories of the incident muon, the scattered muon and final state hadrons. For the track re-
construction, specific algorithms are used to decode the data registered by the detectors read
out channels and to translate them into hits in the corresponding detector plane. When the
information is provided by adjacent channels, data are usually combined into clusters of hits
using specific clustering algorithm. Then the data of several detectors are combined by fitting
the particle trajectories to the clusters. The spectrometer is divided into different zones where
straight tracks are reconstructed. For one track, different pieces reconstructed in different zones
are then bridged to form one continuous track. A global fit is then performed to determine the
tracks parameters. Figure 4.8 shows an event reconstructed by the event display in CORAL,
where single clusters as well as reconstructed tracks can be identified in the spectrometer.



Chapter 5

Micromegas Detectors

The Micromegas (Micro MEsh GAseous Structure) is a gaseous detector which has been de-
veloped by the CEA Saclay in collaboration with the CERN to operate in the in a high rate
environments (flux up to 500 kHz/cm2) with a spatial resolution better than 100 µm and with
a good time resolution. They have been used for the first time in the COMPASS experiment,
and play an essential role in the data reconstruction. The description of the Micromegas is
given in this chapter and comprises two parts: the first one introduces an historical view on the
gaseous detectors starting from the basic proportional counters up to the Micromegas micro-
structure detectors. The second part describes the study of the performance of a new generation
of Micromegas which were developed to fulfill the new COMPASS requirements.

5.1 Historical View on Gaseous Ionization Detectors
The first ionization detectors (ionization chamber, proportional counter and Geiger Müller counter) [63]
were developed in the late 1935’s. Although their simple concept of operation, they were not
used by nuclear and particle physics experiments and their use was limited to the radiation mon-
itoring. However, their basic principles of operation were adopted in the development of new
ionization detectors for high-energy physics experiments, with more sophisticated electronics and
data acquisition.

5.1.1 Gaseous Ionization Detectors
The basic concept of a gaseous ionization detector [63] consist on collecting charges from the gas
ionization produced by the passage of a charged particle. Three basic types of gaseous ionization
detectors were firstly developed: the ionization chamber, the proportional counter and the Geiger
Müller counter. They operate at different voltages but all of them have the same design which
consists of a thin metal wire stretched along the axis of a conducting cylinder. This latter is filled
with a suitable gas (figure 5.1), usually a noble gas is chosen. A difference of potential is then
created between the cylinder and the wire to which a positive voltage, relative to the cylinder, is
applied. A radial electric field is established in the system; it is maximum at the surface of the
wire anode and decreases as r−1 around the cylindrical cathode (right part of figure 5.1).
When a charged particle penetrates in the gas volume, a number of primary ionization occur
and consequently a number of electron-ion pairs is produced. The mean number of pairs created
is proportional to the energy deposited in the chamber. In the absence of electric field, positive
ions can be neutralized by recombination with electrons in the gas volume and no signal can
be detected in this case. However, when an electric field is applied, the electrons drift towards
the anode while the positive ions drift towards the cathode. When the electric field increases, a
larger number of pairs is then collected before they can recombine. At some value of the electric
field E0, all pairs will be collected and the produced signal does not change with the electric
field strengh. In this regime, the counter operates in the ionization chamber mode. Two
types of ionization chambers exist: the pulse counting ionization chamber where the pulses are
detected when charged particles traverse the chamber, and the integrating chamber in which the
pulses are added and the integral of the total ionization produced in a certain period of time

57
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Figure 5.1: The cylindrical coaxial geometry of the counter (left) and the shape of the electric
field around the anode (right) as a function of r; r measures the distance from the center of the
anode. (Illustration from [62])

is measured. An integrating ionization chamber are used as monitoring instruments to measure
large fluxes of radiation, as in COMPASS.

Increasing again the electric field above E0 allows the primary electrons to increase their en-
ergies between two collisions with the gas molecules. When their energies become larger than
the ionization potential, they produce secondary ionization in the gas volume and consequently
secondary electron-ion pairs are created. Secondary electrons are then accelerated by the electric
field, increase their energies and produce further ionization in the gas volume and so on. This
progressive multiplication of charges is called “avalanche”. It occurs entirely very close to the
wire where the electric is very strong, and allows to generate M electrons from the primary one.
The detected charge is proportional to the original deposited charge through the multiplication
factor M . This latter can reach 106 allowing to detect the signal. The counter is said to operate
in a proportional counter mode.

For even higher values of the electric field, the energy transferred by the electric field to the
electrons is sufficient to produce ionization as well as inelastic process like photon emission from
the desexcitation of the gas molecules. The photons then travel to parts of the chamber and cause
further ionization. A chain reaction of several avalanches diffuse along the entire anode. The
avalanches propagate in the counter such that the anode wire is fully surrounded by electrons
and ions. The output current saturates and a discharge occurs in the gas. The counter enters a
saturated mode which is defined as the Geiger-Müller counter operation mode.

5.1.2 Multiwire Proportional Chamber

Although the proportional counters are widely used in several domains (nuclear industry, medical
radiotherapy, ...), their use in nuclear physics experiments is limited due to their limited local-
ization accuracy. Using the same concept of a proportional counter, a new gaseous detector was
invented by G. Charpak et al. in 1967-68, called MultiWire Proportional Chamber (MWPC).
It’s basic design consists of a plane of parallel, equally spaced thin anode wires, centered between
two cathode planes. The gap between the anode wires and the cathode plan is normally three to
four times larger than the anode wire spacing. This latter is the most important geometrical pa-
rameter in multiwire proportional chambers because it determines the localization accuracy and
consequently the resolution. Figure 5.2 shows the typical structure of a multiwire proportional
chamber (left) and the field equipotentials and field lines of the electric field developed between
the two electrodes (right). Except for the region very close to the wires, the field lines are almost
parallel. The signal measured by one wire anode provides information along only one coordinate.
To measure the trajectory of an incident particle, a set of aligned chambers is needed.
These chambers can operate in high particle fluxes and have a spatial resolution of typically one-
half of the wire spacing whose typical value lies between 1 and 5 mm. Therefore for a MWPC
with 2 mm wire spacing, the spatial resolution is 1 mm. It can be decreased by using a finer
spacing; however a 1 mm wire spacing is already hard to operate due to the electrostatic forces
that make the anode wires in unstable equilibrium conditions [62]. The MWPCs are widely used
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Figure 5.2: Left: Structure of a multiwire proportional chamber. Right: Electric field equipo-
tentials and field lines (Illustration from [61]).

in high energy physics experiments; the COMPASS spectrometer comprises 34 planes. They have
however one limitation. In most of the gas volume, the charges liberated by ionization events
drift along the electric field lines: electrons to the anodes and ions to the cathodes. When the
avalanches takes place, the positive ions created are accumulated and provoke local modifications
of the electric field between the two electrodes. This reduces the gain in the corresponding area
of the detector and affect the total efficiency of the detector. Two solutions can be tested to
overcome this limitation. The first possibility is to reduce the inter-wire pitch; however this
parameter cannot be reduced below 1 mm due to mechanical and electrostatic limitations1 (see
[62]). The second possibility is to reduce the time of ion evacuation by reducing the gap between
the anodes and the cathodes. For this goal a new technique has been developed; it consists of
replacing the anode wires by strips printed on an insulating surface. By applying a difference
of potential, a high electric field is developed between the thin cathode and the anode strips
allowing for electron multiplication. A new detector MicroStrip Gas Chamber (MSGC) has
been constructed using this technique. Due to the small pitch, the spatial resolution can reach
35 µm. In addition, the fast collection of charges allows to stand high counting rates (flux up to
106 particles/mm2/s). Its gain however cannot exceed 104 limiting the avalanche multiplication;
this is due to breakdown on the insulating surface of the detector.

These limitations encountered in different structures and configuration pushed the studies to-
wards the creation of a new detector based on the same concepts with a different structure, the
Micromegas detector.

5.1.3 Micromegas Detector
The MICROMEGAS is a gaseous detector developed by G. Charpak, Y. Giomataris, P. Re-
bourgeard and J.P. Robert [60] in 1995. Its main feature (figure 5.3) is the presence of a mi-
cromesh electrode separating the gaseous volume into two spaces:

• The conversion space used to drift the ionization electrons resulting from the energy de-
position of an incident charged particle. It is limited between the drift electrode and the
cathode micromesh and has a thickness of few mm (cf. figure 5.3). A low electric field (of
∼ 1 KV/cm) must be applied in this space.

• The amplification space used to multiplicate the ionization electrons under the action of a
high electric field (50-100 kV/cm). It is limited between the cathode micromesh and the
anode and has a thickness of about 100 µm. The thickness of this amplification space is
chosen to be small in order to achieve a good spatial resolution and time resolution.

When a charged particle traverses the conversion space, its electromagnetic interaction with the
gas molecules creates a discrete number of primary ionization collisions which liberate electron-ion

1The anode wires in a multi wire proportional chamber are not in stable equilibrium condition. It has been
shown in practice that above a certain value of the operational voltage, the wires are unstable and and are
alternatively displaced.
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Figure 5.3: Basic concept of the Micromegas detector.

pairs in the gas. The electrons drift towards the micromesh electrode and reach the amplification
space where the high electric field (of 50 kV/cm) produces an avalanche. The structure of the
electric filed lines is presented in figure 5.4. The field lines followed by the electrons are com-
pressed into a small diameter in the middle of the openings of the micromesh. This configuration
ensure that electrons are transferred to the amplification space and then collected by the anode
microstrips while the positive ions are mostly collected by the micromesh electrode. A fraction
of the positive ions escapes to the conversion space. This fraction depends the ratio ε between
the electric field in the amplification space to that in the conversion space. For low values of ε,
the majority of the electric lines leaving the first electrode reach the micromesh and the electron
transmission in this case is very poor. At large ε values, however, most of the field lines pass
through the micromesh holes and reach directly the second anode electrode. The electron trans-
mission is fully reached and this case define the optimal operation of the device. The electric
lines followed by the positive ions are stretched from the anode to the micromesh to ensure a very
quick evacuation of the ion clouds. The ions drift a maximum distance of 100 µm and the width
of the produced signal is 100 ns, mush shorter than in standard multi-wires chambers (about few
µs).

Figure 5.4: Electric field lines in the Micromegas [61].
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5.2 Properties of a Gaseous Ionization Detector

Currently the ionization detectors are extensively used in high energy physics experiments. The
concepts of ionization process as well as the movement of electrons and ions in gases are of
special interest. Their understanding is extremely important as they affect many operating
characteristics of the detector. In the following sections, these basic concepts as well as some
properties of an ionization detector are reviewed.

5.2.1 Ionization and Excitation

When a charged particle penetrates in a gas volume, two kind of interactions with the medium
can occur [63]: the excitation and the ionization of the gas molecules. The excitation correspond
to a resonant reaction which requires the transfer of a specified amount of energy and where no
free electrons or ions are created. The ionization, however, requires unspecified but relatively high
energy transfer. In this reaction, a number of electron-ion pairs is generated. Primary electrons
can have an energy larger than the ionization potential of the medium and consequently produces
secondary electron-ion pairs and so on. Two characteristic quantities can be defined: the number
of primary ionization per unit length (Np) and the number of total ionization per unit length
(Nt). The number of primary ionization follows Poisson-like statistics and is linearly dependent
on the average atomic number of the gas Z. Each primary ionization produces 2-4 secondary
ionization. The primary and the total ionization numbers have been measured for most gases;
the experimental values of Np and Nt for minimum ionizing particles per unit length are given
in table 5.1 for some gases.

gas Z Np (cm−1) Nt (cm−1)
Ne 10 12 43
CH4 16 22 53
Ar 18 23 94
C2H6 30 41 111
CF4 48 51 100

Table 5.1: Number of primary ionization and number of total ionization for minimum ionizing
particles per unit length traversing a gas volume at 20 ◦C and 105 Pa (from [64]).

Finally, one must note that the mean energy required for electron-ion pair creation shows only a
weak dependence on the particle and the gas types.

5.2.2 Transport of Electrons and Ions in Gases

Many characteristics of an ionization detector are related to the motion of the electrons and ions
in gases [63]. A good understanding of this motion is very important to optimize the functioning
of the detector. Two important phenomena in the motion of charges in gases are highlighted:
diffusion and drift.

5.2.2.1 Diffusion

In the absence of an electric field, the electrons and the ions created from ionization diffuse from
their point of creation uniformly. During their passage through the gas, they loose their energy
due to multiple collisions with the gas molecules. They reach a thermal equilibrium with the
gas and therefore recombine. The distribution of charges after diffusion is a Gaussian shaped
distribution with a root mean square:

σ =
√

2Dt (5.1)

where D is the diffusion coefficient (Eq.5.3) and depends on the gas type.
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5.2.2.2 Drift

Under the action of an electric field, the electrons and the positive ions are accelerated along
the field lines towards the anode and the cathode respectively. The multiple collisions with the
gas molecules limits the average velocity of the charge along the field direction, also called drift
velocity. Together with the value of the electric field E, the drift velocity u define the so called
mobility of a charge moving in a given gas by

µ = u/E (5.2)

For ions, the value of the mobility depends upon the ion nature and the gas type. Since their drift
velocity is proportional to the electric field E. As a consequence, their mobility µ is independent
of E. It depends however on the collisions cross section which is constant if the energy of the
ions does not change with the electric field value. Since the energy transferred to the ions by the
electric field is negligible compared to their thermal energy, their mobility is constant. It was
measured and found to be about 1 cm2 V−1 sec −1. For electrons the mobility is not constant.
Due to their small mass, electrons can increase their energy between collisions with the gas
molecules under the action of an electric field. In addition it has been found that for some gases,
the collision cross section varies very strongly with the electric field. As a consequence, the
shape of the energy distribution changes and the average energy can exceed the thermal energy
by several orders of magnitude at high fields. This result in an E dependent diffusion coefficient
defined by

D

µ
=
kT

e
(5.3)

where e denotes the electric charge. For some gases, called “fictitious gases”, the energy of
electrons does not increase with electric field and electrons remain very close to the thermal
limit. In these cases, the electron velocity is independent of the electric field. The diffusion of
charges in a time t over a length x follow a Gaussian distribution with a standard deviation given
by

σ =

√
2Dx

µE
=

√
2kTx

eE
(5.4)

A small diffusion coefficient is consequently needed for a best accuracy. For 1 cm drift under the
influence of an electric field of 1 kV/cm, σ ∼ 100µm for “fictitious gases” while σ can reach 1 mm
for other gases (more details can be found in [62]).

5.2.3 Avalanche
The charge multiplication in ionization detectors is conditioned by the amount of energy gained by
the primary electrons from the accelerating electric field. A sufficient energy allows to produce
secondary electrons which can produce tertiary ionization and so on. The total number of
electrons created from the primary one allows to define the so called multiplication factor. The
number of electrons that can be created from n primary electrons traveling in a uniform electric
field in a path dx is

dn = nαdx (5.5)

where α2 represents the probability of ionization per unit lenght. It is defined as the inverse of
the mean free path of the electron and called first Townsend cofficient. By integrating Eq. 5.5,
one obtains the total number of electrons created in a path x. This leads to the definition of a
fundamental property of a gas detector which is the multiplication factor M , also called gain.

n = n0e
αx ⇒ M =

n

n0
= eαx (5.6)

To calculate the multiplication factor, the dependence of α on the electric field must be known.
Various theoretical models have been developed to describe this dependence. A simple model for

2In the case of nonuniform electric field, α is a function of x.
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Figure 5.5: Avalanche Formation.
Since electrons are faster than ions due
to their higher masses, the avalanche
has a drop-like shape where the ions
are left behind the electron front.

α is given in Eq.5.7, where P is the gas pression and A and B are constants which characterize
the gas.

α

P
= Ae−BP/E (5.7)

In summary, some of the basic processes used in a gaseous ionization detector were reviewed. The
ionization mechanism, on which the ionization detector is based, was firstly presented. It consists
of creating electron-ion pairs in a gas volume. The mobility of the created charged particles in
the gas volume was then discussed and the two most important phenomena were reviewed: the
diffusion and the drift. Finally the gain of a detector, which is a very interesting characteristic,
was defined.

5.3 Micromegas of COMPASS
The COMPASS spectrometer comprises 12 Micromegas detectors installed next to the target
and contribute to the detection of small angles particles. They are grouped in three stations of
four detectors each, allowing to measure four coordinates: X (0◦), Y (90◦), V (-45◦) and U (45◦).
They are characterized by an amplification space of 100 µm and an ionization space of 5 mm.
This latter has been changed to 5 mm in 2006 in order to reduce the gain when running with
hadron beams. Each detector has an active area of 40× 40 cm2 with an inactive zone of 5 cm of
diameter in the beam area. Figure 5.6 shows one station with four plans.

(a) XY Doublet (b) UV Doublet

Figure 5.6: Micromegas detectors in the COMPASS spectrometer

5.3.1 Construction
The anode copper strips, with a thickness of 7 µm and a width of 250 µm are printed on a 100
µm thick epoxy foil. They are extended beyond the active area by 30 cm to shift the electronic
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cards beyond the Micromegas acceptance in order to reduce the material budget. The strips
have a pitch of 360 µm in the central region, where the electronic occupancy is too large, and of
420 µm in the peripheral region. The foil is glued on a supporting panel consisting of a 5 mm
thick fiber honeycomb, which in turn is glued on a 100 µm thick carbon epoxy foil. This step is
required to improve the rigidity of the anode foil. Further details can be found in [65].

To define the amplification space, cylindrical spacers, made of photoresist with a thickness of 100
µm and a width of 150 µm, are fixed to the anode strips. The strips located in the center of the
detector stand the highest intensity muon beam and consequently are subject to large electronic
occupancy. To overcome this limitation, a thin coverlay photoresist disk with a diameter of 5
cm was introduced in the amplification space. The conversion space is limited between the drift
electrode and the micromesh. Each of them is an electroformed nickel grid3 and both are glued
on a glass fiber support with a thickness of 4 µm which defines the conversion gap. The voltage
applied on the amplification gap lies in the range [400,420 V] giving rise to a gain in the range
[3000,6000]. Finally the mass of the device is less than 500 g.

5.3.2 Choice of gas mixture

The most critical issue in an ionization detector is the choice of a filling gas. It is dominated
by several factors as low voltage, high gain and high rate capability. Since a pure gas cannot
fulfill all these requirements, a gas mixture is instead used. Usually noble gases are chosen be-
cause they require the lowest electric field intensities for avalanche formation, in particular the
argon due to its higher ionization capability and its lower cost. However noble gases provoke
continuous discharge for gains larger than 103. This is due to the high energy photon emission
by excited atoms formed in the avalanche. The photons cause further ionization and further
avalanches. The solution to this problem consists of adding polyatomic gas, such as methane.
Its molecules play the role of quenchers, i.e. they absorb the radiated photons and dissipate
their energy through dissociation or elastic collisions without producing further ionization. Only
a small amount of polyatomic gas is sufficient to increase the detector gain by a factor of 103.

Previous studies [65] have been performed to determine the optimum gas mixture for a best
functioning device. The suitable mixture consists of 80% of Neon, 10% of ethane (C2H6) and
10% of fluorocarbone (CF4). Three choices of quenchers were tested and the ethane was finally
chosen because it tends to reduce the time needed for ion evacuation. These studies have shown
that the inclusion of CF4 into the gas mixture tends to increase the drift velocity u of electrons
resulting in an improvement of the spatial resolution by 30% and the time resolution by a factor
of 2.

5.3.3 Read-out Electronics

The signal, formed on the anode wires, is first amplified, then discriminated and finally digitized.
The read-out electronics consists of SFE16 amplifiers/discriminators [65] (16 channels per card)
associated to F1 Time-to-Digit Converter [63] (TDC) board (64 channels per board).

5.3.4 Micromegas performances

The twelve Micromegas detectors are characterized by a relatively good detection efficiency;
which is better than 98% at low beam intensities (∼ 106 particle/spill) and decreases to 96%
for higher beam intensities (∼ 108 particle/spill) due to the large electronics occupancy. Their
spatial resolution lie in the range [90, 100 µm] in nominal high flux. The properties of the present
micromegas, recently evaluated in [68], are summarized in table 5.2.

5.3.5 Performances in hadron beam conditions

During the built up of the new prototypes, the Micromegas detectors were used to test their
functioning [69], especially the gain stability as well as the discharge rate, with the high flux

3The nickel was replaced by copper In 2006
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Station Plan Angle z position [cm] ε σs[µm] σt[ns]
MM01 MM01V1 -45◦ 141.5 0.953 97 13.8

MM01U1 45◦ 142.5 0.950 107 13.7
MM01X1 0◦ 150.4 0.959 91 13.2
MM01Y1 90◦ 151.3 0.0957 97 14.8

MM02 MM02V1 -45◦ 191.0 0.954 91 12.1
MM02U1 45◦ 192.0 0.917 122 12.7
MM02X1 0◦ 200.8 0.945 109 17.1
MM02Y1 90◦ 201.8 0.923 89 16.9

MM03 MM03V1 -45◦ 240.2 0.935 138 14.2
MM03U1 45◦ 241.3 0.962 144 15.3
MM03X1 0◦ 249.8 0.960 201 16.8
MM03Y1 90◦ 250.8 0.950 96 14.1

Table 5.2: Efficiency (ε), spatial resolution (σs) and time resolution (σt) of the twelve planes of
the Micromegas detectors. For each plane, the name is given in the second column, the angle in
the third column and the position along the beam axis in the the fourth column. MM denotes
the word Micromegas.

hadron beam in 2008. For this purpose, two detectors were shifted by 60 mm such that the
beam cross their active area. In order to maintain a reasonable discharge rate, the gas mixture
of the detectors was tuned to a combination of 85% of Neon, 10% of C2H6 and 5% of CF4. In
addition the voltage applied on the mesh was reduced to 390 V instead of 400 V in the case
of muon beam. With a hadron beam of 4 · 106 particles/s on a 40 cm liquid hydrogen target
the maximum counting rate reaches 130 KHz/channel compared to 230 KHz/channel with muon
beam of 107 particles/s. In addition, the discharge rate was found to be 0.2-0.3 discharges/s
while no discharge was seen with the muon beam. The detection efficiency was measured for the
channels which were crossed by the beam and found to be less than 90%. The loss of ∼ 6% is
entirely due to the electronics occupancy since the gain remains unchanged at the highest hadron
beam flux.

5.4 New Pixelized Micromegas

To perform the measurements proposed in the COMPASS II proposal, very high hadron beam
intensities are required. Since the present Micromegas detectors cannot stand these high hadron
beam intensities, some effort has been done to overcome their limitations. A new generation of
these instruments has been developed to fulfill the new COMPASS requirements which can be
summarized by the following items:

• New detectors must stand very high hadron beam intensities.

• New detectors must have lower discharge rate (factor of 10-100) than the present detectors.

• The central region of the new detectors must be active and equipped with pixelized readout.

• The read-out electronics must be lighter than the present ones although the increased
number of channels in the new generation of detectors.

• New detectors must be more robust than the previous ones.

In 2009 data taking, two prototypes were built and placed across the COMPASS beam line
to study their operating performances in the COMPASS experimental conditions. The main
characteristics of the new detectors are given in the following sections.
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5.4.1 Pixelized Read-out in the central region

The acceptance of the new detectors must cover the central region (beam area) where the beam
flux is very high, of the order of 200 KHz/mm2. The trivial choice would be a read-out with
strips. Under a beam flux of 500 KHz/cm2, the hit rates of a read-out strip is of the order
of 150 KHz/channel resulting in a detection efficiency of 96% in the active zone of the present
detectors. In the central region, one expect a hit rates of the order of 500 KHz/channel leading
to a deterioration in the detection efficiency due to the largest electronic occupancy.

(a) Photograph of the fully equipped Pixel Mi-
cromegas detector prototype

(b) Shematic view of the read-out prototype.
The active area is the 10 × 30 cm2 in the middle
and the pixels in the very center

Figure 5.7: Pixelized Micromegas detectors tested in 2009

A suitable solution is to use a pixelized read-out, each pixel has an area of 1 mm2. This has the
advantage of reducing the hit rates to 200 KHz/cm2 instead of 500. In summary, the read-out of
the tested prototypes (figure 5.7) consists of two parts. A pixel part in the center with a size of
3.2×3.2 cm2, and a strip part of an overall 10×30 cm2. The pixel plane comprises 32×32 pixels
and the strips plane comprises strips with two sizes: 30 cm long strips which cover the complete
active area and 50 cm long strips which had to end at the pixels. This design was taken by
the CEA Saclay from an original one developed by the Technische Universität München (TUM)
group.

5.4.2 Read-out electronics

A total number of 1536 channels (1024 for pixels and 512 for pixels) have to be read out for one
detector. In this case, the number of electronic cards required increases by a factor of 1.5 with
respect to the present detectors. The use of the current electronic cards is discarded due to two
main reasons. Firstly the geometrical space needed for one card is quite important. Secondly,
the power consumption per detector is relatively high, of the order of 500 W and requires a high
cooling power.
These two limitations push the choice towards the APV25 chips [67]which were developed for
the CMS4 silicon trackers. The chip has 128 channels, each one containing a preamplifier and a
shaper of ∼ 150 ns peaking time, followed by a memory to which the analog values are sampled
at 40 MHz. An important feature of the APV is its pipeline which saves up to 160 25 ns-spaced
analog samples for each channel. The chip can operate in three modes: peak mode, in which the
output sample corresponds to the peak amplitude following a trigger, deconvolution mode where
the output corresponds to the peak amplitude of the APSP5 deconvolution filter and multi-mode
where three samples are read out following a trigger. The samples will be multiplexed into one

4Compact Muon Solenoid, one of the Large Hadron Collider (LHC) experiments
5Analog Pulse Shape Processor, http://www.hephy.at/user/friedl/html/node34.html
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analog output stream per APV chip and sent to a digitization card. To calculate the time at
which he particle crossed the detector with respect to the trigger, the shape of the signal must
be known. To reconstruct the signal shape, the three samples must sit on the rising edge of the
signal. Figure 5.8 shows the signal sampled by the APV where the optimal positions of the three
samples (amp0, amp1, amp2) are illustrated too.
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Figure 5.8: Processed samples for a typically shaped signal

In total, one detector read-out need 16 APV25 chips, each one placed on an APV card. The 16
APV cards are then connected to one ADC6 board which can process 2048 channels.

5.4.3 Pixelized Micromegas Prototypes

The first test of pixelized Micromegas was performed in 2009 using two prototypes. Both consist
of 32 × 32 mm2 of 1 mm2 pixels in the central area surrounded by strips in the rest of the
active area. The first prototype was built using a copper mesh and mounted with the usual
technology and the second one was built using the new bulk technology (section 5.4.3.2). While
the first prototype was used to test the concept of pixelizing the Micromegas detector, the second
prototype was used to estimate the impact of the new technology on the detector performances,
especially its gain, spatial resolution and its discharge rate. A detailed description of each
prototype is given in the following.

5.4.3.1 Copper mesh prototype

This prototype was included into the COMPASS setup during the 2009 data taking with hadron
beams. It is characterized by a 5 µm thick copper mesh with an amplification gap of 100 µm.
With a hadron beam of 4 · 106 particles/s and a potential of 390 V on the amplification space,
the discharge rate was estimated to be 0.2 − 0.3 discharges/s. This result was expected from
previous tests that have been made on the twelve present detectors with the same hadron beam.

5.4.3.2 Bulk prototype

The choice of a new technology was essentially made to improve the robustness of the detectors.
In addition it allows to avoid several issues that are encountered with the present Micromegas,
like the gluing defaults, the impurities below the mesh as well as the tightening of the copper
mesh. The new technology consists of a woven stainless steel mesh laminated to the board
between two photosensitive coverlays. To draw pillars on the coverlays, an UV insulation with
appropriate masks is applied.

6Analog Digital Converter
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5.5 Performances of Micromegas prototypes

The performances of a given detector can be summarized in three operating characteristics:
detection efficiency, spatial resolution and time resolution. The measurement of these properties
has been performed for two prototype detectors (copper mesh and bulk prototypes). Both
detectors were placed in the COMPASS spectrometer during 2009 physics data taking. The
definitions for detection efficiency, spatial resolution and time resolution, as well as the obtained
results, are given in the following .

5.5.1 Data Selection

To study the performance of a given detector, one needs a sample of tracks whose position and
time of passage are known. Their precise knowledge is very important not only for a precise
determination of the efficiency and the spatial resolution, which can be the most affected by bad
tracks, but also in different analysis where the hadronic final state is involved. The examined
prototype was not included in the CORAL reconstruction procedure to avoid any bias to the
performance study. The data used in this study were taken by scattering a 160 GeV/c muon
beam off a proton target (NH3) in order to study the DVCS7 process.

The selected tracks are subject to different kinds of cuts. At first, only tracks which have their
momentum > 0.5 GeV/c are selected. A χ2 cut is also applied to select tracks reconstructed with
a reliable precision. The last coordinate8 of the particle track is required to lie after the SM1
magnet to ensure that the selected track fall inside the acceptance spectrometer. In addition,
the track is required to extend both upstream and downstream the examined detector. Finally,
the track must be correlated to the trigger time to avoid any contamination of the sample by
pileup tracks. The effect of the applied cuts on the statistics is shown in table 5.3. The track
distributions as a function of some variables (χ2/Ndf, last Z coordinate, momentum and time)
are shown in figure 5.9.

Cuts Strips pixels
No cuts 11543946 11543946
track has momentum 4986419 4986419
|P | < 0.5 GeV/c 4986322 4977405
χ2/Ndf 4293283 4286295
ZLast 2173725 2173576
|t| < 2 ns 776481 776415
Ndf > 8 765268 678470
Zmin 691222 611764

Table 5.3: Effect of the selection criteria on the statistics. The numbers of tracks correspond to
one run of data taking at high beam intensities (∼ 2 · 108 particles/spill).

5.5.2 Detection Efficiency

The detection efficiency ε is the most important characteristic of a tracking detector. It is defined
as the fraction of the total number of tracks which are detected by the device. To measure it,
the starting point consists on determining the so called apparent efficiency εapp defined as the
ratio of the number of detected tracks to the total number of tracks that crossed the detector:

εapp =
N

Ntot
=

# of detected tracks

# of incident tracks
(5.8)

7DVCS (for Deeply Virtual Compton Scattering is a physical process used to study the generalized parton
distribution functions (GPD)

8The last coordinate of a track corresponds to the Z coordinate of the last hitted detector.
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Figure 5.9: Properties for the sample of tracks used in the performances analysis. Red lines
correspond to the selection limits. Distributions for the χ2 distribution (top left), the coordinate
of the last measured hit (top right), the momentum of the hadron (bottom left) and time of track
with respect to the trigger (bottom right).

A track is marked as detected if a cluster9 can be found inside a circle with a certain road width
around it, which is generally a multiple of the spatial resolution. For a certain value of the road
width, one cluster may be associated to more than one track, like in the reconstruction procedure.
By increasing the road width around the track, the number of combinations of uncorrelated track
and clusters increases leading to an overestimate in the apparent efficiency. As a consequence,
the latter depends on the road width. The real detection efficiency ε, however, does not depend
on the road width and is affected by the background. The latter may be created from noise in
the electronics or may be caused by other particles that crossed the detector shortly before the
triggered event. The probability to find at least one cluster within the road width around the
track that is uncorrelated to the track is called background probability pb and contributes to the
apparent efficiency as follows:

εapp = ε+ pb(1− ε) ⇔ ε =
εapp − pb

1− pb
(5.9)

The determination of the background is the most critical point in the detection efficiency deter-
mination. It is done on a track by track basis. For each track, two sets of hit clusters with all
needed information (position, time, amplitude, ...) have been created. The first one contains all
"good" clusters, i.e. clusters that are created by the tracks of the examined event. The second
set is used to simulate the background and contains clusters which are uncorrelated to the tracks

9For a given detector plane, the signals handled by individual readout channels are translated into hits using
specific algorithms. The information coming from adjacent channels is often combined to clusters. The clusters
thus can be interpreted as space points.
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of the examined event. It is created from the clusters of another event which is independent of
the examined one. Once the background probability is evaluated, the real efficiency is calculated
according to Eq. 5.9. This method is used to calculate the detection efficiency for both strip
and pixel areas. To determine the detection efficiency, two parameters have to be optimized: the
road width and the high voltage. In the following the results for the copper prototype will be
presented. Results for the bulk prototype are grouped in another section.

5.5.2.1 Road Width selection

The detection efficiency has been computed for different road widths in order to select the
optimal value. The resulting efficiencies are shown as a function of the road width in figure
5.10(a) (5.10(b)) for the strip (pixel) area. They have been calculating using data taken with a
high intensity muon beam (∼ 2 · 108 µ/spill).
For the strip area, the efficiency plateau is reached at a road width of 0.5 mm. The detection
efficiency for the 15 cm long strips reaches a maximum value of 98% while the efficiency of the
30 cm long strips reaches only 94%. This difference is due to the large occupancy for the 30 cm
strips, which is 30% larger than that of the 15 cm long strips. For the pixel area, the efficiency
reaches its maximum of 98% at a road width of 0.8 mm. These optimal values of the road width
will be used in the following.
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Figure 5.10: Road width dependence of the efficiency for the strip and the pixel areas for the
voltage settings 410 V in high intensity muon beam.
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5.5.2.2 High Voltage Scan

The efficiency has been computed for different high voltages on the mesh, varying from 360 V to
420 V in steps of 10 V, in order to determine the optimal high voltage at which the detector is
fully efficient. The high voltage applied on the drift electrode is fixed at 840 V. The dependence
of the efficiency on the high voltage is shown for both strip (figure 5.11(a)) and pixel figure
(5.11(b)) areas.
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Figure 5.11: High voltage dependence of the efficiency in high intensity muon beam.

For the strips (15 cm and 30 cm) the detection efficiency reaches a maximum value of 96% in high
beam intensity at the high voltage 410 V. This result is compatible with the detection efficiency of
the present micromegas (section 5.3) under the same conditions. The low obtained value of 96%
is mainly due to the 30 cm strips contribution. The electronic occupancy for these strips is larger
by ∼ 30% than for the 15 cm strips due to their larger size. As a consequence their detection
efficiency reaches only 94% at the nominal voltage while it reaches 98% for the 15 cm strips. The
dependence of the detection efficiency on the voltage settings is shown in figure 5.11(a) for each
type of strips. For the pixel area, the efficiency plateau is reached at the same high voltage with
a value of 98% (cf. figure 5.11(b)). The apparent efficiencies (εa), the backgroud probabilities or
occupancies (pb) and the real efficiencies (ε) are given in table ?? for the strip and the pixel areas.

Using the optimal values of the road width and the high voltage (410 V), the two dimensional
detection efficiency is estimated and shown in figure 5.12 for the strip and for the pixel areas;
the corresponding background probability is shown as well. They are estimated in high intensity
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muon beam. Under these conditions the background probability is found to be important in
both cases (strip and pixel) and its correction is needed in the efficiency estimation. Several
observations and remarks can be made for figure 5.12:

• The background probability estimated in the strip area is larger than that estimated in the
pixel area, leading to lower efficiency for the strips.

• For strip area, the detection efficiency estimated in the 15 cm long strip area is larger than
the one estimated in the 30 cm strip area. In parallel, the background probability is lower
for the 15 cm strip are than for the 30 cm strip area.

• For pixels, one expect to have a square detection surface instead of the hourglass detection
surface. This form is due to the limited number of pixel readout.

• Several strips and pixels with low efficiency can be seen due to high electronic noise. Such
regions as well as the peripheral area will be discarded in the average efficiency calculation.
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Figure 5.12: 2-dimension detection efficiency ε (left) and background probability pb (right) for
the strips (top) and for the pixels (bottom) evaluated at 410 V in high intensity muon beam.

The two dimensional efficiency for two extreme values of the high voltage (370 and 410 V) is
shown in figure 5.13 for the strip and for the pixel area. As previously shown in figure 5.11(a),
the device is fully efficient at the nominal voltage 410 V.

5.5.3 Spatial Resolution
A second important characteristic of a detector is its spatial resolution. It is defined as the
uncertainty on the position measurement of a particle that crosses the detector plane. It can be
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Figure 5.13: 2-dimension detection efficiency in strip (left part) and pixel (right part) areas
versus u and v measured coordinates at 370 V (upper row) and at 410 (lower row).

calculated using the so called "residual" distribution. For this purpose, each track in the exam-
ined sample must be extrapolated to the detector position and then rotated into the coordinate
system of the corresponding plane. The “residual”, defined as the difference between the known
position of a reference track uTrack and the spatial position of a cluster uCluster recorded by the
detector and associated to this track, is then calculated.

∆u = uTrack − uCluster (5.10)

In the case of strips, only one coordinate (u) is measured and consequently one residual distri-
bution is obtained. In the case of pixels, two coordinates (u & v) are measured for one cluster
leading to three residual distributions: one dimensional distribution for each projection and one
distribution for the radial coordinate (r =

√
u2 + v2). The residuals are calculated for all possible

combinations of tracks and clusters resulting in a Gaussian shaped distribution with a flat back-
ground, which reflects the contribution of uncorrelated track-cluster pairs to the distribution. In
the ideal case, the width of the residual distribution σresidual represents the spatial resolution
along this coordinate. However σresidual is subject to two main effects. At first, a bad alignment
of the detector, like a shift along the beam axis or a rotation around it, may affect the width
of the residual distribution. This wrong position effect can be accounted for by performing a
rotation of the detector plane in the corresponding direction. The second effect corresponds to
the track reconstruction error σTracking associated to the finite spatial precision of detectors used
in the reconstruction procedure. This quantity has to be deconvolve from σresidual in order to
estimate the spatial resolution (σ) of the detector, according to Eq. 5.11
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σ =
√
σ2
residual − σ2

Tracking (5.11)

The residual distribution cannot be fitted with a single Gaussian10 because in this case a small χ2-
probability is obtained. A combination of two Gaussian (g1(u) & g2(u)) with a flat background
is used instead:

∆u = C1 exp

(
− (u− ū1)2

2σ2
1

)
+ C2 exp

(
− (u− ū2)2

2σ2
2

)
+ CBG (5.12)

The width of the residual distribution is calculated from the standard deviations of both Gaussian
weighted with their integrals.

σresidual =
C1σ1 · σ1 + C2σ2 · σ2

C1σ1 + C2σ2
(5.13)

5.5.3.1 Results for Pixelized MM (copper mesh prototype)

The residual distribution along the measured coordinate (∆u) is shown for the strips at the nom-
inal voltage 410 V in figure 5.14(a). The corresponding fitted function (Eq. 5.12) is displayed
in blue and the two Gaussian contributions are displayed in red (g1) and in green (g2). The
obtained σresidual is then corrected for the tracking contribution (σtracking ∼ 48 µm) according
to Eq. 5.11. The final spatial resolution is of 93 µm. This result is better than the expected
value of 114 µm (strip pitch/

√
12). In figure 5.14(b) is shown the residual distribution (∆u) as

a function of u. A very small dependence of the residual on the position is seen hinting towards
a problem with the alignment for this detector plane.

For pixels, the residual distribution corrected for the background contribution is shown for both
u (figure 5.15(a)) and v (figure 5.15(b)) projections, at the nominal voltage. In this case, the
obtained distributions are not Gaussian shaped and σresidual is taken as the root mean square
of the distribution. Corrected for the tracking contribution σtracking, the spatial resolution σ is
found to be 282 µm for both u and v projections.
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Figure 5.14: (a) Residual distributions for the strips for the voltage settings 410 V. (b) The
residual distribution as a function of the measured coordinate.

10In principle, every cluster size have a slightly different residual than other sizes. As a consequence, one has
to use one Gaussian for every cluster size.
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Figure 5.15: Residual distributions for the pixel plane for the detector settings 410 V for both
projections: u (a) and v (b). The root mean square of these distributions correspond to the
spatial resolution.

5.5.3.2 Dependence on the voltage settings

The dependence of the spatial resolution on the high voltage is presented in table 5.4 for both
strips and pixels. Its was found to be similar for the strips and the pixels. At low voltages, the
cluster might contain only one hit in one strip or one pixel. By Increasing the voltage, the gain
of the detector increases resulting in bigger charge clouds and consequently more responding
channels, which improves the position measurement. This explanation can be illustrated in the
cluster size distribution, shown in figure 5.16 for strips for two high voltages 360 V and 420 V.
Increasing the detector voltage by 60 V shifts the mean value from 1.4 to 2 for strips and from
1.3 to 1.8 for pixels. The mean values for the cluster size are given for each voltage in table 5.4.

HVmesh [V] σ[µm] for strips σ[µm] for pixels <Cluster size>
u v strips pixels

360 114 266 283 1.45 1.34
370 230 290 287 1.50 1.40
380 118 289 289 1.60 1.45
390 139 279 279 1.70 1.50
400 99 285 285 1.80 1.60
410 93 282 282 1.91 1.65
420 93 300 300 2.02 1.81

Table 5.4: Dependence of the spatial resolution (σ) and the cluster size upon the high voltage
for both strips and pixels (for the two projections u and v).

5.5.4 Time Resolution

As detailed in section 5.4.2, the signal of the pixelized micromegas is processed in an APV25
chip. The latter contains a shaper with a signal rise time of about 150 ns and a fall time of about
250 ns. Following a trigger, the shaped signal is sampled with a frequency of 38.88 MHz ad three
samples (amp0, amp1, amp2) are readout and processed. The latency, defined as the difference
between the time the particle crosses the detector with respect to the trigger, must be adjusted
such that these three samples are situated on the rising edge of the signal (see figure 5.8). The
difference between the trigger time and the rising edge of the TCS clock is called the TCS phase.
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Figure 5.16: Cluster Size (in number of wires) distributions for the strips for the two voltage
settings 370 V (left) and 420 V (right) with a mean value of 1.5 and 2. respectively.

Since the trigger time and the generation of a signal in the detector must be the same, the time
can be reconstructed using the three samples and the TCS phase. The ratio amp1/amp2 versus
the according TCS phase is shown in figure 5.17 for the pixels. The correlation between the ratio
and the TCS phase is corrected for in the time resolution estimation.
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Figure 5.17: Ratio amp1/amp2 versus the TCS phase for the copper prototype. The correlation
between the plotted parameters is taken into account in the time resolution estimation.

The time resolution is estimated from the time residual distribution. The latter is obtained from
the difference between cluster time and track time. Since the track time is usually determined
using detector with a very good time resolution, the width of the time residual distribution
defines the time resolution. For the strips, the time resolution is found to be 15 ns while for
the pixel it is 12.5 ns. An example of the time residual distribution is shown in figure 5.18. In
contrast to the spatial resolution, the time resolution does not depend on the high voltage.

5.5.5 Results for Bulk Pixelized Micromegas
The bulk micromegas was placed in the spectrometer during data taking in 2009. It was operating
at the high voltage 400 V for the mesh and 840 V for the drift electrode. For this detector, data
were taken with a low intensity muon beam (∼ 106 µ/spill). Similarly to the first prototype, the
performances of the bulk prototype are studied and its main characteristics (detection efficiency,
spatial resolution, time resolutions) are measured.
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Figure 5.18: Time residual distribution.

As a first step, the dependence of the total efficiency on the road width is studied and presented
in figure 5.19(a); the apparent efficiency and the background probability are presented too. While
the apparent efficiency and the background probability increase with the road width, the total
efficiency remains unchanged once the plateau is reached at ∼ 1 mm. Using this road width value,
the detection efficiency is calculated and found to be of 97% and 92% for strip and pixel areas
respectively. The low detection efficiency for the pixel area can be caused by a bad alignment or
a defect on the detector, as shown in figure 5.19(b).

The spatial resolution is measured and found to be 97µm for strips and ∼ 260 for pixels (260
µm in the u projection and 270 µm in the v projection). Finally, the time resolution for this
detector is 15 ns for the strips and 13 ns for the pixels.
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Figure 5.19: (a) Road width dependence of the efficiency for the strips for the voltage settings
410 V in low beam intensity for the bulk prototype. (b) 2-dimension efficiency for the pixel area
of the bulk prototype.



78 CHAPTER 5. MICROMEGAS DETECTORS

5.6 Summary and Conclusions
The performances of two new micromegas prototypes were studied using COMPASS data col-
lected during two weeks of 2009 data taking, by scattering a 160 GeV/c muon beam on a 40 cm
long proton (NH3) target.

The new prototypes were built and tested in the context of a new project which aims to upgrade
the present micromegas detectors for the COMPASSII program [59]. Major upgrades have been
implemented in the new prototypes compared to the present detectors. One important upgrade
being the detection of the beam particles by occupying the central part of the new prototypes
with pixelized read-out and using light and integrated electronics (APV25). In addition, in order
to improve the robustness of the present detectors and to avoid all issues faced using a copper
mesh, one of the two prototypes was built using the new bulk technology. The latter represents
the main difference between the two prototypes (copper mesh for the first one and bulk technol-
ogy for the second).

The first prototype (built with a copper mesh) operated at different high voltages starting from
360 V up to 420 V in high intensity muon beam (∼ 2.7 · 108 µ+/spill). The optimal high voltage
was found to be 410 V at which the prototype operate with an efficiency of 96 % for the strip
area and of 98 % for the pixel area. The efficiency of the strip area is similar to that of the
present detectors when they operate in the same beam conditions. This value consists of the
contributions of short (15 cm) and long (30 cm) strips. At the nominal voltage, the short strips
operate with an efficiency of 98 % while the long strips operate with only 94 % due to their
high electronic occupancy of 10%. Howevr, the pixels operate with a high efficiency. The spatial
resolution is found to be of 93 µm for the strips and of 280 µm for the pixel in both u and v
projections. These values are slighty better than expected which were deduced from the pitch
that characterize both strips and pixels. Finally, the time resolution was also measured and a
value of 13 ns (12.5 ns) is obtained for strips (pixels).

The performances of the second prototype were studied using data taken in low intensity muon
beam (∼ 106 µ+/spill). The device operated with a high voltage of 400 V on the mesh and of
840 V on the drift electrode. The strip area is characterized by an efficiency of ∼ 98 %, a spatial
resolution of 97 µm and a time resolution of 15 ns. For the pixel area, the efficiency is found
to be 92 %. This lower value may be caused by a bad alignment or a defect on the detector.
The spatial resolution is of 260 µm for the two projections (corresponding to the two measured
coordinates) and the time resolution is of 13 ns. The performances of this prototype are similar
to those of the first prototype.

Finally, the central part of the new detectors is found to operate with a very good efficiency of
∼ 98% at a high intensity muon beam and with a spatial resolution of 280 µm. To improve the
latter, a new prototype was buit in 2010 by replacing the square pixels in the central part with
rectangular ones. The prototype was tested in real data taking conditions in order to study its
performances.



Chapter 6

Extraction of Quark Helicity
Distributions

The result of a leading order extraction of quark helicity distributions from COMPASS data is
presented. As discussed in chapter 2, direct access to the separated valence and sea quarks as well
as separated flavor contributions to the nucleon spin is possible via semi-inclusive deep inelastic
scattering. These distributions have been measured by previous experiment at CERN and SLAC
albeit with poor precision. The SMC (Spin Muon Collaboration) experiment at CERN made the
extraction of the polarized valence and sea distributions using the semi-inclusive asymmetries of
charged hadrons in both proton and deuterium targets [9] although particle identification was
limited and thus a full flavor separation was not possible. At SLAC, the HERMES experiment
had the advantage of collecting larger statistics and was equipped with a RICH detector providing
a good particle identification; this allows to extract the individual flavor contributions. However,
due to the low beam energy, the kinematic range covered by HERMES is reduced with respect
to the SMC range.
The COMPASS experiment has the advantage of covering a wider x range with the possibility
of particle identification allowing to perform a full flavor separation in a large x domain with
good precision. The measurement of spin asymmetries from muon-proton DIS as well as the
extraction of quark helicity distributions are presented in this chapter.

6.1 Spin Asymmetries

COMPASS has collected data from 2002 to 2006 by scattering a 160 GeV polarized muon beam
off a polarized deuterium target 6LiD, covering a large x range from 0.004 to 0.7. A previous
analysis [21] of these data has been performed giving rise to the extraction of the separate valence
and sea contributions. In 2007, COMPASS collected data with a polarized proton target NH3

and the spin asymmetries have been extracted. This allows to perform a full flavor separation of
quark contributions.
The deep inelastic scattering domain was defined by the kinematic cuts on the photon virtuality
Q2 > 1 (GeV/c)2 as well as on the fraction of the lepton energy transferred to the virtual
photon 0.1 < y < 0.9. In addition, the energy of the beam was constrained to be in the range
140 < Eµ < 180 GeV. The selected events must have their reconstructed primary vertex inside
one of the target cells and all particles originating from this primary vertex are selected as
hadrons. The hadrons produced in the current fragmentation region are excluded by applying a
cut on the fractional energy of the hadron z > 0.2. Similarly, the cut z < 0.85 exclude hadrons
produced by diffractive processes. Finally, the momentum range of the selected hadrons is chosen
between 10 and 50 GeV where both pions and kaons can be identified by the RICH detector.
The inclusive asymmetry A1,p and the semi inclusive asymmetries Aπ

±

1,p , A
K±

1,p extracted from
proton data are shown in Fig 6.1 at their (x,Q2) values. The asymmetries for inclusive DIS and
for pions extracted by the HERMES collaboration are also shown as well as the predictions given
by the DSSV parametrization [37] for polarized PDFs. The extracted asymmetries are found to
be in agreement with the prediction and with the HERMES ones.

79
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Figure 6.1: The inclusive asymmetry A1,p and the semi-inclusive asymmetries Aπ
+

1,p, Aπ
−

1,p , AK
+

1,p ,
AK

−

1,p extracted from COMPASS data collected using a proton target. The errors correspond to
the statistical ones and the systematic errors are presented by the bands. The curves are given
by the DSSV [37] prediction and the open markers correspond to the result of the HERMES
collaboration.

6.2 LO Extraction of Quark Helicity Distributions

6.2.1 Method of Extraction

Assuming the factorization of the cross-section for lepto-production of a hadron, the asymmetry
can be expressed in the quark parton model at LO as the sum of the quark ∆q and anti-quark
∆q̄ helicity helicity distributions weighted by the corresponding fragmentation functions Dh

q and
Dh
q̄ . The semi-inclusive asymmetries are given by :

Ah1 (x, z,Q2) =

∑
q e

2
q

(
∆q(x,Q2)Dh

q (z,Q2) + ∆q̄(x,Q2)Dh
q̄ (z,Q2)

)∑
q e

2
q

(
q(x,Q2)Dh

q (z,Q2) + q̄(x,Q2)Dh
q̄ (z,Q2)

) (6.1)

The asymmetries are measured at the average Q2 values in each x bin starting from 1.3 GeV2

at smallest x up to 60 GeV2. Since no significant dependence upon Q2 has been observed, the
measured asymmetries at theQ2 mean value are assumed to be equal to those atQ2 = 3 GeV2. To
extract ∆q, the unpolarized PDFs q(x,Q2) have been taken from the MRST parametrization [38].
They originate from the measured structure function F2 in which the ratio R = σL/σT is different
from zero while this ratio is assumed to be zero at LO. To correct for this, the asymmetries are
divided by (1 +R(x,Q2)). On the other hand, the fragmentation functions Dh

q (z,Q2) are taken
from the DSS parametrization [34]. Integrating over z and neglecting the Q2 dependence of the
asymmetries, (6.1) is reduced to :

Ah1 (x) =

∑
q e

2
q

(
∆q(x)Dh

q + ∆q̄(x)Dh
q̄

)∑
q e

2
q

(
q(x)Dh

q + q̄(x)Dh
q̄

) (6.2)

Here, Dh
q are integrated in the range [0.2, 0.85]. For each hadron type (π+, π−, K+, K−), the

semi-inclusive asymmetry (Eq. 6.2) can be written in the case of a deuteron target (Eq. 6.3) as
well as in the case of a proton target (Eq. 6.4). A total number of eight equation is obtained, all
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expressed in terms of the six quark helicities (∆u, ∆ū, ∆d, ∆d̄, ∆s, ∆s̄), the unpolarized PDFs
and the fragmentation functions (Dh

q ).

Ah1,p =
4(Dh

u∆u+Dh
ū∆ū) + (Dh

d∆d+Dh
d̄
∆d̄) + (Dh

s∆s+Dh
s̄∆s̄)

4(uDh
u + ūDh

ū) + (dDh
d + d̄Dh

d̄
) + (sDh

s + s̄Dh
s̄ )

(6.3)

Ah1,d =
(4Dh

u +Dh
d )(∆u+ ∆d) + (4Dh

ū +Dh
d̄
)(∆ū+ ∆d̄) + 2(Dh

s∆s+Dh
s̄∆s̄)

(4Dh
u +Dh

d )(u+ d) + (4Dh
ū +Dh

d̄
)(ū+ d̄) + (Dh

s s+Dh
s̄ s̄)

(6.4)

In a similar way the inclusive asymmetry can be written in both proton (Eq. 6.5) and deuteron
(Eq. 6.6) targets, giving rise to two equations expressed as a function of the six quark helicities.

A1,p =
4(∆u+ ∆ū) + (∆d+ ∆d̄) + (∆s+ ∆s̄)

4(u+ ū) + (d+ d̄) + (s+ s̄)
(6.5)

A1,d =
5(∆u+ ∆d) + 5(∆ū+ ∆d̄) + 2(∆s+ ∆s̄)

5(u+ d) + 5(ū+ d̄) + 2(s+ s̄)
(6.6)

Finally one obtains a total of ten equations of asymmetries which are experimentally measured.
Assuming the knowledge of the unpolarized PDFs and the fragmentation functions, one can
extract the six unknowns quark helicities. For this purpose, the system of equations given in 6.7
is solved.

~A = B ~∆q (6.7)

~A =
(
A1,d, A1,p, A

π±

1,d, A
K±

1,d , A
π±

1,p , A
K±

1,p

)

~q =
(
∆u,∆ū,∆d,∆d̄,∆s,∆s̄

)
(6.8)

~A is the vector of asymmetries, ∆~q is the vector of unknowns and B is a matrix whose coef-
ficients depend on parton distribution functions (PDFs) and on quark fragmentation functions
into hadrons. To extract the polarized quark distributions ∆q(x) as a function of x, the system
of equations (Eq(6.7)) has be solved in each x bin by minimizing the χ2 defined as :

χ2 = ( ~A− B ~∆~q)T (CovA)−1( ~A− B∆~q) (6.9)

Here, CovA is the covariance matrix of the experimentally measured asymmetries. The extraction
of the quark helicity distributions requires the knowledge of the unpolarized quark distribution
functions as well as the fragmentation functions. Using a parametrization for unpolarized PDFs
and one parametrization for fragmentation functions, the matrix B can thus be calculated and
the system of equations (6.7) can be solved. The extraction is performed independently in each
x bin in the x range from 0.004 to 0.3. Above this limit, the up (∆u) and down (∆d) quark
helicity distributions are fitted assuming that the sea contribution is zero.

6.2.2 Test of the assumption ∆s = ∆s̄

In a first step, the extraction was performed with six unknowns including ∆s and ∆s̄. The aim
of this exercise is to check the assumption usually made on ∆s to be equal to ∆s̄. The resulting
distributions of x∆s and x∆s̄ as a function of x are shown in Fig 6.2; the difference ∆s−∆s̄ is
also shown. Both distributions are compatible with zero as well as their difference.
The unpolarized strange and anti-strange quark distributions are assumed to be equal in the
MRST parametrization. To check that this assumption do not affect the strange quark helicity
distributions, the unpolarized strange quark distributions were scaled simultaneously by factors
of 2 and 0.5. The extracted distributions ∆s(x) and ∆s̄(x) are found to be independent of these
variations. for any choice of fragmentation functions. In conclusion, the assumption ∆s = ∆s̄ is
valid in the covered x range. This conclusion remains valid regardless the fragmentation functions
choice.
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Figure 6.2: Results for the strange and anti-strange quark helicity distributions ∆s and ∆s̄
and the corresponding values of the difference ∆s − ∆s̄ as a function of the Bjorken variable
x. Values are obtained from experimental asymmetries measured at <Q2> = 3 and using the
MRST parametrization for PDFs and the DSS parametrization for the fragmentation functions.

In the following, this assumption will be taken into account. In other terms, the extraction will
be performed with only five unknowns (∆u, ∆ū, ∆d, ∆d̄, ∆s = ∆s̄). This has the advantage of
improving the statistical precision of the extracted distributions by at least a factor 1.5. The χ2

of the fits performed varies from 1.8 to 8.5 with 5 degrees of freedom.

6.2.3 Results for Quark helicity Distributions
The extraction of the quark helicity distributions has been performed at LO with five unknowns
(∆u, ∆ū, ∆d, ∆d̄, ∆s = ∆s̄). The resulting distributions are presented in figure 6.3. They are in
good agreement with the distributions predicted at Next to Leading Order (NLO) by the DSSV
parametrization [37]. The comparison between the resulting distributions and the predicted ones
is qualitatively good showing that a LO extraction of the quark helicity distributions is sufficient
to estimate their shapes. The non strange sea quark distributions (∆ū, ∆d̄) are consistent with
zero. The strange quark distribution is compatible with zero except the lowest x point which
shows a deviation of about 2.5σ from zero.

6.2.4 First Moments of ∆q

The first moment is thus ∆s = −0.01 ± 0.01 ± 0.01 and shows a big discrepancy with the
inclusive measurement obtained from the first moment of the spin structure function g1. While
the inclusive measurement relies on the octet axial charge a8 introduced in section 2.3.4, the
semi-inclusive measurement depend strongly on the choice of the fragmentation functions, in
particular, the strange quark fragmentation functions.
The first moments of the quark helicity distributions have been evaluated in the covered x range
at Q2 = 3 GeV2. The contributions from the uncovered x region to the first moments have been
estimated by extrapolating the measured values or by using the DSSV parametrization. The
resulting first moments of the valence quarks ∆uv and ∆dv estimated in both cases are close.
For the sea quarks, the two methods give different results and it is more pronounced in the case of
∆s. This is related to the fact that the DSSV parametrization includes a negative contribution
to ∆s for x < 0.3. The sum of the quark and antiquark helicity distributions in the full x
range give ∆Σ = 0.32 ± 0.03 which is close to the estimated value from inclusive measurement
∆Σ = 0.33± 0.03 previously measured by COMPASS in [39].
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Figure 6.3: The quark helicity distributions x∆u(x), x∆ū(x), x∆d(x), x∆d̄(x), x∆s(x) extracted
from the COMPASS spin asymmetries at Q2 = 3 using the DSS parametrization for fragmen-
tation functions and the MRST parametrization for unpolarized PDFs. For valence quarks, the
values extracted above x = 0.3 are obtained assuming a zero contribution from the sea. The
systematic errors are presented by the bands at the bottom of each plot. The curves correspond
to the predicted distributions by the DSSV parametrization [37] at NLO.

6.2.5 Dependence on the Quark Fragmentation functions into Hadrons
In order to quantify the dependence of ∆q upon quark fragmentation functions into hadrons,
the first moments of the helicity distributions have been evaluated for different values of FFs.
Instead of the individual fragmentation functions, one can express the asymmetries as a function
of the ratios

RUF =
DK+

d

DK+

u

, RSF =
DK+

s

DK+

u

(6.10)

Different sets of quark fragmentation functions give different values for these ratios. Using the
DSS parametrization, RUF = 0.13 and RSF = 6.6 while with another set as the EMC one, RUF
becomes larger (0.35) while RSF is smaller by a factor ∼ 2. To estimate this dependence, the
first moments have been evaluated by varying RSF between 2 and 7and simultaneously RUF
between 0.45 to 0.1. The relation between RUF and RSF is constrained by the K+ multiplicity
which is imposed to be constant in the considered RSF range. The resulting first moments are
shown in Fig 6.4.

The down and anti-down helicity distributions do not depend on the ratio RSF and remain
constant when evolving RSF . For the up and the anti-up helicity distributions, a standard
deviation is observed when RSF evolves from EMC value (3.2) to the DSS value (6.6). The most
interesting dependence is seen for the strange distribution ∆s which change by a factor 4 between
the two choices of parametrization. Since the strange quark helicity depend critically upon the
strange quark fragmentation functions, their experimental extraction is of special interest and
would contribute to the understanding of the difference between the inclusive and semi-inclusive
measurements.
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Figure 6.4: Dependence of quark polarization on fragmentation function values (RSF =

DK+

s̄ /DK+

u ).

6.3 Summary and Conclusion
Since the quark fragmentation functions are universal objects that enter the computation of the
cross sections of several processes (DIS, pp collisions, e+e− annihilation, Drell-Yann, ...), the best
way to extract them is by performing a global QCD analysis. In the context of the DIS process,
the contribution to a global fit will be the measurement of the so called “hadron multiplicities”
which are related to the FFs in the QCD improved parton model picture.



Chapter 7

Hadron Multiplicities

The contribution of the spin of the strange quarks to the nucleon spin (∆s) remains an issue
and a challenging question in polarized deep inelastic scattering process. While all inclusive
measurements (lN → l′X) converge to a negative value of ∆s, all semi-inclusive measurements1
(lN → l′hX, h ≡ π,K,p), however, result in a slightly positive value. This discrepancy found
between the two kind measurements could be due to several factors. An important one could be
the assumption usually made in semi-inclusive measurements that strange quarks and antiquarks
have the same polarizations, meaning that ∆s(x) = ∆s̄(x). However, the COMPASS collabora-
tion rejected this possibility by examining in [19] this assumption which was found to be valid
in the covered kinematic domain. Another crucial factor that can explain this discrepancy is the
use of the quark fragmentation functions into hadrons which represent an essential ingredient
in semi-inclusive measurements. ∆s was found to be strongly dependent on the fragmentation
function of strange quarks into kaons (DK+

s̄ ) (cf chapter 6). Changing the latter by a factor two
changes the moment of ∆s by a factor four. Currently, the quark fragmentation functions into
pions are known with a limited precision while the quark fragmentation functions into kaons are
poorly known and need to be improved. In order to deepen our knowledge of the quark fragmen-
tation process, high precision measurements have to be performed in high energy processes which
involve final state hadron production. For this purpose, the hadron muoproduction was studied
at COMPASS. COMPASS has the advantage of covering a wide kinematic domain and providing
a huge statistics in addition to the particle identification facility which is ensured by the RICH
detector. Finally COMPASS is the only running experiment which can perform measurements,
with a high precision, in the small x region (x ∼ 10−3) where the contribution of the strange
quark is the most pronounced.

Charge separated pion and kaon multiplicities were measured at COMPASS using 25 % of the
2004 data, collected by scattering a 160 GeV/c muon beam on a deuterium (6LiD) target. The
measurement was performed in bins of the kinematic variables x, Q2 and z (= Eh/(Eµ −Eµ′)),
the latter being the relevant variable to study the fragmentation process. The analysis consists in
three steps. In a first step, the "raw" pion and kaon multiplicities are extracted from experimental
data as a function of the kinematic variables x, Q2 and z (section 7.2). The second step consists
in calculating the acceptance of the spectrometer (section 7.3.2) for each hadron type using a
full MC chain. In the last step, the raw multiplicities are corrected for the evaluated acceptance
as well as for radiative effects.

7.1 Hadron Multiplicity definition

The hadron multiplicity, experimentally defined as the averaged number of hadrons produced per
deep inelastic scattering (DIS) event, is expressed in terms of the unpolarized parton distribution

1The inclusive measurement of ∆s makes use of the first moment of the g1 spin structure function (
∫ 1
0 g1(x)dx).

The latter is related to the contribution of spin of quarks of different flavors (
∫ 1
0 dxg1(x) = (∆u + ∆ū) + (∆d +

∆d̄) + (∆s + ∆s̄)). Using the axial couplings from baryon β decays and SU(3) symmetry, one can deduce the
contribution of the spin of strange quark to the nucleon spin. More details can be found in [3].
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functions (PDFs) and the quark fragmentation functions into hadrons (FFs) in the QCD improved
parton model. At LO, the differential hadron multiplicity is given by:

1

σDIS(x,Q2)

dσh(x,Q2, z)

dxdQ2dz
=

∑
q e

2
qq(x,Q

2)Dh
q (z,Q2)∑

q e
2
qq(x,Q

2)
(7.1)

where σDIS (σh) denotes inclusive (semi-inclusive) DIS cross section in the one-photon-exchange
approximation and the sum (

∑
q) runs over light quarks (up, down and strange) and antiquarks.

q(x,Q2) denotes the PDF of a quark of flavor q andDh
q (z,Q2) denotes the fragmentation function

which defines the mean number of hadrons of type h produced the fragmentation of a quark of
flavor q and carrying an energy fraction z ∈ [z, z+dz]. The great power of the hadron multiplicity
is the possibility to access to both PDFs and FFs due to the factorization theorem and to the
tagging of the type of final state hadrons. At LO, the factorization of the hard-scattering sub-
process and the soft hadronization process is expressed in the independence of the fragmentation
functions on x, that is the fragmentation does not depend on the momentum fraction carried by
the struck quark. The factorization thus allows to separate hard and soft processes by separating
the x and z dependences in the hadron multiplicity definition. The separation between different
quark flavors is possible due to the tagging of the type of final state hadron, the latter gives
access to the flavor of the struck quark because the flavor of the struck quark and the type of the
produced hadron are correlated. In order to extract the fragmentation functions, one can build
a system of equations with n unknown fragmentation functions using Eq. 7.1. By assuming the
knowledge of the parton distribution functions, the system can be solved.

7.2 Extraction of raw hadron multiplicities
The extraction of the raw hadron multiplicities (Nh/NDIS) requires the extraction of the DIS
events yields (NDIS) and the yields of the produced hadrons (Nh) in bins of the kinematic
variables x, Q2 and z. To ensure the good quality of the analyzed data sample, several cuts
are applied on the spill level to ensure an overall good performance of the spectrometer and
the target. Additional cuts need to be applied on the event level in order to select the deep
inelastic scattering domain, to avoid the resonance region and to ensure that all interactions
occurred in the target material. Finally on the hadron level, some cuts are required to select
only hadrons produced from the fragmentation of the quark which interacts with the beam and
to reject hadrons which originate from other sources and contaminate the selected sample.

7.2.1 Spill selection
To ensure that physical measurement is not influenced by detector inefficiencies, a stability
check [71] is performed in order to remove unstable experimental data. A selection based on the
logbook [72] information is first achieved. It consists in removing all runs for which the beam or
a magnet was not at its nominal setting. Runs affected by detector problems are not excluded
from the reconstruction. For each run, a bad spill selection is performed and consists in removing
individual spills where a detector problem is observed in the reconstructed data2. A spill is
selected as bad if it deviates from the majority of other spills in at least one of three observables:
"the number of reconstructed primary vertices per reconstructed event with secondary vertex",
"the number of tracks in the primary vertex" and "the number of beam particles per reconstructed
event". The bad spill list used in the present analysis is taken from [46].

7.2.2 Event Selection
Selected DIS events are required to have a reconstructed interaction point (primary vertex) to
which a reconstructed track of the incoming muon and a reconstructed track of the scattered
muon are associated. In some cases (∼ 13%), where more than one primary vertex are recon-
structed, the vertex with the maximum number of outgoing tracks is chosen. If two vertecies
remain with the same number of outgoing tracks, the vertex with the smallest χ2 is selected.

2The reconstructed data denote the experimental data which have been reconstructed (using the COMPASS
reconstruction program) and contain interaction vertices, decay vertices, tracks for charged and neutral particles.
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The primary vertex is required to be located within one of the two target cells. This requirement
is ensured by several cuts:

• The Z position of the selected primary vertex is required to lie within one of the two target
cells (ZV ∈ [−100 cm, −40 cm]

⋃
[−30 cm, 30 cm]). Figure 7.1(a) shows the two cells

as well as the gap between them. Note that the gap is filled with liquid helium, as a
consequence, some events lie within the gap volume and are thus removed.

• The primary vertex is required to be within a radius of 1.4 cm from the target center in
the plane perpendicular to the beam direction (the target cell has a radius of 1.5 ± 0.05
cm). The Y coordinate of the primary vertex is required to be smaller than 1 cm because
the target cells are not fully filled at the top. These cuts delimit the target volume to a
cylinder 1.4 cm and cut off 4 mm from the top. The transverse vertex distribution is shown
in figure 7.1(b).

[cm]VZ
-150 -100 -50 0 50 100 150
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10000

15000

(a) (b)

Figure 7.1: (a) The longitudinal primary vertex distribution as a function of the ZV position
(the vertical lines delimit the two target cells [−100 cm, −40 cm] & [−30 cm, 30 cm]). (b) The
primary vertex distribution in the plane perpendicular to the beam direction (the circle shows
the target area with 1.4 cm of radius and the vertical line shows the YV cut).

The energy of the beam particle, which corresponds to the incoming reconstructed track associ-
ated to the primary vertex, is required to be in the range [140, 180] GeV. The scattered muon
is identified by requiring its reconstructed track to cross the second muon filter (MW2) and the
hodoscopes of the selected trigger, to cross more than 30 radiation lengh and that the χ2 of the
track fit has to be better than 10. This is ensured by the COMPASS reconstruction program
(CORAL). In addition, the scattered muon is required to cross both target cells such that both
cells are exposed to the same beam flux. Although this requirement is not crucial for this anal-
ysis, it was applied to be consistent with the semi-inclusive analysis of single spin asymmetries.
To select the kinematic domain, the following cuts are applied on the kinematic variables x, y,
Q2 and the invariant mass of the hadronic system W :

• The deep inelastic region is selected by the cut Q2 > 1 [GeV/c]2. This requirement selects
the energy scale of deep inelastic scattering process.

• The fraction (y) of the lepton energy transferred to the virtual photon is restricted to be
in the range [0.1, 0.9]. The cut y > 0.1 removes events with poorly reconstructed scattered
muon and beam halo muons misidentified as scattered ones. The cut y > 0.9 removes events
which are expected to have large radiative corrections (above 15%) and events with low µ′

momentum. The low momentum µ′ may come from pion decays and can be incorrectely
identified as scattered muon.

• The covered x domain is restricted to 4.10−2 < x < 0.7.

• A standard DIS cut on the invariant mass of the hadronic system W ≥ 3 GeV is usually
made in order to avoid the resonances region. However, due to the previous cut y < 0.9,
the selected sample contains only DIS events with W > 3 GeV. In addition, the W range
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[∼ 3, ∼ 5] GeV is suppressed by the cut y > 0.1, as can be seen in figure 7.2(a). An explicit
cut W > 7 GeV is applied in order to restrict the kinematic domain to a region where
the acceptance estimated as a function of x and z is flat (especially for kaons, see section
A.2(c)). This rejects ∼ 25% of DIS events in the region 0.1 < y < 0.18, as can be seen in
figure 7.2(b) where the number of DIS is drawn with and without the W > 7 GeV cut.
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Figure 7.2: (a) W distribution for DIS events before and after the cut y > 0.1. (b) y distribution
for DIS events for two cuts: W > 3 GeV and W > 7 GeV.

Trigger selection: In order to select all deep inelastic scattering events, the events triggered
by the inclusive middle (IMT) and the outer trigger (OT) systems - both purely inclusive - are
selected. In order to prevent fake triggers the scattered muon track is required to have associated
clusters from both stations of the hodoscopes that caused the trigger. The IMT covers the low
Q2 and low y region (1 < Q2 < 2.5 & y < 0.4). The OT covers the high Q2 and high y region
(Q2 > 2.5 & y > 0.4). ∼ 41% of DIS events are triggered by the OT and ∼ 48% of events are
triggered by the IMT. The rest of events are accepted by both OT & IMT. The contribution
from OT and IMT separately as well as from their sum is shown in figure 7.3.
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Figure 7.3: Composition of the inclusive trigger as a function of y and Q2.

7.2.3 Hadron Selection

From the retained DIS events (cf. 7.2.2), all particles issued from the primary vertex are consid-
ered as hadron candidates except the scattered muon. Hadron candidates can also be: i) beam
halo muons, ii) tracks created artificially by the reconstruction algorithm (ghost tracks), iii)
electrons and positrons from photon conversion, iv) electrons from eµ scattering in the target,
v) leptons and photons from hadrons decays. To ensure the good quality of the hadron sample,
such tracks have to be rejected by applying the following cuts on hadron candidate tracks:
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• The fractional energy z = Eh/(Eµ − Emu′) of the hadron candidate should satisfy the
condition z < 1. This criteria rejects tracks for which the reconstruction quality is poor3.

• The hadron track is required to have a hit in the detectors placed upstream (zfirst < 350)
and downstream (zlast > 350) of the SM1 magnet in order to avoid tracks reconstructed in
the fringe field of SM1. Most of these tracks are poor quality tracks with a large probability
to be ghost tracks.

• The hadron track is required to cross less than 30% of radiation length.

• The fractional energy z of the hadron candidate must be in the range [0.2, 0.85]. The cut
z > 0.2 selects hadrons originating from the current fragmentation region (⇔ xF > 0).
The requirement z < 0.85 ensures that exclusive production mechanisms do not contribute
to the hadron sample.

• The allowed momentum range for hadrons is limited by the particle identification capabil-
ities of the RICH detector. An upper cut of 50 GeV was applied because the separation
between different hadron types cannot be achieved for P > 50 GeV. The lower momen-
tum cuts for pion and kaon are 3 GeV and 10 GeV respectively and correspond to the
identification thresholds (cf section 7.2.4).

• The angle between the hadron track extrapolated at the Z position of the RICH entrance
(Z = 615.6 cm) and the beam direction is required to be in the range [10 mrad, 120 mrad].
The lower cut is to avoid the poorly efficient central part of the RICH. The upper cut is
due to the limited range of particle identification in Monte Carlo simulation.

7.2.4 Particle identification
The type of final state hadron is an indispensable information because it is correlated to the flavor
of the hadronized quark that interacts with the virtual photon. This information is ensured by
the RICH detector (cf. section 4.3.2.3) which allows essentially to identify final state kaons since
pions form ∼ 90% of the sample of hadrons. Two main limitations of the RICH reduce the covered
momentum range of identified particles. The first one corresponds to the momentum thresholds
that condition the particle identifcation. With the refractive index n ≈ 1.0015 of the used radiator
gas (C4F10), the momentum threshold is 2.5 GeV/c for pions, 8.9 GeV/c for kaons and 17 GeV/c
for protons. The second one is expressed in the high momentum region. The high momentum
particles produce a Cherenkov light cones with similar Cherenkov emission angles (cos(θc)→ 1/n)
such that particles cannot be identified. In the COMPASS case, the discrimination between pions
and kaons cannot be achieved for P > 50 GeV/c. As a consequence, pions and kaons are identified
in the momentum ranges 2.5 < Pπ < 50 GeV/c and 8.9 < PK < 50 GeV/c respectively. The
dependence of the Cherenkov threshold on the momentum of the incident particle is shown in
figure 7.4.
As stated in section 4.3.2.3, the RICH response is parametrized in terms of the likelihood func-
tions which can be calculated for different mass hypotheses. The hadron type is then specified
by comparing these likelihood functions. In the case of kaons, the corresponding likelihood is
compared to the hypotheses: Background (LK/LBG), pion (LK/Lπ) and proton (LK/Lp). For
each hypothesis X(BG, π, p), the factor of merit (S/

√
S +B) is calculated as a function of the

likelihood ratio LK/LX . From the resulting distribution, a cut on the ratio is chosen such that
the factor of merit is maximized. Similarly for pions, the corresponding likelihood is calculated
and compared to the different hypotheses: background, kaon and proton. For the 2004 data, the
following cuts were optimized [52]:

K± identification : Lπ/LBG > 1, Lπ/LK > 1, Lπ/Lp > 1

π± identification : LK/LBG > 1.24, LK/Lπ > 1.02, LK/Lp > 1

Figure 7.2.4 shows the likelihood ratios (LK/LBG, LK/Lπ). The vertical lines represent the cuts
applied on the corresponding ratios.

3A particle track is reconstructed by fitting the clusters detected by several devices. A cluster, associated
to track in one detector plane, corresponds to the combination of hits (interaction points) provided by adjacent
readout channels of the detector.
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Figure 7.4: Momentum dependence of the Cherenkov angle for different hadron types (pion, kaon
and proton).
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Figure 7.5: Likelihood ratios for kaon (LK/LBG, LK/Lπ). The vertical lines represent the cut
applied in the analysis.

7.2.5 Final Statistics

Four weeks of the full 2004 data set were analyzed in this work. They consist of a total statistics
of about 5.5× 108 interaction events. After applying all cuts discussed in section 7.2.2, the final
data sample contains almost 5.3 × 106 deep inelastic scattering (DIS) events. The statistical
effect of the selection cuts on the initial data sample is presented in table 7.1 for DIS events.

The distributions of the selected DIS events are shown as a function of the kinematic variables
x, y, Q2 and W in figure 7.6, the correlation between x and Q2 for the selected DIS events is
shown in figure 7.7 (right) and finally the mean values of Q2 are shown as a function of x plot
in figure 7.7 (left).

Table 7.2 shows the effect of the quality cuts (section 7.2.3) applied for the selection of final state
hadrons (for one week of data). The final number of DIS events as well as the number of charged
pions and kaons are presented in table 7.3. They correspond to the raw numbers without any
correction.
After all needed selections (sections 7.2.1-7.2.4), the number of DIS events (NDIS) and the
number of final state hadrons (Nh) can be determined in bins of x, Q2 and z. The raw hadron
multiplicities (Mh) are calculated in two-dimensional binning, (x, z) and (Q2, z), as given in
Eqs 7.2 and 7.3.

Mh(x, z) =
Nh(x, z)

NDIS(x)
(7.2)
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Cuts for DIS event selection #events Fraction(%) Reduction(%)
All Events 553719420 100 −
w/ BestPrimaryVertex. 523505179 94.54 5.46
w/ Reconstructed µ′ 291156186 52.58 44.38
140 < Ebeam < 180 288813825 52.16 0.79
PaAlgo::InTarget(1.4, 1.0) 156609848 28.28 45.77
PaAlgo::CrossCells(1.4, 1.0) 147919375 26.71 5.55
Q2 > 1 19071630 3.44 87.11
0.1 < y < 0.9 12236073 2.21 35.84
Trigger selection 6993382 1.3 42.8
W > 7GeV 5306793 1 24.12
4.10−3 < x < 0.7 5297784 0.95 0.2

Table 7.1: Statistics of DIS events for all cuts. The first column shows the applied cuts; the second
one shows the number of events remaining after each cut; the third one shows the fraction of
remaining events and the last one shows the fraction of rejected events with respect to previous
cut. The initial number of events denoted by “All events” corresponds to the events which
originate from a list of good spills as defined in [46].

Cuts for hadron selection # hadrons Fraction(%) Reduction(%)
All hadrons 12901887 100.0 0.00
not a µ′ 9017509 69.89 30.11
z < 1 9011485 69.85 0.07
zfirst < 350 8973744 69.55 0.42
zlast > 350 8714898 67.55 2.88
XX0 < 30 8687467 67.33 0.31

Table 7.2: Statistics of Hadrons after all quality cuts. The initial number "All hadrons” cor-
respond to all hadron candidates associated to the primary interaction vertex of retained DIS
events.

DIS events h+ h− π+(P >
3GeV/c)

π−(P >
3GeV/c)

K+(P >
10GeV/c)

K−(P >
10GeV/c)

5297784 1421201 1175989 1082139 959532 199299 135733

Table 7.3: Statistics of DIS and SIDIS events obtained from the “raw” data. The numbers
correspond to the final statistics used in the analysis.

Mh(Q2, z) =
Nh(Q2, z)

NDIS(Q2)
(7.3)

7.3 Correction for acceptance and radiative effects

The raw multiplicities are measured in the COMPASS acceptance, defined by geometrical limita-
tions of the spectrometer as well as by detector inefficiencies. In order to compare the measure-
ments with existing ones as well as with theoretical predictions, the measured raw multiplicities
must be corrected for the limited COMPASS acceptance using a Monte Carlo simulation (section
7.3.3). In addition, they must be corrected for radiative effects (section 7.3.1) which introduce a
systematic bias of the measured kinematics with respect to the true ones.

7.3.1 QED Radiative Effects

In the first order of QED, the muon interacts with the nucleon by the exchange of a virtual photon.
The kinematics of the entire scattering process is reconstructed using the known energy of the
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Figure 7.6: x, y, Q2 and W distributions of the selected DIS events.
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incident muon and the properties of the scattered muon (namely the energy E′ and the scattering
angle) which are measured in the spectrometer. However, in addition to the first order process,
there are infinite possibilities for higher order QED processes which introduce a systematic bias of
the observed kinematics with respect to the true kinematics. Such contributions come essentially
from initial and final state radiation, from vertex corrections and vacuum polarization, shown in
figure 7.8. These effects were accounted for by using the radiative correction factor defined as:

η(x, y) =
σ1γ

σmeasured
(7.4)

Here, σ1γ denotes the cross section in the one photon exchange approximation and σmeasured
denotes the measured cross section which includes radiative effects. The radiative corrections are
taken from precalculated tables given for different target types ( for more details see [47]). The
region y > 0.8 (⇔ 0.004 < x < 0.01) is the most affected by radiative effects with a corrective
factor of the order of 10− 15%. For lower y values, the correction factor is negligible (less than
1%). The radiative correction factor is applied for experimental data.

(a) Initial state radiation (b) Final state radiation

(c) Vertex correction (d) Vacuum polarization

Figure 7.8: Higher order QED contributions to the DIS process.

7.3.2 Acceptance Study
After the interaction occurs in the target, the final state hadrons leave the target volume. A
fraction of the produced hadrons, which fall inside the solid angle covered by the COMPASS
spectrometer and within the covered energy range, is detected. While traversing the detectors,
the produced hadrons are subject to interactions with material which affect the energy and the di-
rection of the hadron track. This causes deviations between the measured and the true properties
of the track. All these effects have to be corrected for by calculating the spectrometer acceptance
using a Monte Carlo (MC) simulation. The latter is based on models and parametrization used
to simulate many aspects that affect experimental results but cannot be calculated analytically.

7.3.3 Monte Carlo Simulation
The Monte Carlo simulation is based on models and parametrization used to simulate the physical
process of interest (deep inelastic scattering in this case) in an analytical way. Three steps are
needed to build a complete Monte Carlo chain:

• Deep Inelastic Scattering events generation in the appropriate kinematic domain and sim-
ulation of the quark fragmentation into hadrons.

• Simulation of the COMPASS apparatus response.

• Reconstruction of DIS events and hadrons tracks.
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7.3.3.1 DIS event generation

The first step in any Monte Carlo production is the generator program used to simulate the
physical process of interest. In the presented analysis, the deep inelastic scattering is the process
of interest and is simulated using LEPTO generator. This latter is based on the leading order
electroweak cross section for the basic lepton-quark process and on the Lund model (as imple-
mented in the JETSET [48] package) for the hadronization of the ensuing system into its final
state hadrons. The generation of a DIS event consists of several steps:

• To generate the process of interest, the starting point is to choose the lepton and the
nucleon momenta. For the lepton, the momentum is randomly chosen according to a
simulated distribution of the beam energy. For the nucleon, the momentum of the nucleon
is zero. In addition, the type of the nucleon (proton or neutron) is chosen randomly with
the ratio 1/2:1/2.

• The two variables, in term of which the differential cross section is expressed, are randomly
chosen in the corresponding phase space. Note that the choice of the two independent
variables depend on the desired process to simulate. Other combinations of variables can
be specified using the LST option.

• The flavor of the “struck” quark is chosen using the parton distribution functions (defined
as the probability to find a quark or anti-quark of specific flavor carrying a fraction x of
the nucleon momentum for the corresponding Q2). The MSTW [11] LO parametrization is
chosen for two reasons. Firstly, it is consistent with the LO approximation of the LEPTO
generator. Secondly it is consistent with the F2 structure function measurement by the
NMC (since the NMC experiment covered the same kinematic domain as COMPASS).

• The interaction between the lepton and the quark is simulated according to the electroweak
cross section. The final state contains the struck quark as well as the nucleon remnant,
defined as the rest of quarks which did not participate in the interaction.

• All quarks in the final state hadronize into final state hadrons using the Lund model (see
section 3.1.2). Two important sets of the JETSET parameters play an essential role in
the hadronization process. The first set includes the parameters a (PARJ(41)) and b
(PARJ(42)) which enter the Lund symmetric fragmentation function (Eq. 7.10). The
second set includes the parameters PARJ(21), PARJ(23) and PARJ(24), used to simulate
the transverse momentum of the hadron as a gaussian distribution with non−Gaussian
tails [48]. The default values of these parameters were initially adjusted to describe the LEP
(Large Electron and Positron Collider) data. Since COMPASS has a different kinematic
regime, they have been optimized to better describe COMPASS data. The tuned values
are given in section 7.3.3.4.

• the decay of unstable particles into stable particles is simulated according to the experi-
mentally measured branching ratios.

Note that LEPTO includes the parton shower approach in order to take into account higher
order QCD effects. In DIS, the struck quark can emit partons before and after the absorption
of the virtual photon giving rise to initial and final parton shower respectively. In the incoming
nucleon, the parton close to mass-shell initiates the parton shower where, in each branching, one
parton becomes increasingly off-shell and the other is on-shell or has a time-like virtuality. The
first parton interacts with the virtual photon and turns into a quark which is either on-shell or
has a time-like virtuality. In the latter case, the parton shower starts and continues until all
partons are on-shell.

7.3.3.2 MC Simulation of the spectrometer

The output of the generator cannot be used for a comparison with experimental data. Further
effects, related to the apparatus, have to be taken into account. Depending on the kinematic
regime, only a fraction of the final state particles propagate through the spectrometer. While
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traversing the spectrometer, they may interact with detector (and target) material before their
kinematic properties can be measured. In addition, the reconstructed track properties (momen-
tum, angle, particle type, ...) are affected by inefficiencies, due to imperfections of detectors, like
the limited detector resolution and efficiency, misidentifications or even complete particle loss.
All these effects biase the track reconstruction and must be taken into account when simulating
the apparatus.

The experimental setup is simulated by a program called COMGeant. It is based on the Geant
toolkit and contains a description of the detector size and material, the interactions of particles
(produced by LEPTO) with this material and the response of the detectors, the description of the
magnetic fields and their impact on charged particles, etc. The COMGeant output contains the
response of the detector components such as the signals from the individual wires of the tracking
detectors. It is thus similar to the detector responses recorded from the experimental data and
contains in addition the Monte Carlo information such as the true particle type and the originally
generated particle kinematics. The RICH detector, responsible for particle identification, plays an
essential role in this analysis. The response of the RICH is modeled by the so called “performance
tables” [?]. These tables give both the efficiency and the purity for the identification of pion,
kaon and proton as a function of two variables, the momentum p and and the angle at the RICH
entrance θRICH . They are built, starting from a calibration based on real data. To determine
the efficiency and purity for pion identification, π+ and π− originating from the decay of K0

are used. Similarly kaons originating from the φ decay are used. Since the sample used for this
RICH calibration does not contain particles emitted at angles above 120 mrad, a similar cut has
been applied also on the real data sample. These tables are calculated without statistical or
systematic errors.

7.3.3.3 MC Reconstruction of DIS events and hadron tracks

The COMGeant ouput can be fed into CORAL which is used to decode the detector responses
of the experiment. CORAL has two interfaces: one for the real experiment and another one for
Monte Carlo simulation data. In the latter case, the same experimental conditions are simulated
using the efficiencies of the detectors as calculated from real data. The detector responses are
used to reconstruct the vertices and tracks. The three parts of the full Monte Carlo chain
(LEPTO + JETSET, COMGeant, CORAL) are summarized in figure 7.9 where the first part is
splitted into two separated steps: LEPTO & LUND(JETSET).

Figure 7.9: Shematic view of the full Monte Carlo chain divided into four steps. The first step,
labeled "LEPTO", consists on generating DIS events by scattering muons off nucleon target using
the LEPTO generator. After the interaction, the final state contains free quarks and gluons which
confine later into hadrons via the fragmentation process. The quark fragmentation into hadrons
is simulated in the second step using the LUND model. Later, the final state hadrons propagate
inside a simulation of the spectrometer. This is performed in the third step using the COMGeant
program and results in a set of hits in the detector planes. The last step consists on transferring
the hits into vertecies and tracks. This last step is done using the COMPASS reconstruction
program CORAL.
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7.3.3.4 Tuning of JETSET fragmentation parameters

Two different tunings of the JETSET fragmentation parameters (table 7.4) were considered:
the “default” one (default values in JETSET) and the “high PT ” one [49] (optimized for the
COMPASS high pT hadron production in deep inelastic scattering).

Tunings PARJ(41) PARJ(42) PARJ(21) PARJ(23) PARJ(24)
Default Tuning 0.3 0.58 0.36 0.01 2
high PTTuning 0.025 0.075 0.34 0.04 2.8

Table 7.4: Comparison of fragmentation parameters in “default” and “high PT ” tunings.
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Figure 7.10: The symmetric Lund fragmentation function (Eq. 7.10) for the default tuning and
the high PT tuning.

Figure 7.10 shows the Lund fragmentation function (Eq. 7.10) as a function of z for both tunings.
The high PT tuning favors the fragmentation of quark into final state hadrons with a smaller
fractional energy z.

7.3.3.5 Particle identification in the Monte Carlo

The response of the RICH detector in the Monte Carlo simulation is parametrized by the “per-
formance tables”. They provide the (mis)identification probability P t→i, i.e. the probability that
a particle of true type t is identified as type i. The table element P t→i is defined as the ratio
of the number of particles of true type t which are identified as a type i normalized by the total
number of particles of true type t. Since the RICH performance depends on the phase space of
particles, the (mis)identification probabilities are calculated in bins of the momentum P of the
hadron track and its polar angle (with respect to the beam axis) evaluated at the RICH entrance
(ZRICH = 615.6 cm). They are determined from experimentally reconstructed pions and kaons
produced by K0

S and φ-mesons decay ([?]). The definition of the matrix elements is given in the
following:

PK→π =
NK→π

NK
=

Nφ(Kπ)

Nφ(KH)
Pπ→π =

Nπ→π

NK
=

NK0
S
(ππ)

NK0
S
(πH)

PK→K =
NK→K

NK
=
Nφ(KK)

Nφ(KH)
Pπ→K =

Nπ→K

NK
=
NK0

S
(πK)

NK0
S
(πH)

(7.5)

The full 2004 statistics were used to determine the RICH performance tables in a fine binning
in momentum and polar angle. Since a part of 2004 data was used for the hadron multiplicities
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extraction, the performance tables were also determined for the reduced sample and found to
be compatible with those determined from the full statistics (figure 7.11. The elements of the
performance table (P t→i) are determined without statistical or systematic errors. Only the
values of P t→i are used in the particle identification.
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Figure 7.11: RICH performance table for negative hadrons: In the upper row are shown the
(Mis)identification probabilities as a function of momentum extracted from all 2004 data (red
markers) and from only 4 weeks (open markers). In the lower row is shown the ratio between
the two distributions (4 weeks/All weeks).The elements of the performance table (P t→i) are
determined without statistical or systematic errors.

7.3.3.6 Monte Carlo Production

Two Monte Carlo samples, each of ∼ 14 · 107 (with respect to ∼ 5 · 106 real data) DIS events,
have been produced in the kinematic domain Q2 > 0.05 [GeV/c]2, 0.05 < y < 0.95, W > 0
GeV/c and 10−4 < x < 0.99. The kinematic range used in the DIS events generation was chosen
larger than the one used in the analysis in order to take into account the smearing effects. The
LO MSTW 2008 [11] parametrization was chosen for unpolarized parton distribution functions
(PDFs) because of its validity domain (10−6 < x < 1, 1 [GeV/c]2 < Q2 < 109 [GeV/c]2) which
is suitable for the COMPASS phase space. It has been taken from the PDFs library LHAPDF
(Les Houches Accord PDFs) [54]. The quark fragmentation process was simulated using the
previously defined tunings for the JETSET fragmentation parameters (table 7.4). While the
default tuning was used in the first MC sample, the high pT tuning was used in the second. The
longitudinal to transverse cross section ratio, R (≡ σL/σT ), which is neglected in the first sample,
is taken into account in the second one using the longitudinal structure function FL in LEPTO.
The latter has an effect in the low-x region. In addition to FL, the parton shower mechanism
included in LEPTO was enabled in the second MC sample because it improves the descrption
of the hadron transverse momentum [49]. The Monte Carlo sample produced using the default
tuning was used in the systematic error studies.
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7.3.3.7 Comparison of Data with Monte Carlo simulation

The comparison between experimental data and reconstructed MC data for inclusive DIS events
(µN → µ′X) is shown in figure 7.12 for inclusive kinematic variables x, y ,Q2 and W . Both
Monte Carlo samples describe reasonably well the experimental data.

The comparison of the experimental data with reconstructed MC data for semi-inclusive DIS
events (µN → µ′hX) is shown, as a function of the variables z, pT and P , in figures 7.13-7.15 for
the two tunings (table 7.4). The high pT tuning (plot on the right) improves the data description,
especially the PT distribution (figure 7.13) as expected, since this set of fragmentation parameters
had been optimized to well describe the pT distribution. The high PT tuning gives a better
description of data also for p and for z which is the most relevant variable in the fragmentation
process. Therefore, the high PT tuning is used in the present analysis.

7.3.4 Acceptance Calculation
The acceptance correction is the crucial part of this analysis since it corresponds to the largest
correction of the raw hadron multiplicities. The acceptance is calculated using a Monte Carlo
simulation (section 7.3.3) of the physical process under study. For a physical quantity of interest
M , the acceptance is defined as the ratio of reconstructed (MRec) to generated (MGen) M .
The reconstructed MC is treated similarly to experimental data and the same selection cuts are
applied in both cases (experimental data and reconstructed MC). Two methods of acceptance
calculation, Method I (section 7.3.4.1) and Method II (section 7.3.4.2) are presented in the
following. They differ in the manner of accounting for smearing (bin migration) effects.

7.3.4.1 Method I

This method [73] estimates acceptance and smearing effects using a “smearing matrix” defined,
for DIS events4, as:

S(ir, ig) =
NR(ir, ig)

NG(ig)
(7.6)

ir (ig) denotes the index of the kinematic bin where falls the reconstructed (generated) kinematic
variable of interest v5, NG(ig) the number of generated events in a generated kinematic bin ig,
NR(ir, ig) the number of reconstructed events for which the reconstructed variable falls in bin
ir while the generated value falls in bin ig. The indices run

ir = 1, ...., N

ig = 0, ...., N

N corresponds to the number of kinematic bins. The additional bin ig = 0 contains events
which would have been excluded from the sample by the original kinematics but migrate into the
selected phase space due to the reconstruction procedure. The generated and the reconstructed
inclusive and semi-inclusive DIS events can be related via the corresponding smearing matrices
by:

NR
h (ir) = k

N∑
ig=0

Sh(ir, ig).N
G
h (ig) (7.7)

NR
DIS(ir) = k

N∑
ig=0

SDIS(ir, ig).N
G
DIS(ig) (7.8)

where k denotes the experimental luminosity multiplied by a normalization constant. Since the
semi-inclusive sample is a subset cancels in the ratio of the of the reconstructed hadron yields (Eq.
7.7) to the DIS events (SIDIS) yields (Eq. 7.8), which define the reconstructed multiplicities:

4The same definition is used for semi-inclusive DIS events
5The variable of interest is the variable as a function of which the acceptance is calculated. It can be any

kinematic variable as x, Q2, z, W ,...
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Figure 7.12: Comparison of raw data (black marker) corrected for radiative effects, and recon-
structed MC data (red marker) for inclusive variables x, y, Q2 & W . The upper row shows
the kinematic distributions (normalized to their integrals) while the lower row shows the ratio
Data/MC.
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Figure 7.13: Upper row: Comparison of raw data (black) (corrected for radiative effects) and
reconstructed MC data (red) for the transverse momentum PT in the interval [0,3] for the default
(left) and the high PT (right) tuning. Lower row: Ratio Data/MC.
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Figure 7.14: Upper row: Comparison of raw data (black, corrected for radiative effects) and
reconstructed MC data (red) for the z variable in the range [0.2,0.85] for the default (left) and
the high PT (right) tuning. Lower row: Ratio Data/MC.
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Figure 7.15: Upper row: Comparison of raw data (black) (corrected for radiative effects) and
reconstructed MC data (red) for the momentum P in the range [0,50] for the default (left) and
the high PT (right) tuning. Lower row: Ratio Data/MC.

NR
h (ir)

NR
DIS(ir)

=

∑N
ig=1 S

′
h(ir, ig)N

G
h (ig) + Sh(ir, 0)NG

h (0)∑N
ig=0 SDIS(ir, ig).NG

DIS(ig)
(7.9)

where S′h(ir, ig) results from S by separating the additional bin ig = 0 from the other. By
inverting the square matrix S′h, one can derive the original number of hadrons (Eq.7.10) and
consequently the original multiplicities (Eq.7.11).

NG
h (ig) =

N∑
ir=1

[S′h]−1(ig, ir)
[
MR
h .N

R
DIS(ir)−NR

h (ir, 0)
]

(7.10)

MG
h (ig) =

NG
h

NG
DIS

(ig) =
1

NG
DIS(ig)

.

N∑
r=1

[S′h]−1(ig, ir)
[
MR
h .N

R
DIS(ir)−NR

h (ir, 0)
]

(7.11)

Finally, one must note that this equation is valid if the Monte Carlo simulation reproduced
correctly the unpolarized deep inelastic scattering cross section.

7.3.4.2 Method II

While Method I takes into account acceptance and smearing effects separately, Method II takes
into account both acceptance and smearing effects in parallel in the correction of hadron multi-
plicities. Using Method II, the correction factor is defined in each kinematic bin i, covering the
range vi ∈ [vi,1, vi,2], as the ratio of reconstructed over generated hadron multiplicity:

εi =
MR
MC(ir)

MG
MC(ig)

(7.12)
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where ir (ig) denotes the index of the kinematic bin where falls the reconstructed (generated)
variable. The raw hadron multiplicities (extracted from experimental data, Eqs 7.2 and 7.3) are
then corrected for acceptance and smearing effects in each bin by dividing by the acceptance
correction factor:

Mh
cor(ir) =

Mh
data(ir)

εir
(7.13)

To determine the best method of acceptance calculation, a test was performed for both methods.
For this purpose, two Monte Carlo samples were used: one sample to estimate acceptance and
smearing effects while the other to simulate experimental data, i.e. used to extract raw hadron
multiplicities. The key point is that original (generated) multiplicities are known, in contrast to
the real case. The raw multiplicities, simulated by one of the MC samples, are then corrected for
acceptance and smearing effects, estimated from the other MC sample. If the correction method
takes into account correctly all effects, the corrected and the generated multiplicities should be
identical. Otherwise, the method is not valid.
This test was done by calculating the acceptance correction and the multiplicities as a function
of (x,z). While method II gave identical values for the corrected and the generated multiplicities,
method I gave corrected values different by ∼ 5% from the generated multiplicities, almost in
the last z bin. From this check, the method I was rejected and method II was used to calculate
the acceptance correction.

7.4 Results for Acceptance
The acceptance correction factor are calculated according to method II for each hadron type
(h ≡ π+, π−, K+, K−) in bins of the kinematic variables x, Q2 and z. Figure 7.16(a) shows the
acceptance for charge separated pions and kaons in bins of x and z as follows:

4 z bins : 0.2, 0.3, 0.45, 0.65, 0.85

12 x bins : 0.004, 0.006, 0.01, 0.02, 0.03, 0.04, 0.06, 0.1, 0.15, 0.2, 0.3, 0.4, 0.7 (7.14)

For pions (π±), the acceptance reaches a maximum value of ∼ 60% in the x range [0.01, 0.1] for
z ∈ [0.2, 0.65] while it decreases to values smaller than 10% at small x (x > 0.01) and high z
(z > 0.65). The shape of the acceptance distributions is due to the cuts which were applied in
the selection of events and hadrons and is well understood. For kaons, the acceptance is ∼ 50%
at small x and z and can reache ∼ 70% for high x (x > 0.1) and z (z > 0.45), as shown in figure
7.16(a). Similarly to pions, the shape of the acceptance for kaons is well understood.
Figure 7.16(b) shows the acceptance calculated in bins of Q2 and z (Eq. 7.15) for positive pions
and kaons.

12 z bins : 0.2, 0.25, 0.3, 0.35, 0.4, 0.45, 0.5, 0.55, 0.6, 0.65, 0.7, 0.75, 0.85

9 Q2 bins : 1, 1.35, 1.83, 2.5, 3.5, 5, 7, 10, 15, 100 (7.15)

For π+, the acceptance vary from 60% at small Q2 to ∼ 50% at high Q2. Similar acceptances
are found for K+ except at small z where the acceptance decreases to ∼ 40%. In the range
z ∈ [0.2, 0.4], the majority of generated kaons have their momentum below 10 GeV/c and they
are rejected due to the kaon identification threshold. As a consequence, the acceptance is smaller
in this z range. In almost all bins, the acceptance is determined with a statistical precision of
∼ 3%.
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Figure 7.16: Acceptance for charge separated pions and kaons.
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Chapter 8

Results for π and K Multiplicities

We present here pion and kaon multiplicities, extracted using data collected in 2004 by deeply
inelastic scattering of muons off a deuteron target (6LiD). Although the data set used in this
work constitutes only 25% of the full 2004 data, it provides already a high precision highligting
the great power of COMPASS in terms of statistics. In this chapter are shown the results for
charge separated pion and kaon multiplicities as a function of the kinematic variables x, Q2 and
z, corrected for acceptance and smearing effects (section 7.3.2) and for radiative effects (section
7.3.1). The acceptance estimation is the most critical issue in this anaysis and corresponds to
the major correction factor. It encodes all details about detector efficiencies and inefficiences and
reflects the angular and the geometrical acceptance covered by the COMPASS spectrometer. For
its estimation, a large Monte Carlo sample has been produced using a full Monte Carlo chain,
describing well data. The final pion and kaon multiplicities are shown, discussed, and compared
to theoretical predictions.

8.1 π & K Multiplicities in 12 x bins and 4 z bins

The pion and kaon multiplicities are shown in figures 8.1 and 8.4 respectively as a function of x
in 4 z bins ([0.2, 0.3], [0.3, 0.45], [0.45, 0.65], [0.65, 0.85]). They are compared to LO theoreti-
cal predictions which have been calculated using the LO definition of hadron multiplicities (Eq.
7.1), the LO DSS parametrization [34] for fragmentation functions (FFs) and the LO MRST
2004 parametrization [38] for unpolarized parton distribution functions (PDFs). The MRST was
chosen because of its validity domain which is suitable for the COMPASS kinematics. In each
(x, z) bin, the PDFs are evaluated at the mean values of x and Q2 (see table 8.1) and the FFs
are evaluated at the Q2 mean value and integrated over z between the z bin limits. Both exper-
imental multiplicities and theoretical curves are presented at the mean value of x in each (x, z)
bin. The π+ (figure 8.1(a)) and π− (figure 8.1(b)) multiplicities show a weak x dependence in
the z range [0.2, 0.65], as predicted by LO theoretical calculations. For higher fractional energies
z, some discrepancies are observed between experimental multiplicities and LO predictions in
the entire x range for both π+ and π−. Note that using different paramerization for parton
distribution functions, the LO theoretical calculations remain unchanged within less than 2%.

The x dependence of the hadron multiplicities can be used to test the factorization assumption
which states that the hadronization of a quark is independent of the initial scattering event from
which it originates. If the factorization holds, the fragmentation functions must be independent of
the Bjorken scaling variable x. As a consequence, the x dependence of the hadron multiplicities
originates from only the x dependence of the parton distributions functions which enter the
hadron multiplicities LO definition (cf Eq. 7.1). Figure 8.2 shows the weighted sum of PDFs for
favoured to unfavored quark (or antiquark) flavors (

∑
qfavoured

e2
qq(x)/

∑
qunfavoured

e2
qq(x))which

enter the multiplicity definition (Eq.7.1). Here "favoured" (unfavoured) quark flavors refers to
the quark flavors allowing for favoured (unfavoured) fragmentation1. The ratio was calculated

1For π+ (≡ ud̄) for example, the quark flavors u and d̄ are denoted favoured while the quark flavors ū, d, s
and s̄ are denoted unfavoured.
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Figure 8.1: π+ and π− multiplicities as a function of x in four z bins, compared to LO theoretical
calculations performed using the DSS LO parametrization for FFs and the MRST 2004 LO
parametrization for unpolarized PDFs. Only statistical errors are shown.

for a deuterium target using the LO MRST 2004 parametrization. In the case of π+ (≡ ud̄) [π−
( ≡ ūd)] (figure 8.2(a) [8.2(b)]), the ratio rises (decreases) with x due to the dominance of the
up valence quarks in the high x region (x ≥ 0.15). At high z (> 0.65), the x dependence of
π− (figure 8.1(b)) is stronger than that of the parton distribution functions (figure 8.2 left), this
observation is predicted by the LO theoretical calculations.
Besides the (x, z) dependent multiplicities, another interesting quantity to study is the ratio
of positive to negative pion multiplicities, in which many effects (like acceptance and smearing)
cancel out. Figure 8.3 shows the result for this ratio, integrated in the z range [0.2, 0.85], as a
function of x. For its calculation, the measured pion multiplicities (figure 8.1) were integrated
over z and then divided. The COMPASS measurement is shown in comparison with the E00-108
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Figure 8.2: Ratio of the weighted sum of PDFs for favoured to unfavored quark flavors
(
∑
qfavoured

e2
qq(x)/

∑
qunfavored

e2
qq(x)) for π+ (left) and π− (right) using the MRST 2004 LO

parametrization.

result (JLab/Hall C) [57] and with the LO calculation. The JLab measurement is performed
using a 5.479 GeV/C electron beam scattering off a deuterium target. The selected kinematic
domain is restricted to 2 < Q2 < 4 [GeV/c]2, W > 2 GeV, 0.2 < x < 0.6 and z ∈ [0.3, 1].
The COMPASS measurement is performed in a larger kinematic domain (Q2 > 1 [GeV/c 2,
0.004 < x < 0.7, 0.2 < z < 0.85) and in two W regions: 5 < W < 7 GeV/c and W > 7 GeV/c.
The COMPASS and the JLab measurements are in good agreement in the kinematic region
(5 < W < 7 GeV and x > 0.2); however both results deviate from the LO prediction which was
calculated at the corresponding x and Q2 COMPASS mean values in each bin. COMPASS has
the advantage of exploring a wide x range up to small x (x = 4 · 10−2) with a high precision,
allowing to test the theory in a wide kinematic domain. For x < 0.025, the ratio measured by
COMPASS is in good agreement with the LO prediction.
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Figure 8.3: Ratio of positive to negative pion multiplicities as a function of x. Values are
integrated over z in the range [0.2, 0.85]. Only statistical errors are shown.
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Figure 8.4 shows the charge separated kaon multiplicities as a function of x for various z bins,
in comparison with LO theoretical calculations performed using DSS parametrization for frag-
mentation functions and MRST parametrization for unpolarized PDFs.
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(a) K+ multiplicities
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Figure 8.4: K+ (a) and K− (b) multiplicities as a function of x in four z bins, compared to LO
theoretical calculations performed using the LO DSS for FFs and the LO MRST 2004 for PDFs.
Only statistical errors are shown.

For K+, the multiplicities increase with x in nearly all z bins while for K−, they decrease. This
tendency is more pronounced in the high z region (z > 0.45). The K+ and K− multiplicities
agree with the LO calculations at small x (x ≤ 0.15) and show significant discrepancies in the
high x region. This discrepancy could be due to higher order corrections which are missing in
LO calculations and in LO definition of multiplicity (cf Eq. 7.1) or it could be simply due to
the poor knowledge of the strange quark distribution (s(x,Q2)) and the strange fragmentation
functions into kaons (DK+

s̄ (z)). In nearly all parametrization for parton distribution functions,
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the strange quark distribution is assumed to be related to the sea quark distributions ū(x,Q2),
d̄(x,Q2) as follows

s(x,Q2) =
κ

2
(ū(x,Q2) + d̄(x,Q2) (8.1)

where κ is a constant obtained by fitting data. Only one measurement of s(x) has been per-
formed by the HERMES collaboration [58] using kaon multiplicities (MK++K−) as a function
of x, measured at Q2 = 2.5 [GeV/c]2 from DIS on a deuterium target. For this purpose, the
partial moment of the non-strange fragmentation function needed in the extraction has been
extracted from the same data using the CTEQ parametrization for PDFs, and by taking the
strange fragmentation function from the DSS parametrization. The resulting s(x,Q2 = 2.5) was
found to be significantly smaller than the CTEQ prediction in the covered x range [0.025 ,0.6]
(see [58] for more details). One must note that such discrepancy between the calculations and
the experimental kaon multiplicities is not surprising.

For the strange quark fragmentation function (DK
str), no previous measurement exist and our

knowledge is limited to the existing FF parametrization where several assumptions are made
(see section 3.3.2). The first experimental measurement of this function is presented in this
thesis (see chapter 9).
The x dependence of the kaon multiplicties can be explained by the up quark dominance in the
high x region. This observation is illustrated in figure 8.5 which shows the ratio of the weighted
sum of PDFs for favored to unfavored quark flavors (

∑
qfavored

e2
qq(x)/

∑
qunfavored

e2
qq(x)), for K+

(≡ ūs) (figure 8.5(a)) and K− (≡ us̄) (8.5(b)). The multiplicity of K− is predicted to decrease at
high x where the contributions of sea quarks are negligible. However, COMPASS measurements
show that the K− multiplicities do not decrease at high x for 0.2 < z < 0.45. This difference
could be due to higher order corrections missing in LO calculations. It could be also an indication
that the strange quark distribution in the nucleon may be different from the existing predictions.
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Figure 8.5: Ratio of the weighted sum of PDFs for favored to unfavored quark flavors for K+

(left) and K− (right) using the LO MRST 2004 parametrization.

Similarly to pions, one can calculate the ratio of positive to negative kaon multiplicities. Figure
8.6 shows this ratio as a function of x in various z bins, calculated using COMPASS kaon
multiplicities in comparison with LO theoretical calculations performed using the parametrization
MRST and DSS for PDFs and FFs respectively. The LO calculations describe well experimental
ratios within errors in nearly the entire kinematic domain. This result is the first experimental
measurement of the ratio MK+

/MK− .
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Figure 8.6: Ratio of positive to negative kaon multiplicities as a function of x in various z
bins, compared to LO theoretical calculations performed using DSS parametrization for FFs
and MRST parametrization for unpolarized PDFs. The errors correspond to the statistical and
systematic errors combined in quadrature.

The multiplicities for positive and negative hadrons are shown in figure 8.7 and 8.8, in compari-
son with LO calculations performed using DSS and MRST parametrizations for FFs and PDFs
respectively. LO calculations describe the experimental multiplicities in nearly all (x, z) bins.
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Figure 8.7: Multiplicities for positive hadrons as a function of x for various z bins, compared to
LO calculations.
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Figure 8.8: Multiplicities for positive hadrons as a function of x for various z bins, compared to
LO calculations.

8.2 π & K Multiplicities in 9 Q2 bins and 12 z bins
The multiplicities are presented, as a function of Q2 four twelve z bins for π+ (figure 8.10(a)) and
π− (figure 8.10(b)). The Q2 dependence is found to be more pronounced at high z, especially
for π−, and follows the trend shown by LO calculations (figure 8.9).

z
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

- π
M

-210

-110

1

Figure 8.9: LO calculations of π− multiplicities versus z in nine Q2 bins, using the LO MRST
2004 parametrization for PDFs and the LO DSS parametrization for FFs. The curves correspond
to the Q2 bins [1, 1.35, 1.83, 2.5, 3.5, 5, 7, 10, 15, 15, 100], starting from the black one.

The kaon multiplicities are presented, as a function of Q2 for twelve z bins, in figure 8.11. For
K+, the Q2 dependence is weak in nearly the entire z range while for K−, it is larger at high z.
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This effect is even more visible in figure 8.12 which shows the pion and kaon multiplicities as a
function of z for different Q2 bins (same data).

Experimental multiplicities are compared to LO calculations which have been performed using
Eq.7.1 and different choices of parametrization for unpolarized PDFs and FFs. For unpolarized
PDFs, MRST and CTEQ parametrizations were chosen and for fragmentation functions, DSS
[34] and KRE [33] parametrizations were chosen. For each kinematic bin (Q2,z), the PDFs were
evaluated at x and Q2 mean values and the fragmentation functions were evaluated at the mean
value of Q2 and then integrated in the corresponding z range.

8.2.1 π & K Multiplicities versus Q2 for various z bins
The comparison between the calculations and the measured values is shown, as a function of
Q2 for various z bins, in figure 8.13 (8.14) for pions (kaons). In the case of pions, the results
agree with the LO calculations using DSS within 5− 10% in the range ( z ∈ [0.25, 0.6] & Q2 ∈
[2.5, 100]) and within ∼ 20% outside this domain. The relatively good agreement in the z
range [0.25, 0.6] is well expected since the DSS fit used hadron multiplicities from the Hermes ex-
periment covering this z range while the KRE parametrization fitted only e+e− annihilation data.

For kaons, the data differ from the LO calculations performed using KRE parametrization by 50−
60%. However, data agree with the calculations performed using DSS fragmentation functions
within ∼ 20% in the z range [0.45, 0.6]. Outside this range, larger differences (20 − 80%) are
observed. The discrepancy can be due to higher order effects which are not taken into account at
LO. In addition, the parametrization of FFs are less constraint by data in the kaon case. Finally
one must note that the theoretical calculations are evaluated without uncertainties.

8.2.2 π & K Multiplicities versus z for various Q2 bins
In figures 8.15 and 8.16, the multiplicities versus z for various Q2 bins are compared to LO calcu-
lations. In the case of pions, results agree with the LO calculation (DSS & KRE) in the entire z
range within 5−20%. For z > 0.7, the multiplicities slightly deviate from the LO calculations, in
particular at small Q2. For kaons, for which the parametrizations are not sufficiently constrainted
by previous kaon data, the COMPASS results tend to be well higher than predictions by 20−50%.

Figures 8.17 and 8.18 show COMPASS multiplicities compared to LO calculations performed
using DSS parametrization for FFs and MRST and CTEQ for unpolarized PDFs. Both LO
calculations give the same description of experimental multiplicities.
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Figure 8.10: Pion multiplicities versus Q2 in twelve z bins. Both statistical and systematic errors
are presented and are given in appendix C.1.
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Figure 8.11: Kaon multiplicities versus Q2 in twelve z bins. Both statistical and systematic
errors are presented and are given in appendix C.1.
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Figure 8.13: Positive (up) and negative (down) pion multiplicities versus Q2 in twelve z bins
compared to LO theoretical calculations performed using MRST parametrization for PDFs and
DSS (red curves) and KRE (blue curves) parametrization for quark fragmentation functions.
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Figure 8.14: Positive (up) and negative (down) Kaon multiplicities versus Q2 in twelve z bins
compared to LO theoretical calculations performed using MRST parametrization for PDFs and
DSS (red curves) and KRE (blue curves) parametrization for quark fragmentation functions.
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Figure 8.15: Positive (up) and negative (down) pion multiplicities versus z in nine Q2 bins
compared to LO theoretical calculations performed using MRST parametrization for PDFs and
DSS (red curves) and KRE (blue curves) parametrization for quark fragmentation functions.
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Figure 8.16: Positive (up) and negative (down) Kaon multiplicities versus z in nine Q2 bins
compared to LO theoretical calculations performed using MRST parametrization for PDFs and
DSS (red curves) and KRE (blue curves) parametrization for quark fragmentation functions.
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Figure 8.17: Positive (up) and negative (down) pion multiplicities versus z in nine Q2 bins
compared to LO theoretical calculations performed using DSS parametrization for fragmentation
functions and MRST (red curves) and CTEQ (blue curves) parametrization for PDFs.
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Figure 8.18: Positive (up) and negative (down) Kaon multiplicities versus z in nine Q2 bins
compared to LO theoretical calculations performed using DSS parametrization for fragmentation
functions and MRST (red curves) and CTEQ (blue curves) parametrization for PDFs.
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8.3 π & K Multiplicities in 12 z bins

The z dependent pion and kaon multiplicities are presented in figures 8.19 and 8.20). They
are obtained by integrating the (Q2,z) multiplicities (section 8.2) over Q2. These values will be
used to extract the quark fragmentation functions into pions and kaons, as discussed in chapter 9.
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Figure 8.19: Positive (left) and negative (right) multiplicities as a function of z.
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Figure 8.20: Positive (left) and negative (right) kaon multiplicities as a function of z.

8.4 Systematic Studies

The following sources of systematic errors were investigated:
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xmin xmax < x > < Q2 > < z > < x > < Q2 > < z >
z ∈ [0.20, 0.30] z ∈ [0.30, 0.45]

0.004 0.006 0.005 1.17 0.242 0.005 1.15 0.350
0.006 0.010 0.008 1.43 0.243 0.008 1.39 0.359
0.010 0.020 0.015 1.86 0.244 0.015 1.80 0.362
0.020 0.030 0.024 2.53 0.245 0.024 2.42 0.364
0.030 0.040 0.035 3.52 0.245 0.035 3.36 0.364
0.040 0.060 0.049 4.81 0.245 0.049 4.63 0.364
0.060 0.100 0.076 7.06 0.245 0.077 6.88 0.364
0.100 0.150 0.120 10.6 0.245 0.120 10.3 0.365
0.150 0.200 0.170 15.1 0.246 0.170 14.9 0.365
0.200 0.300 0.233 21.3 0.245 0.233 21.1 0.366
0.300 0.400 0.333 31.7 0.243 0.332 31.8 0.364
0.400 0.700 0.438 41.4 0.242 0.439 42.2 0.373

z ∈ [0.45, 0.65] z ∈ [0.65, 0.85]
0.004 0.006 0.006 1.10 0.475 0.000 0.00 0.000
0.006 0.010 0.008 1.23 0.517 0.009 1.10 0.709
0.010 0.020 0.015 1.60 0.528 0.015 1.40 0.732
0.020 0.030 0.024 2.18 0.531 0.024 1.88 0.734
0.030 0.040 0.035 3.10 0.531 0.035 2.66 0.733
0.040 0.060 0.049 4.34 0.531 0.049 3.83 0.731
0.060 0.100 0.077 6.57 0.531 0.077 6.01 0.730
0.100 0.150 0.120 10.0 0.532 0.120 9.31 0.730
0.150 0.200 0.170 14.3 0.533 0.170 13.4 0.732
0.200 0.300 0.235 21.0 0.533 0.231 19.7 0.726
0.300 0.400 0.336 31.4 0.535 0.336 31.1 0.721
0.400 0.700 0.436 44.0 0.545 0.411 38.4 0.692

Table 8.1: Mean values of the variables x, Q2 and z in 12 x bins and 4 z bins for π+. Similar
values are obtained for π−, K+ and K−.

• Stability of hadron multiplicities versus time: the compatibility of hadron multiplicities
obtained from each of the four weeks with the average was studied.

• Acceptance calculation

– Sensitivity to Lund fragmentation parameters: acceptances, in bins of x, Q2 and
z for each hadron type, are calculated using two different tunings of fragmentation
parameters (table 7.4).

– 2-dimensions versus 3-dimensions acceptances

• RICH for particle identification: Sensitivity to the parameters used for identification

8.4.1 Data Compatibility
To check if the four measurements (corresponding to the four weeks) are statistically compatible,
the following pull distribution is built:

Mi,j− < Mi >√
σ2
Mi,j
− σ2

<Mi>

(8.2)

Here, the index i refers to the kinematic bin ((x,z) or (Q2,z)) and j refers to the j-th measure-
ment. If the tested measurements are compatible within statistical fluctuations, Eq. 8.2 results
in a Gaussian shaped distribution with a mean x0 = 0 and σ = 1. For the multiplicities measured
in bins of x and z, the results are shown in figure 8.21 for both pions and kaons. For each his-
togram, the number of entries is 192 (12 x bins × 4 z bins × 4 weeks ). For all distributions, the
mean is compatible with zero within the statistical errors. Since σ is larger than 1, a systematic
error is estimated in units of the statistical error σstat by the standard deviation:
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σCompsys ≤
√

(σpulls + δσpulls)2 − 1)σstat (8.3)

The resulting systematic errors are summarized in table 8.2. The maximum value of the system-
atic error associated to the data compatibility is of the order of the statistical error.

π+ π− K+ K−

σCompsys [(x,z) multiplicities] 1.1 · σstat 0.7 · σstat 0.45 · σstat 0.6 · σstat
σCompsys [(Q2,z) multiplicities] 0.75 · σstat 0.5 · σstat 0.16 · σstat 0.33 · σstat

Table 8.2: Systematic errors estimated using Eq. 8.3 expressed in units of σstat.
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Figure 8.21: Compatibility pull distribution of the multiplicities for positive (top left) and neg-
ative (top right) pions as well as for positive (bottom left) and negative (bottom right) kaons.

8.4.2 Acceptance Sensitivity to JETSET Fragmentation Parameters

In the Monte Carlo simulation, used for acceptance calculation, the apparatus does not operate
perfectly. As a consequence, the calculated acceptance depends on the physics generator. Using
different parameters for the fragmentation process in the generation leads to different acceptances.
The uncertainty associated to the choice of the fragmentation parameters is quantified. For this
purpose, the acceptance was calculated using the two Monte Carlo sample produced using the
"default" and the "high PT " tunings (discussed in section Tunings). The systematic error is
estimated in each kinematic bin i (i ≡ (x,z) bin or (Q2,z) bin) using the ratio of acceptances
(εhighPT /εdefault):

σMC
sys (i) ≤ εhighPT /εdefault(i)− 1

2
·Mh

cor(i) (8.4)

Figure 8.22 (8.23) shows the ratio εhighPT /εdefault as a function of x (Q2) in the z range [0.2,0.3].
The systematic errors are given in appendix B and C.
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Figure 8.22: Ratio εhighPT /εdefault for pions and kaons as a function of x.
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Figure 8.23: Ratio εhighPT /εdefault for pions and kaons as a function of Q2.
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8.4.3 2-3 dimensions Acceptance Calculation

The acceptances (and hadron multiplicities) have been calculated (measured) in two-dimensional
binning (x,z) and (Q2,z) such that the integration is done over the rest of kinematic variables (y,
W , PT , ...). To check that adding a new variable in the acceptance calculation does not affect
the final hadron multiplicities, the acceptances and hadron multiplicities have been calculated
(measured) in three-dimensional binning (x,z,PT ), (Q2,z,PT ) and (x,Q2,z). In each case, the
raw multiplicities are measured and then corrected for acceptance as well as for radiative and
smearing effects. They are then integrated over the additional variable and compared to the
two-dimensional multiplicities. In almost all kinematic bins, the three-dimensional final multi-
plicities differ by less than 1% from the two-dimensional multiplicities.

Figure 8.24 (8.25) shows the ratio between the two-dimensional (x-z) π+ (K+) multiplicities and
the three-dimensional (x,z,PT ) multiplicities integrated over PT . The ratio is compatible with
1. The same result is obtained:

• for positive and negative pions and kaons.

• when comparing Mh(x,z) to
∫
Q2 M

h(x,Q2,z), h ≡ π,K

• when comparing Mh(Q2,z) to
∫
PT
Mh(Q2,z,PT ), h ≡ π,K

• when comparing Mh(Q2,z) to
∫
x
Mh(x,Q2,z), h ≡ π,K
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Figure 8.24: Ratio of the two-dimensional (x,z) corrected multiplicities and three-dimensional
(x,z,PT ) ones for positive pions.
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Figure 8.25: Ratio of the two-dimensional (x,z) corrected multiplicities and three-dimensional
(x,z,PT ) ones for positive pions.

8.4.4 RICH Systematic Errors

The likelihood cuts which have been used for particle identification, via the RICH, were optimized
for the 2004 data [52]. To estimate the systematic errors arising from the identification, one can
vary the likelihood cuts around the optimal values while keeping the factor of merit (S/

√
S +B,

S ≡ signal, B ≡ background) maximal and constant. Two different sets of likelihood cuts
(loose and severe) have been determined (table 8.3). The corresponding RICH efficiencies and
misidentification tables are shown in figure 8.26.

π K
Lπ/LBG Lπ/LK Lπ/Lp LK/LBG LK/Lπ LK/Lp

Loose Cuts 0.97 0.98 0.97 1.2 0.98 0.97
Optimal Cuts 1. 1. 1. 1.24 1.02 1.
Severe Cuts 1.1 1.02 1. 1.3 1.04 1.

Table 8.3: Loose, optimal and severe cuts applied on the liklihoods ratios.

The associated systematic error is estimated using the maximum deviation between final multi-
plicities obtained in the extreme sets (loose & severe) with respect to the nominal set, as follows:

σRICHsys = MAX(|Mh
c −Mh

s |; |Mh
c −Mh

l |) (8.5)

Here, Mh
c , Mh

s and Mh
l correspond to the final multiplicities obtained using the optimal, severe

and loose cuts on the likelihood ratios, respectively. The systematic error are estimated in each
kinematic bin ((x,z) or (Q2,z)) (appendix B and C). The systematic errors associated to the
RICH identification are larger than statistical errors and correspond to the larger contribution
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Figure 8.26: Comparison of the RICH efficiency between three sets of cuts (loose, optimal and
severe) for positive pion and kaons (flexible corresponds to “loose” cuts). Arrows are directed
from left to right

to the systematic errors. Finally, systematic errors evaluated from different sources are added in
quadrature. They are given in appendix B and C.

8.5 Summary and Conclusions

The charge separated pion and kaon multiplicities were measured using data collected by the
COMPASS collaboration in 2004 by scattering a 160 GeV/c muons off deuteron target (6LiD).
The data cover the kinematic domain: Q2 > 1 [GeV/c]2, 0.1 < y < 0.9, 4.10−2 < x < 0.7 and
W > 7 GeV/c. The z domain was limited to [0.2, 0.85] in order to study the fragmentation
process in the current fragmentation region.

The multiplicities, corrected for acceptance as well as for radiative and smearing effects, were
measured in bins of the kinematic variables (x, z) and (Q2,z). They were compared to LO
calculations performed using the LO definition of hadron multiplicities in the QCD improved
parton model and existing parametrization for FFs and PDFs. For pions, the x dependent
and the Q2 dependent multiplicities are in good agreement with the LO calculations performed
using DSS FFs in the range z < 0.65 while some discrepancies are observed for higher z. These
observations are not surprising since no previous measurements of hadron multiplicities had been
performed in this range and consequently the FF parametrization are not well constrained.
The ratio of positive to negative pion multiplicities was measured as a function of x and found
to be in good agreement with the recent result from the E00-108 experiment at Jefferson Lab.
However, both results differ from the LO predicted ratio.

For kaons, the x dependent multiplicities agree with the LO calculations at small x for z ∈
[0.2, 0.65] while significant deviations are observed at high x. For z > 0.65, the measured multi-
plicities differ from the calculated ones by more than 60%. The Q2 dependent multiplicities are
better described by the calculations performed using DSS FFs than KRE FFs. This observation
is expected since DSS includes kaon multiplicities from the HERMES experiment while KRE
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does not.

In summary, the pion and kaon multiplicities are better described by the LO calculations per-
formed using DSS fragmentation functions, an observation well expected. However, the data
will provide further constraints to the global fits, especially at small x (x < 0.2) and high z
(z > 0.65).
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Chapter 9

Results for Quark Fragmentation
Functions
In this chapter, we discuss the LO extraction of quark fragmentation functions into hadrons from
pion and kaon multiplicities measured at COMPASS (chapter 8). For this goal, two methods
of extraction were tested. To test the validity of the two methods, "pseudo-data", simulating
hadron multiplicities, were calculated using the LO definition of multiplicities (Eq. 9.1) in the
QCD improved parton model and existing parametrization for parton distribution functions and
for quark fragmentation functions. The extracted fragmentation functions were then compared
to the initial ones, testing the validity of each method.

The fragmentation functions were extracted from the measured pion and kaon multiplicities using
both methods. The resulting fragmentation functions are presented in sections 9.2 and 9.3. A
summary is finally given in section 9.4.

9.1 Methods of Extraction
All extraction methods make use of the expression of the hadron multiplicities in the QCD
improved parton model (section 2.2.3). For a given hadron h, the multiplicity is given by:

Mh(x,Q2, z) =
1

σincl(x,Q2)

dσh(x,Q2, z)

dxdQ2
=

∑
q e

2
qq(x,Q

2)Dh
q (z,Q2)∑

q e
2
qq(x,Q

2)
(9.1)

where q(x,Q2) denotes the parton distribution function (PDF) of a quark of flavor q, Dh
q (z,Q2)

denotes the fragmentation function (FF) of a quark of flavor q into a hadron of type h. In
order to extract Dh

q (Dh
q ≡ Dh

q (z,Q2)) from Eq. 9.1, two inputs have to be injected: the
hadron multiplicities (Mh(x,Q2, z)) and the PDFs (q(x,Q2)). While the hadron multiplicities
are experimentally measured, the PDFs are taken from a certain parametrization which has
to be chosen according to COMPASS phase space. For each hadron type (h ≡ π, K), twelve
fragmentation functions, corresponding to six quark flavors and two hadron charges, are defined.
For instance, for positive pions (π+) the six fragmentation functions are: Dπ+

u , Dπ+

ū , Dπ+

d , Dπ+

d̄
,

Dπ+

s , Dπ+

s̄ and similarly for π−. The total number of independent fragmentation functions can be
reduced to only six per hadron type by assuming the charge conjugation symmetry (Dh+

q = Dh−

q̄ ).
Further assumptions can be made in order to reduce the number of unknown FFs, depending on
the number of unknowns that can be extracted.
The first method (section 9.1.1) consists in extracting only two unknown fragmentation functions
in bins of z and Q2, using the measured hadron multiplicities in the same bins. The second
method (section 9.1.2), however, allows to extract three unknown the fragmentation functions
(
∫
dzDh

q (z,Q2)) in a given z bin by building more equations corresponding to the multiplicities
measured in different x bins.

9.1.1 Method I: π and K FFs in bins of z and Q2

This method consists in extracting the fragmentation functions (Dh
q ) as a function of z in the

corresponding Q2 interval, using the hadron multiplicities measured in z bins. For each hadron
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type h, in each (z,Q2) bin, two equations (one per hadron charge) can be written in terms of six
unknown fragmentation functions. They are given, in the case of a deuteron target, by:

Mh+

(z0 ± dz,Q2) =
4(uDh+

u + ūDh+

ū ) + (dDh+

d + d̄Dh+

d̄
) + (sDh+

s + s̄Dh+

s̄ )

5Q+ 2S

Mh−(z0 ± dz,Q2) =
4(uDh+

ū + ūDh+

u ) + (dDh+

d̄
+ d̄Dh+

d ) + (sDh+

s̄ + s̄Dh+

s )

5Q+ 2S
(9.2)

where q ≡ q(x,Q2) (q ≡ u, ū, d, d̄, s, s̄); Q denotes the sum of up and down quarks and antiquarks
distributions (Q ≡ Q(x,Q2) = u(x,Q2) + ū(x,Q2) + d(x,Q2) + d̄(x,Q2)) and S denotes the
sum of strange quarks and antiquarks distributions (S ≡ S(x,Q2) = s(x,Q2) + s̄(x,Q2)). Dh

q

(≡ Dh
q (Q2) ≡

∫ z0+dz

z0−dz dz0D
h
q (z0, Q

2)) correspond to the integrated fragmentation function in a
given z bin, at the corresponding Q2 mean value. In order to extract these independent FFs
from only two equations, the number of unknowns must be reduced to only two FFs. For this
purpose further assumptions have to be made, depending on the hadron type. The extraction
procedure will be detailed in the following for pion (section 9.1.1.1) and kaon (section 9.1.1.2).

9.1.1.1 Pion Fragmentation Functions: Dπ
fav(z, Q

2), Dπ
unf (z, Q6)

In the case of pions (π+ ≡ ud̄, π− ≡ ūd), two favored (Dπ+

u , Dπ+

d̄
), two unfavored (Dπ+

ū ,
Dπ+

d ) and two strange unfavored (Dπ+

s , Dπ+

s̄ ) fragmentation functions (FFs) describe the pion
production in semi-inclusive DIS. Since only two FFs can be extracted, the two favored FFs
are assumed to be equal (assumption based on isospin symmetry); and all unfavored FFs (non
strange and strange) are assumed to be equal since they are expected to be of the same order of
magnitude, as predicted by existing parametrization. The two remaining FFs are:

Dπ
fav ≡ Dπ+

u = Dπ+

d̄ = Dπ−

ū = Dπ−

d

Dπ
unf ≡ Dπ+

d = Dπ+

ū = Dπ+

s = Dπ+

s̄ = Dπ−

d̄ = Dπ−

u = Dπ−

s = Dπ−

s̄ (9.3)

Taking into account these assumptions (Eq. 9.3), the charged pion multiplicities (Eq. 9.2) can
be written, in case of a deuterium target, in terms of Dπ

fav and Dπ
unf as follows:

Mπ+

(z0 ± dz,Q2) =
(4(u+ d) + ū+ d̄)Dπ

fav + (u+ d+ 4(ū+ d̄) + 2(s+ s̄))Dπ
unf

5Q+ 2S
(9.4)

Mπ−(z0 ± dz,Q2) =
(u+ d+ 4(ū+ d̄))Dπ

fav + (4(u+ d) + ū+ d̄+ 2(s+ s̄))Dπ
unf

5Q+ 2S
(9.5)

Here, Dπ
fav(D

π
unf ) ≡

∫ z0+dz

z0−dz dzD
π
fav(D

π
unf )(z0, Q

2). In each z bin, Eq. 9.4 and Eq. 9.5 form a
linear system of two equations with two unknowns: Dπ

fav and Dπ
unf . This system can be written

in a matrix form (Eq. 9.6).
~M = B ~D (9.6)

For each data point (multiplicity in a z kinematic bin at < Q2 > and integrated over x in the
range [0.004, 0.7]), the parton distribution functions are evaluated at the corresponding mean
values of the kinematic variables x and Q2 using the LO MRST 2004 parametrization [38]. The
latter has been taken from the parton distribution functions library LHAPDF [54] (Les Houches
Accord PDFs). The MRST 2004 parametrization has been chosen because of its validity domain
(10−5 < x < 1 and 1.2 [GeV/c]2 < Q2 < 107 [GeV/c]2) which is suitable for the COMPASS
phase space. In addition, the parametrization is taken at LO because the hadron multiplicities
(Eq. 9.1) are derived at LO. Once the B matrix elements are evaluated, they can be injected
into the system (Eq. 9.6) and the latter can be solved by inverting the B matrix. The favored
fragmentation function is expected to have the largest value.

Note that the pion fragmentation functions (Dπ
fav, D

π
unf ) have been previously extracted by the

EMC collaboration [30] in 1989, using the same assumptions. The two fragmentation functions
have been extracted for both proton and deuterium targets. The EMC results obtained with
deuterium are shown later for comparison.
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9.1.1.2 Kaon Fragmentation Functions: DK
str(z, Q2), DK

fav(z, Q
2)

Similarly to the pion case, six fragmentation functions can be defined for kaons (K+ ≡ us̄,
K− ≡ ūs): a strange favored (DK+

s̄ ), a favored (DK+

u ) and four unfavored (DK+

ū , DK+

d , DK+

d̄
,

DK+

s ) fragmentation functions (FFs). Assuming that all unfavored FFs are equal (assumption
made in nearly all parametrization without any fundamental symmetry behind), the number of
unknowns reduces to three independent FFs (Eq. 9.7).

DK
fav ≡ DK+

u = DK−

ū

DK
str ≡ DK+

s̄ = DK−

s

DK
unf ≡ DK+

d = DK+

d̄ = DK+

ū = DK+

s = DK−

d = DK−

d̄ = DK−

u = DK−

s̄ (9.7)

Using Eq. 9.2 and Eq. 9.7, the kaon multiplicities are given, in the case of a deuterium target,
by :

MK+

(z0 ± dz,Q2) =
2s̄DK

str + 4(u+ d)DK
fav + (u+ d+ 5(ū+ d̄) + 2s)DK

unf
5Q+ 2S

(9.8)

MK−(z0 ± dz,Q2) =
2sDK

str + 4(ū+ d̄)DK
fav + (ū+ d̄+ 5(u+ d) + 2s̄)DK

unf
5Q+ 2S

(9.9)

Here DK
fav ≡

∫ z0+dz

z0−dz dzD
K
fav(z0, Q

2) and similarly for DK
str and DK

unf . Eq. 9.8 and Eq. 9.9 allow
to extract only two combinations of fragmentation functions. Since the values of DK

fav, D
K
unf

and DK
str (Eq. 9.7) are expected to be of different orders of magnitude, no further assumptions

are made in this work and one of the three functions is assumed to be known. DK
unf was chosen

since it is expected to be the smallest one and thus gives the smallest contribution to the total
kaon multiplicities (see figure ??). In each z bin, DK

unf has been evaluated at the corresponding
mean value of Q2 using a parametrization and then integrated along z between the bin limits.
The most appropriate parametrization to be used is DSS since it is the only one that includes
pion and kaon multiplicities (preliminary data from Hermes collaboration) in its data set. In
addition, the DSS parametrization makes the same assumptions discussed above for kaons. To
be consistent with the LO expression of the multiplicities, DK

unf is evaluated at LO and then
injected into the following system (obtained from Eqs. 9.8 and 9.9):(

MK+ − (u+d+5(ū+d̄)+2s)
5Q+2S DK

unf

MK− − (ū+d̄+5(u+d)+2s̄)
5Q+2S DK

unf

)
=

(
B11 B22

B21 B22

)
·
(

DK
str

DK
fav

)
(9.10)

The favored (DK
fav ) and the unfavored (DK

unf ) kaon fragmentation functions have been previously
extracted by the EMC experiment [30]. In the EMC analysis, it is assumed that the fragmentation
function of strange quark into kaons is related to the favored one (Eq. A.1). No fundamental
argument is given in [30] to justify this assumption.

1

2
(DK+

s +DK+

s̄ ) = DK+

fav (9.11)

9.1.2 Method II: π and K FFs in 4 z bins using x dependence of Mh

A different method of extraction of fragmentation functions, making use of the x dependence
of the hadron multiplicities, is presented. In this work, the pion and kaon multiplicities are
determined in 12 x bins and 4 z bins. Thus for each z bin and hadron type, 24 equations (12
x bins × 2 charges) can be written in terms of six FFs integrated over z in the corresponding
z bin (see Eq. 9.2). In these equations, each FF is weighted with a quark distribution of a
given flavor ( 4uDh+

u , 4ūDh+

ū , dDh+

d , dDh+

d̄
, sDh+

s , s̄Dh+

s̄ for h+ for example), evaluated at the
mean values of x and Q2. The extraction of six independent fragmentation functions thus relies
on the difference between the six flavors of the PDFs q(x,Q2). While the up and down quark
(u, d) distributions have different shapes and give different weights for the FFs, the sea quark
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(ū, d̄, s, s̄) distributions are similar and give similar weights. As a consequence, the number of
independent FFs that can be extracted reduces to only three. The method will be detailed in
both pion and kaon cases in the following.

9.1.2.1 Pion Fragmentation Functions: Dπ
fav, D

π
unf , D

π
str

Three assumptions are made to extract three independent fragmentation functions. Favored
FFs are assumed to be equal (Dπ+

u = Dπ+

d̄
) due to the isospin symmetry, unfavored FFs are

assumed to be equal (Dπ+

ū = Dπ+

d ) and finally strange unfavored FFs are assumed to be equal (
Dπ+

s = Dπ−

s̄ ). The strange unfavored FF is taken as an independent unknown, contrary to the
first method where it was assumed to be equal to the unfavored FF. The pion multiplicities can
be written in terms of these FFs (Dπ

fav, D
π
unf , D

π
s ), as given in Eqs 9.12 and 9.13.

Mπ+

(x) =
(4(u+ d) + ū+ d̄)Dπ

fav + (u+ d+ 4(ū+ d̄))Dπ
unf + 2(s+ s̄)Dπ

s
5Q+ 2S

(9.12)

Mπ−(x) =
(u+ d+ 4(ū+ d̄))Dπ

fav + (4(u+ d) + ū+ d̄)Dπ
unf + 2(s+ s̄)Dπ

s
5Q+ 2S

(9.13)

where q ≡ q(x,Q2) (q ≡ u, ū, d, d̄, s, s̄), Dfav (≡
∫ zmax
zmin

Dπ
fav) is the integrated FF in the z bin

[zmin, zmax]. Writing Eqs 9.12 and 9.13 in n x bins, in a given z bin, forms a system of two
equations and three unknowns (system given in 9.14). B+

1,1 (B−1,1), B
+
1,2 (B−1,2) and B+

1,3 (B−1,3)
are respectively the coefficients of Dπ

fav, D
π
unf and Dπ

s in Eq. 9.12 (9.13).

~M = B × ~D ⇔



Mπ+

1

Mπ−

1

Mπ+

2

Mπ−

2

.

.

Mπ+

12

Mπ−

12


=



B+
1,1 B+

1,2 B+
1,3

B−1,1 B−1,2 B−1,3
B+

2,1 B+
2,2 B+

2,3

B−2,1 B−2,2 B−2,3
. . .
. . .

B+
12,1 B+

12,2 B+
12,3

B−12,1 B−12,2 B−12,3


·

 Dπ
fav

Dπ
unf

Dπ
s

 (9.14)

The extraction of three independent fragmentation functions is possible since the x-distributions
of up and down quarks are different (see figure 9.1). The extraction of a fourth fragmentation
function, for example, is not possible because this would rely on the difference between the sea
quark distributions (ū and d̄, s and s̄) which is small.

(a) Q2 = 1.5 (GeV/c)2 (b) Q2 = 30 (GeV/c)2

Figure 9.1: Up and down quark and antiquarks distributions at Q2 = 1.5 [GeV/c]2 (a) and at
Q2 = 30 [GeV/c]2(b). Illustrations taken from [70].
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9.1.2.2 Kaon Fragmentation Functions: DK
str, DK

fav, D
K
unf

The same assumptions (as in section 9.1.1.2) are made here for the kaon fragmentation functions.
Consequently, three unknowns (DK

str, DK
fav and DK

unf ) can be extracted using two equations.

9.1.3 Testing methods using "pseudo-data"

The methods were tested using "pseudo-data" for both pions and kaons. For this purpose,
the hadron multiplicities (Eqs 9.8 - 9.9 and Eqs 9.4 - 9.5) were calculated using the MRST
parametrization for PDFs and the DSS parametrization for FFs. In each z bin, the PDFs q(x,Q2)
were evaluated at the mean values of x and Q2 and the fragmentation functions were integrated
within the bin limits. When solving the system, the resulting fragmentation functions were found
to be identical to the input ones, confirming the validity of the two methods (I and II) with ideal
data (infinitely precised data).

9.2 Results of Method I

Let us remind that methods I (section 9.1.1) leads to the extraction of two independent pion FFs
(Dπ

fav and Dπ
unf ) and two independent kaon FFs (DK

str and DK
fav). The results are shown in two

dimensions ( 12 z bins and 9 Q2 bins) as well as in one dimension (12 z bins).

9.2.1 Results for Pions: Dπ
fav(z, Q

2) and Dπ
unf(z, Q

2)

Results for Dπ
fav and Dπ

unf in bins of z and Q2 bins are presented in section 9.2.1.1. The
dependence of the results on the choice of the PDFs parametrization is studied and presented in
section 9.2.1.2. Finally the ratio of positive to negative pion fragmentation functions is presented
in the last section.
The results are compared to LO and/or NLO predictions (DSS, KRE) as well as to the existing
measurements (EMC, JLab).

9.2.1.1 Pion Fragmentation Functions in 12 z bins and 9 Q2 bins

In figure 9.2 are shown the favored (Dπ
fav) and the unfavored (Dπ

unf ) pion fragmentation function
versus z in nine Q2 bins. They are compared to the LO fragmentation functions evaluated at
the mean value of Q2 in each kinematic bin in z, as predicted the DSS (red curves) and the KRE
(blue curves) parametrization.

Results for Dπ
fav (figure 9.2(a)) agree with the LO predictions in the entire z range in almost

all Q2 bins. Results for Dπ
unf (figure 9.2(b)) agree with the predictions in the z range [0.2, 0.6].

For higher z, a significant discrepancy is observed in the Q2 domain between 1 [GeV/c]2 and 7
[GeV/c]2. A similar discrepancy is observed when comparing the pion multiplicities to the LO
calculations versus z in the same Q2 domain (see figure 8.19). Such observed discrepancy for
z > 0.6 is not surprising since neither DSS nor KRE parametrization fit hadron multiplicities (or
semi-inclusive data) in this z domain. While the KRE parametrization uses only e+e− data, the
DSS parametrization uses, in addition to e+e− annihilation and pp collision data, the HERMES
hadron multiplicities in the z range restricted to [0.25, 0.6].

In order to compare COMPASS results with the EMC ones [30], the pion fragmentation functions
versus z have been extracted from the pion multiplicities integrated over Q2. Note that the EMC
experiment used a 280 [GeV/c] muon beam scattering off a deuterium target. The kinematic
domain was restricted to the region: Q2 > 4 [GeV/c]2, x > 0.12, 16 < W 2 < 200 [GeV/c]2.
While the EMC results are given at the Q2 mean value of 25 GeV2, our results are given, in
each z bin, at the corresponding mean values of Q2, which varies between 3.2 [GeV/c]2 and 3.7
[GeV/c]2 (see table 9.3). The results are shown in figure 9.3 in comparison with the DSS LO
(dashed pink curves) and NLO (full pink curves) predictions and to the KRE LO (dashed blue
curves) and NLO (full blue curves) predictions.
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Figure 9.2: Favored (a) and unfavored (b) pion fragmentation functions versus z in nine Q2 bins,
compared to LO predictions: DSS (red curves) and KRE (blue curves). The predictions are
computed at the Q2 mean values in each kinematic (z, Q2) bin. The Q2 mean values are given
in table 9.2, for each Q2 bin.
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The favored (Dπ
fav) and the unfavored (Dπ

unf ) fragmentation functions agree with the parametriza-
tion (DSS and KRE, LO and NLO) and with the EMCmeasurement within the errors, for z < 0.6.
For higher z, the COMPASS results forDπ

fav are higher than the EMC ones, however they remain
in agreement with the parametrization. The unfavored fragmentation function (Dπ

unf ) extracted
from both COMPASS and EMC deviates from the predictions at z ∼ 0.65, however both show
similar behavior in this z range. The COMPASS Dπ

unf distribution looks smoother than the
EMC one.
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Figure 9.3: Favored (a) and unfavored (b) pion fragmentation functions versus z, compared to
the LO (dashed pink curves) and NLO (full pink curves) DSS fragmentation functions, to the
LO (dashed blue curves) and the NLO (full blue curves) KRE fragmentation functions.

Finally, the agreement between the COMPASS results and the parametrization as well as previous
measurements is expected since pion fragmentation functions are well constrained in the global
fits.
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9.2.1.2 Sensitivity to parton distribution functions

The extraction of Dπ
fav and Dπ

unf was performed using different parametrizations for parton
distribution functions: MRST04 [38], MSTW08 [11] and CTEQ6l [56]. These parametrizations
make use of different functional forms as well as different data sets in their fir. In addition, they
cover different x and Q2 kinematic domains.
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Figure 9.4: Sensitivity to the PDFs choice: (a) Favored pion fragmentation function (Dπ
fav) versus

z obtained using MRST (red markers), MSTW (blue markers) and CTEQ (green markers). Data
points (blue and green) are slightly "artificially" shifted to the right. (b) Ratio of Dπ

fav obtained
using MSTW or CTEQ parametrization to the one obtained using MRST.

Figure 9.4(a) shows the z distribution of the favored fragmentation function (Dπ
fav) for different

parametrization, in comparison with the EMC result. The ratio of Dπ
fav obtained using the

MSTW (or CTEQ) parametrization to the one obtained using MRST is shown in figure 9.4(b).
Results are found to be compatible within a systematic difference of ∼ 5% in the entire z range.
In the case of unfavored fragmentation function (Dπ

unf ), the z distributions and the ratios are
shown in figures 9.5(a) an 9.5(b) respectively.
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Figure 9.5: Sensitivity to the PDFs choice: (a) Unfavored pion fragmentation function (Dπ
unf )

versus z obtained using MRST (red markers), MSTW (blue markers) and CTEQ (green markers).
Data points (blue and green) are slightly "artificially" shifted to the right. (b) Ratio of Dπ

unf

obtained using MSTW or CTEQ parametrization to the one obtained using MRST.

The results for Dπ
unf are compatible within less than 10% in the covered z range. For both



9.2. RESULTS OF METHOD I 139

Dπ
fav and Dπ

unf , the extracted values are systematically shifted towards lower and higher values
respectively. This systematic effect can be taken into account in the systematic errors. In
summary the pion fragmentation functions do not show a strong dependence on the choice of
PDFs.

9.2.1.3 Ratio of unfavored to favored pion FFs

An interesting quantity to study is the ratio Dπ
unf or Dπ

fav in which many effects cancel out.
The COMPASS ratio is shown in figure 9.6 in comparison with EMC (CERN) and E00-108 (Jef-
ferson Lab [57]) results. The E00-108 experiment studied the DIS process using a 5.479 GeV/c
electron beam scattering off both proton and deuterium targets. The kinematic domain of data
was restricted to: 2 < Q2 < 4 GeV2, W 2 > 4 GeV2, 0.2 < x < 0.6 and z > 0.3.

The COMPASS result agree with the Jlab one in the common z domain (z > 0.3). However
both COMPASS and JLab results are slightly higher (∼ 10%) than the EMC one. The ratios
are compared to the DSS LO (dashed pink curve) and NLO (full pink curve) predictions and
to the KRE LO (dashed blue curve) and NLO (full blue curve) predictions. The experimental
ratios differ from the predictions in the entire z range. This discrepancy can be interpreted by
the missing higher orders corrections, which are not taken into account in the LO extraction.
It can also be due an unsuitable functional form assumed in the parametrization. Finally, one
must note that both DSS and KRE do not include data (hadron multiplicities) from COMPASS
or E00-108 experiments.
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Figure 9.6: Ratio of unfavored to favored pion fragmentation functions as a function of z, drawn
at the Q2 mean value in each z bin, in comparison with the EMC ratio given at < Q2 >= 25
GeV2, and the recent E00-108 (JLab/Hall C) result. The curves correspond to the DSS LO
(dashed pink curve) and NLO (full pink curves) ratios and to the KRE LO (dashed blue curve)
and NLO (full blue curve) ratios.

9.2.2 Results for Kaons (DK
str and DK

fav) in 12 z bins

Similarly to pions, kaon fragmentation functions DK
fav and D

K
str have been extracted as a function

of z. They are presented in the first section and compared to the existing measurements and
predictions. The LO predictions are calculated at the mean value of Q2 in each z bin. For this
purpose, in each z bin, the PDFs are evaluated at the mean values of x and Q2, and the FFs
are evaluated at the Q2 mean value and integrated in the corresponding z bin. In the second
section, the dependence on the PDFs choice is studied. In the last section, the dependence on
DK
unf is presented.
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9.2.2.1 Kaon Fragmentation Functions

The results for the favoredDK
fav (≡ DK+

u = DK−

ū ) and the strange favoredDK
str (≡ DK+

s̄ = DK−

s )
kaon fragmentation functions are shown in figure 9.7, in comparison with the DSS (pink) and
the KRE (blue) LO (dashed curve) and NLO (full curve) predictions.

z0 0.2 0.4 0.6 0.8 1

+
K u

 D≡ 
K fa

v
D

-110

1

COMPASS

EMC 89

DSS LO

DSS NLO

KRE LO

KRE NLO

z bin>2Points and curves drawn at <Q

(a) DKfav(z)

z0 0.2 0.4 0.6 0.8 1

+
K s

 D≡ 
K S

D

-210

-110

1

10

COMPASS

DSS LO

DSS NLO

KRE LO

KRE NLO

z bin>2Points and curves drawn at <Q

(b) DKstr(z)

Figure 9.7: Favored (a) and strange favored (b) kaon fragmentation functions versus z, compared
to the DSS LO (dashed pink curve) and NLO (full pink curve) predictions and to the KRE LO
(dashed blue curve) and NLO (full blue curve) predictions. The LO calculations are performed
at the mean values of Q2 in each z bin (see table 9.3). DK

fav is also compared to the EMC result
extracted at <Q2> = 25 GeV2.

For DK
fav, the result agrees within the errors with the EMC one. It agrees also with both

parametrization DSS and KRE and does not show any tendency to be better described by one
parametrization than by the other. No previous measurements of DK

str have been previously
performed. A significant discrepancy between the result and the LO and the NLO predictions is
observed, especially in the slope of the distribution. COMPASS data favors the fragmentation
of strange quarks into kaons with smaller fractional energy z. Finally, one must remember that
DK
str was poorly constrained in the FFs parametrization due to the lack of kaon data. As a

consequence, such discrepancy is not surprising.
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9.2.2.2 Sensitivity to Parton Distribution Functions

Similarly to the pion case, the kaon fragmentation functions have been extracted using three
different parametrization for the parton distribution functions. Figure 9.8 shows the DK

fav dis-
tributions versus z using MRST04, MSTW08 and CTEQ6l parametrization. The ratios of DK

fav

obtained using MSTW/CTEQ parametrization to the one obtained using MRST is also shown
in figure 9.8(b). The resulting DK

fav differ by 2 to 20% in the case of MSTW and by ∼ 5 to 40%
in the case of CTEQ with respect to the MRST parametrization in the low z domain.
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Figure 9.8: Sensitivity to the PDFs choice: (a) Favored kaon fragmentation function (DK
fav) dis-

tributions versus z for different PDF parametrizations, compared to EMC result (open marker)
and to the LO DSS predictions. (b) Ratio of DK

fav obtained using MSTW or CTEQ parametriza-
tion to the one obtained using the MRST parametrization.
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Figure 9.9: Sensitivity to the PDFs choice: (a) Favored kaon fragmentation function (DK
fav) dis-

tributions versus z for different PDF parametrization, compared to EMC result (open marker)
and to the LO DSS predictions. (b) Ratio of DK

fav obtained using MSTW or CTEQ parametriza-
tion to the one obtained using the MRST parametrization.

Figure 9.9(a) shows results for DK
str and figure 9.9(b) shows the ratios between results obtained

with different PDFs. The DK
str obtained using MSTW(CTEQ) parametrization are systemati-

cally ∼ 20% (∼ 40%) higher than using MRST in the nearly all z bins. The difference likely
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originates from the difference in the strange quark distribution between MRST, MSTW and
CTEQ, as can be seen in figure 9.10. The dependence of the results on the PDF choice can be
taken into account in the systematic errors.

(a) (b)

Figure 9.10: (a) Strange quark distributions at Q2 = 3 [GeV/c]2 as a function of x, given by
MRST2004, MSTW2008 and CTEQ6l parametrization. (b) Ratios of MSTW and CTEQ strange
distributions to the MRST one. Illustrations taken from [70].

9.2.2.3 Sensitivity to DK
unf choice

The sensitivity of the DK
fav and DK

str results to the choice of DK
unf can be studied and quantified

by changing the latter by a given factor. For this purpose, Dunf has been varied between two
extreme sets of values: the DSS and the KRE parametrization (table 9.1). For each z bin, DK

fav

and DK
str have been extracted for 4 different values of DK

unf :

DK,i
unf ∈ [DK,DSS

unf , DK,KRE
unf ]

DK,i
unf = DK,DSS

unf + i×
(DK,KRE

unf −DK,DSS
unf )

3
, i = 0, 1, 2, 3 (9.15)

In the following, DK,DSS
unf (DK,KRE

unf ) will be denoted by D1
unf (D4

unf ). Figure 9.11(a) shows the
resulting DK

fav obtained for different DK
unf and figure 9.11(b) shows the ratios of DK

fav obtained
using Di

unf (i ≡ 2, 3, 4) to the one obtained using D1
unf . A strong dependence of DK

fav on the
choice of DK

unf is observed in the entire z range, in particular, at small z (z < 0.4) where the
results differ by a factor of 2.

For DK
str, the resulting distributions are shown in figure 9.12(a). For all values of DK

unf , except
the one given by the DSS parametrization, unphysical results are obtained for DK

str which is
found to be negative in nearly all z bins. This observation confirms that the Kretzer (KRE)
parametrization, which fits FFs from only e+e− annihilation data, does not describe the frag-
mentation process in the COMPASS kinematic domain. In summary, both favored and stranged
favored kaon fragmentation functions depend strongly on the choice of DK

unf .

Other extractions have been performed using different assumptions. At first, DK
fav was assumed

to be known from external parametrization and both DK
str and DK

unf were extracted. A second
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Figure 9.11: (a): Favored kaon fragmentation function (DK
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Ratio of DK
fav obtained using Di
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unf .
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Figure 9.12: (a): Favored kaon fragmentation function (DK
str) distributions versus z for different

values of DK
unf , compared to the LO DSS predictions. (b): Ratio of DK

str obtained using Di
unf

to the one obtained using D1
unf .

assumption which relates DK
unf to the two other has been tested. This assumption has been used

by the EMC analysis. In both cases, the obtained results were found to be different from the
presented ones. More details and results [75] can be found in appendix A.

9.3 Results of Method II

The particularity of this method is to treat simultaneously several x bins in order to get more
equations and thus to extract a larger number of FFs (three instead of two). The method II
makes use of the hadron multiplicities measured in 12 x bins and 4 z bins. In each z bin,
it allows in principle to extract three independent fragmentation functions integrated over z
in the corresponding z range. This extraction takes advantage of the different shapes of the
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z bin D1
unf D2

unf D3
unf D4

unf

[0.20, 0.25] 0.091660 0.212773 0.333887 0.455000
[0.25, 0.30] 0.045960 0.148113 0.250267 0.352420
[0.30, 0.35] 0.029420 0.110513 0.191607 0.272700
[0.35, 0.40] 0.022640 0.084447 0.146253 0.208060
[0.40, 0.45] 0.012880 0.062973 0.113067 0.163160
[0.45, 0.50] 0.011160 0.043193 0.075227 0.107260
[0.50, 0.55] 0.007020 0.029940 0.052860 0.075780
[0.55, 0.60] 0.006500 0.022620 0.038740 0.054860
[0.60, 0.65] 0.003420 0.014093 0.024767 0.035440
[0.65, 0.70] 0.004500 0.010800 0.017100 0.023400
[0.70, 0.75] 0.002580 0.006107 0.009633 0.013160
[0.75, 0.85] 0.001170 0.002837 0.004503 0.006170

Table 9.1: Values of DK
unf taken for the study of the sensitivity of DK

str and DK
fav to the choice

of DK
unf .

Bin n◦ Q2 bin < Q2 > < x >

1 [1, 1.35] 1.165 0.011
2 [1.35, 1.83] 1.57 0.015
3 [1.83, 2.5] 2.14 0.02
4 [2.5, 3.5] 2.95 0.03
5 [3.5, 5.0] 4.16 0.042
6 [5.0, 7.0] 5.88 0.061
7 [7.0, 10.] 8.27 0.086
8 [10., 15.] 11.9 0.121
9 [15, 100] 20.2 0.189

Table 9.2: Mean values of Q2 and x in the 9 Q2 bins. This applies to all the following figures.

Bin n◦ z bin < z > < x > < Q2 >

1 [0.20, 0.25] 0.224 0.0356 3.584
2 [0.25, 0.30] 0.274 0.0366 3.608
3 [0.30, 0.35] 0.324 0.0375 3.634
4 [0.35, 0.40] 0.374 0.0383 3.652
5 [0.40, 0.45] 0.424 0.0396 3.701
6 [0.45, 0.50] 0.474 0.0407 3.698
7 [0.50, 0.55] 0.524 0.0419 3.716
8 [0.55, 0.60] 0.574 0.0429 3.702
9 [0.60, 0.65] 0.624 0.0429 3.598
10 [0.65, 0.70] 0.674 0.0433 3.517
11 [0.70, 0.75] 0.724 0.0425 3.355
12 [0.75, 0.85] 0.796 0.0421 3.198

Table 9.3: Mean values of z, Q2 and x in the twelve z bins.

quark distributions versus x (section 9.1.2).The method has been tested, using infinitely precise
pseudo-data, and found to be valid. Using experimentally measured multiplicities, however, some
limitations appear due to the limited precision of the data. The results obtained for both pions
and kaons are discussed.
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9.3.1 Pion Fragmentation Functions Dπ
fav, D

π
unf and Dπ

s

In principle, three pion fragmentation functions (favored, unfavored and strange) can be extracted
using this method. Their contributions to the total π+ (Eq. (9.16a)) and π− (Eq. (9.16b))
multiplicities were calculated using the MRST parametrization for PDFs and the DSS one for
FFs. They are shown in figure 9.13 (figure 9.14) for π+ (π−) together with the ratio of each
contribution to the total multiplicity. The contribution of the strange pion FF is found to be
small (< 6%) compared to the two other contributions. This observation indicates that pion
multiplicities are not sensitive to Dπ

s (unsignificant sensitivity). Using COMPASS multiplicities,
no meaningful result was obtained for Dπ

s (values given in table 9.4).

Mπ = α+ β + γ

For π+ : α =
4(u + d) + ū + d̄

5Q+ 2S
Dπ

fav, β =
u + d + 4(ū + d̄)

5Q+ 2S
Dπ

unf , γ =
2(s + s̄)

5Q+ 2S
Dπ

s (9.16a)

For π− : α =
u + d + 4(ū + d̄)

5Q+ 2S
Dπ

fav, β =
4(u + d) + ū + d̄)

5Q+ 2S
Dπ

unf , γ =
2(s + s̄)

5Q+ 2S
Dπ

s (9.16b)

Here, q ≡ q(x,Q2) (q ≡ u, d, s, ū, d̄, s̄) and Dh
q ≡

∫ 0.85

0.2
Dh
q (z,Q2).

Figure 9.13: left: Contribution of the three fragmentation function to the total π+ multiplicity
(Eq. 9.16a) versus x calculated using MRST (for PDFs) and DSS (for FFs) parametrization.
right: Ratio between each contribution and the total multiplicity.

Figure 9.14: same as in figure 9.16 for π−.

The contributions of Dπ
fav and Dπ

unf are different in the entire x range in both π+ and π− cases.
This is due to the difference between up and down quark distributions and indicates that Dπ

fav

and Dπ
unf can be extracted as two independent unknowns. Results are shown in figure 9.15 and

found to be compatible with the results obtained from method I (section 9.2.1).
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Figure 9.15: Favored (a), unfavored (b) and strange (c) pion fragmentation functions as a function
of z, extracted from method 1 (red markers) and method 2 (green markers). For the strange
FF, red points correspond to Dπ

unf since method 1 allows to determine only two FFs, thus
Dπ
S = Dπ

unf .
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z bin Dπ
fav Dπ

unf Dπ
s

[0.20, 0.30] 2.05 ± 0.03 1.26 ± 0.027 1.9 ± 0.25
[0.30, 0.45] 1.01 ± 0.11 0.507 ± 0.011 0.25 ± 0.107
[0.45, 0.65] 0.40 ± 0.005 0.16 ± 0.005 0.09 ± 0.05
[0.65, 0.85] 0.11 ± 0.003 0.023 ± 0.003 0.65 ± 0.03

Table 9.4: Favored (Dπ+

u ), unfavored (Dπ+

ū ) and strange (Dπ+

s ) pion fragmentation functions
extracted using method II.

9.3.2 Kaon Fragmentation Functions

In the case of kaons, the three unknown fragmentation functions are: DK
str, DK

fav and DK
unf . The

contribution of each one to the total K+ (Eq. (9.17a)) and K− (Eq. 9.17b) multiplicities is
shown in left part of figures 9.16 and 9.17 respectively. The ratio between each contribution and
the total multiplicity is also shown for K+ (9.16 right) and K− (9.17 right).

For K+ :
2s̄

5Q+ 2S
DK

str,
4(u + d)

5Q+ 2S
DK

fav,
u + d + 5(ū + d̄) + 2s

5Q+ 2S
DK

unf (9.17a)

For K− :
2s

5Q+ 2S
DK

str,
4(ū + d̄)

5Q+ 2S
DK

fav,
5(u + d) + ū + d̄ + 2s̄

5Q+ 2S
DK

unf (9.17b)

Figure 9.16: (a): Contribution of the three fragmentation function terms to the total K+ mul-
tiplicity as a function of x. The multiplicity is calculated using Eqs. A.2(c) and A.2(c). The
MRST and the DSS parametrizations are used for the parton distribution functions and the
quark fragmentation functions respectively. (b): Ratio between each contribution and the total
multiplicity.

Similarly to the case of pions, two limitations appear which prevent from extracting the three
FFs. First, the contributions of both DK

str and DK
fav to the K− multiplicity (see Eq. 9.17b)

have the same shape and the same order of magnitude in the entire x range. This observation
indicates that the extraction of the two independent fragmentation functions DK

fav and DK
str

cannot be performed using data with limited precision. Second, the contribution of DK
unf to

the K+ multiplicity is small (10%) in the entire x range conpared to the other contributions,
implying that the K+ multiplicity is not sensitive to Dunf . As a consequence, the extraction of
DK
str, DK

fav and DK
unf could not be performed.
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Figure 9.17: same as in figure 9.16 for K−.

9.4 Summary and Conclusions
Pion and kaon fragmentation functions have been extracted using the pion and kaon multiplici-
ties measured at COMPASS and the LO definition of hadron multiplicity in the QCD improved
parton model. In the case of pions, using the isospin symmetry, only two fragmentation functions
have been extracted assuming that the fragmentation function of strange quarks into pions is
equal to the unfavored fragmentation function. They have been extracted in one dimension (12 z
bins) and in two dimensions (12 z bins and 9 Q2 bins). They were compared to previous results
performed by the EMC experiment in 1989, as well as to LO and NLO predictions given by the
two parametrization DSS and KRE. These two parametrization have been chosen because they
reflects two extreme cases. While the KRE parametrization includes only e+e− data and fits only
two fragmentation functions for pions and kaons, the DSS parametrization includes e+e− anni-
hilation data; pp collisions data as well as semi-inclusive deep inelastic scattering data (hadron
multiplicities) and fits a larger number of fragmentation functions. The pion fragmentation func-
tions are found to be in agreement with the existing results and predictions. The results obtained
using different parametrization for the parton distribution functions are compatible within less
than 5% for Dπ

fav and 10% for Dπ
unf .

The ratio of unfavored to favored pion fragmentation functions has been derived and compared
to the results from the EMC experiment at CERN (1989) and from the E00-108 experiment at
JLab. The obtained ratio shows a better agreement with the JLAB result than with the EMC
one. However, all experimental ratios disagree with the LO and the NLO predictions given by
DSS and KRE.

In the case of kaons, the number of unknown fragmentation functions was reduced to three:
strange favored (DK

str), favored (DK
fav) and unfavored (DK

unf ) fragmentation functions. Since
the number of equations permit to extract only two fragmentation functions, the third one was
assumed to be known and it has been taken from the DSS [34] parametrization. The resulting
DK
fav was found to be in agreement the EMC result as well as with the LO and NLO predicted

distributions. The DK
fav result depends on the parton distribution functions within less than

10% and depends on the DK
unf value within less than 6%. For DK

str, the result disagrees with
the predictions in the entire z range. The DK

str distribution has a slope which is different from
the predicted one. Using different parametrizations for the parton distribution functions and
different values of DK

unf , D
K
str varies by more than 20%, the slope however remains unchanged.

In conclusion, the extracted pion fragmentation functions are in agreement with the existing
measurements and predictions, as expected since pion fragmentation functions are known with a
limited precision. For the kaons, however, the fragmentation function of strange quarks disagree
with existing predictions. This result was also expected since this function is poorly known.



Chapter 10

Conclusions

In the framework of the study of the nucleon structure and the nucleon spin structure, the hadron
production is investigated in the regime of deep inelastic scattering of leptons off nucleons. The
pion and kaon multiplicities are measured using COMPASS data collected in 2004 by scattering
a 160 GeV/c muon beam on deuterium (6LiD) target. The analysis covers the kinematic domain:
Q2 > 1 [GeV/c]2, W > 7 GeV/c, 0.1 < y < 0.9, 4 · 10−3 < x < 0.7 and 0.2 < z < 0.85. The mea-
surement is performed in bins of the kinematic variables x, Q2 and z, the latter being the most
relevant variable to study the quark fragmentation process. To correct the hadron multiplicities
for the acceptance of the spectrometer, a full Monte Carlo simulation has been produced using
the LEPTO physics generator with a specific tuning of the fragmentation parameters in the Lund
model, which were optimized for COMPASS data. In addition to the acceptance, the hadron
multiplicities are corrected for radiative and smearing effects. The resulting multiplicities are
compared to Leading Order (LO) theoretical calculations performed using two choices of quark
fragmentation functions. The DSS parametrization for quark fragmentation functions, which is
the most advanced fit to date, gives the best description of the pion multiplicities especially in
the z range [0.2, 0.65], where previous measurements exist. For kaons, the data lie generally in
between the two predictions.

The quark fragmentation functions are extracted from the measured pion and kaon multiplicities.
The extraction is based on the LO definition of hadron multiplicities, valid under the factoriza-
tion assumption in the QCD improved parton model. It requires the knowledge of the parton
distribution functions. To reduce the number of unknown quark fragmentation functions, charge
conjugation symmetry and isospin invariance relations are applied. Additional relations between
the expected smallest fragmentation functions are assumed.
The two pion favored (Dπ+

u = Dπ−

ū ) and unfavored (Dπ+

d = Dπ−

d̄
) fragmentation functions are

extracted as a function of z and (Q2,z). The results are in agreement within ∼ 20% with previous
EMCmeasurements and features better precision. They agree also with existing parametrizations
of fragmentation functions (DSS and KRE), in the z range [0.2, 0.6]. Similarly to pions, only two
kaon fragmentation functions, the strange (DK+

s̄ = DK−

s ) and the favored (DK+

u = DK−

ū ) ones,
are extracted as a function of z. Results for DK+

u are in agreement with EMC measurement and
with predictions in the entire z range. In contrary, DK+

s̄ , never measured before, differs from all
existing predictions. Finally, the fragmentation function of strange quarks into kaons favors a
value of ∆s close to zero.
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Appendix A

Kaon fragmentations functions
using different assumptions

Figure A.1 shows DK
str and DK

unf extracted when assuming DK
fav to be known from the DSS

parametrization. For DK
unf , negative values are obtained in nearly all z bins indicating that the

assumption used is not optimal.
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Figure A.1: Results for DK
str and DK

unf obtained using experimental kaon multiplicities and
assuming DK

fav to be known from DSS parametrization.

155



156APPENDIX A. KAON FRAGMENTATIONS FUNCTIONS USING DIFFERENT ASSUMPTIONS

Similar to the analysis shown in this work, the EMC collaboration made some assumptions in
order to extract fragmentation functions from experimental data. They assumed that DK

unf is
related to DK

fav and to DK
str via Eq. A.1 and took ξ = 1/2.

DK
fav = ξDK

unf + (1ξ)D
K
str, 0 < ξ < 1 (A.1)

Using this assumption, one can extractDK
str andDK

fav and then calculateDK
unf from the extracted

ones. Results obtained using COMPASS kaon multiplicities are shown in figure A.2.
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Figure A.2: DK
str, DK

fav and DK
unf obtained using COMPASS kaon multiplicities and EMC

assumption for FFs.

In both cases, the obtained results are different from the ones obtained assuming DK
unf to be

known from DSS parametrization. In conclusion, the extraction of kaon fragmentation functions
depend strongly on the assumptions.



Appendix B

Pion and kaon Multiplicities vs. x
and z

In this section, the final multiplicities (corrected for acceptance, smearing and radiative effects)
as a function of x in four z bins are tabulated for π+ (table B.1), π− (table B.2), K+ (table B.3)
and K− (table B.4).

The informations are summarized below:

• Data taken with a muon beam on 6LiD target.

• Q2 > 1 [GeV/c]2

• 0.1 < y < 0.9

• 4.10−3 < x < 0.7

• W > 7 GeV
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158 APPENDIX B. PION AND KAON MULTIPLICITIES VS. X AND Z

z bin x bin Mπ+

σsat σCompsys σMC
sys σRICHsys σtotsys

[0.20, 0.30] [0.004, 0.006] 1.470 0.011 0.012 0.0202 0.0490 0.0543
[0.20, 0.30] [0.006, 0.01] 1.605 0.006 0.006 0.0298 0.0642 0.0711
[0.20, 0.30] [0.01, 0.02] 1.775 0.004 0.004 0.0003 0.0565 0.0567
[0.20, 0.30] [0.02, 0.03] 1.934 0.005 0.006 0.0224 0.0488 0.0540
[0.20, 0.30] [0.03, 0.04] 1.985 0.007 0.008 0.0349 0.0405 0.0541
[0.20, 0.30] [0.04, 0.06] 2.011 0.007 0.008 0.0328 0.0372 0.0502
[0.20, 0.30] [0.06, 0.10] 2.081 0.008 0.009 0.0332 0.0348 0.0490
[0.20, 0.30] [0.10, 0.15] 2.058 0.014 0.015 0.0149 0.0387 0.0440
[0.20, 0.30] [0.15, 0.20] 2.071 0.026 0.028 0.0183 0.0451 0.0562
[0.20, 0.30] [0.20, 0.30] 2.055 0.039 0.043 0.0409 0.0377 0.0701
[0.20, 0.30] [0.30, 0.40] 1.943 0.113 0.124 0.0005 0.0496 0.1337
[0.20, 0.30] [0.40, 0.70] 1.611 0.363 0.400 0.0096 0.1401 0.4236
[0.30, 0.45] [0.004, 0.006] 0.645 0.008 0.009 0.0458 0.0687 0.0831
[0.30, 0.45] [0.006, 0.01] 0.700 0.004 0.004 0.0158 0.0392 0.0425
[0.30, 0.45] [0.01, 0.02] 0.754 0.002 0.003 0.0065 0.0224 0.0234
[0.30, 0.45] [0.02, 0.03] 0.795 0.003 0.003 0.0018 0.0157 0.0161
[0.30, 0.45] [0.03, 0.04] 0.804 0.004 0.004 0.0094 0.0122 0.0160
[0.30, 0.45] [0.04, 0.06] 0.814 0.004 0.004 0.0073 0.0124 0.0150
[0.30, 0.45] [0.06, 0.10] 0.824 0.004 0.004 0.0104 0.0091 0.0146
[0.30, 0.45] [0.10, 0.15] 0.824 0.007 0.007 0.0106 0.0041 0.0134
[0.30, 0.45] [0.15, 0.20] 0.798 0.012 0.013 0.0109 0.0002 0.0170
[0.30, 0.45] [0.20, 0.30] 0.804 0.018 0.020 0.0076 0.0072 0.0228
[0.30, 0.45] [0.30, 0.40] 0.842 0.056 0.061 0.0296 0.0000 0.0680
[0.30, 0.45] [0.40, 0.70] 0.950 0.209 0.230 0.3551 0.0432 0.4253
[0.45, 0.65] [0.004, 0.006] 0.256 0.019 0.021 0.0144 0.0427 0.0496
[0.45, 0.65] [0.006, 0.01] 0.270 0.003 0.004 0.0065 0.0239 0.0250
[0.45, 0.65] [0.01, 0.02] 0.284 0.001 0.002 0.0032 0.0109 0.0115
[0.45, 0.65] [0.02, 0.03] 0.293 0.002 0.002 0.0006 0.0079 0.0081
[0.45, 0.65] [0.03, 0.04] 0.285 0.002 0.002 0.0015 0.0061 0.0067
[0.45, 0.65] [0.04, 0.06] 0.279 0.002 0.002 0.0035 0.0052 0.0066
[0.45, 0.65] [0.06, 0.10] 0.272 0.002 0.002 0.0005 0.0031 0.0039
[0.45, 0.65] [0.10, 0.15] 0.274 0.003 0.004 0.0020 0.0009 0.0041
[0.45, 0.65] [0.15, 0.20] 0.276 0.006 0.006 0.0054 0.0028 0.0089
[0.45, 0.65] [0.20, 0.30] 0.290 0.010 0.010 0.0056 0.0073 0.0139
[0.45, 0.65] [0.30, 0.40] 0.263 0.026 0.029 0.0045 0.0393 0.0490
[0.45, 0.65] [0.40, 0.70] 0.211 0.063 0.069 0.0661 0.0000 0.0959
[0.65, 0.85] [0.004, 0.006] 0.000 0.000 0.000 0.0000 0.0000 0.0000
[0.65, 0.85] [0.006, 0.01] 0.120 0.005 0.006 0.0004 0.0138 0.0150
[0.65, 0.85] [0.01, 0.02] 0.125 0.001 0.001 0.0008 0.0055 0.0058
[0.65, 0.85] [0.02, 0.03] 0.122 0.001 0.001 0.0001 0.0040 0.0043
[0.65, 0.85] [0.03, 0.04] 0.117 0.002 0.002 0.0006 0.0037 0.0041
[0.65, 0.85] [0.04, 0.06] 0.102 0.001 0.001 0.0008 0.0034 0.0038
[0.65, 0.85] [0.06, 0.10] 0.091 0.001 0.001 0.0001 0.0002 0.0014
[0.65, 0.85] [0.10, 0.15] 0.086 0.002 0.002 0.0002 0.0022 0.0030
[0.65, 0.85] [0.15, 0.20] 0.089 0.003 0.004 0.0015 0.0058 0.0071
[0.65, 0.85] [0.20, 0.30] 0.104 0.006 0.007 0.0011 0.0137 0.0152
[0.65, 0.85] [0.30, 0.40] 0.092 0.016 0.018 0.0022 0.0290 0.0339
[0.65, 0.85] [0.40, 0.70] 0.098 0.044 0.048 0.0597 0.0983 0.1247

Table B.1: Positive pion multiplicities in x and z bins.
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z bin x bin Mπ− σsat σCompsys σMC
sys σRICHsys σtotsys

[0.20, 0.30] [0.004, 0.006] 1.423 0.011 0.007 0.0330 0.0345 0.0483
[0.20, 0.30] [0.006, 0.01] 1.560 0.006 0.004 0.0161 0.0957 0.0972
[0.20, 0.30] [0.01, 0.02] 1.701 0.004 0.003 0.0005 0.0622 0.0622
[0.20, 0.30] [0.02, 0.03] 1.816 0.005 0.004 0.0226 0.0207 0.0309
[0.20, 0.30] [0.03, 0.04] 1.829 0.007 0.005 0.0270 0.0172 0.0325
[0.20, 0.30] [0.04, 0.06] 1.807 0.007 0.005 0.0255 0.0125 0.0288
[0.20, 0.30] [0.06, 0.10] 1.812 0.008 0.006 0.0345 0.0025 0.0350
[0.20, 0.30] [0.10, 0.15] 1.784 0.013 0.009 0.0379 0.0163 0.0422
[0.20, 0.30] [0.15, 0.20] 1.736 0.024 0.017 0.0130 0.0187 0.0282
[0.20, 0.30] [0.20, 0.30] 1.736 0.037 0.026 0.0112 0.0090 0.0294
[0.20, 0.30] [0.30, 0.40] 1.828 0.108 0.076 0.0724 0.0155 0.1058
[0.20, 0.30] [0.40, 0.70] 1.179 0.311 0.218 0.1755 0.0000 0.2799
[0.30, 0.45] [0.004, 0.006] 0.610 0.008 0.005 0.0335 0.0309 0.0459
[0.30, 0.45] [0.006, 0.01] 0.650 0.004 0.003 0.0155 0.0241 0.0288
[0.30, 0.45] [0.01, 0.02] 0.691 0.002 0.002 0.0044 0.0246 0.0250
[0.30, 0.45] [0.02, 0.03] 0.719 0.003 0.002 0.0082 0.0169 0.0189
[0.30, 0.45] [0.03, 0.04] 0.704 0.004 0.003 0.0032 0.0155 0.0161
[0.30, 0.45] [0.04, 0.06] 0.699 0.003 0.002 0.0089 0.0132 0.0162
[0.30, 0.45] [0.06, 0.10] 0.671 0.004 0.003 0.0093 0.0120 0.0154
[0.30, 0.45] [0.10, 0.15] 0.645 0.006 0.004 0.0120 0.0053 0.0137
[0.30, 0.45] [0.15, 0.20] 0.626 0.011 0.008 0.0158 0.0086 0.0195
[0.30, 0.45] [0.20, 0.30] 0.616 0.016 0.011 0.0182 0.0136 0.0254
[0.30, 0.45] [0.30, 0.40] 0.578 0.049 0.034 0.0398 0.0168 0.0550
[0.30, 0.45] [0.40, 0.70] 0.700 0.168 0.117 0.0057 0.0368 0.1232
[0.45, 0.65] [0.004, 0.006] 0.222 0.017 0.012 0.0245 0.0319 0.0420
[0.45, 0.65] [0.006, 0.01] 0.244 0.003 0.002 0.0050 0.0172 0.0180
[0.45, 0.65] [0.01, 0.02] 0.253 0.001 0.001 0.0035 0.0077 0.0085
[0.45, 0.65] [0.02, 0.03] 0.253 0.002 0.001 0.0003 0.0070 0.0071
[0.45, 0.65] [0.03, 0.04] 0.239 0.002 0.001 0.0025 0.0059 0.0065
[0.45, 0.65] [0.04, 0.06] 0.225 0.002 0.001 0.0026 0.0054 0.0061
[0.45, 0.65] [0.06, 0.10] 0.211 0.002 0.001 0.0020 0.0064 0.0068
[0.45, 0.65] [0.10, 0.15] 0.197 0.003 0.002 0.0003 0.0058 0.0061
[0.45, 0.65] [0.15, 0.20] 0.186 0.005 0.003 0.0028 0.0088 0.0098
[0.45, 0.65] [0.20, 0.30] 0.179 0.007 0.005 0.0006 0.0095 0.0108
[0.45, 0.65] [0.30, 0.40] 0.168 0.021 0.015 0.0201 0.0098 0.0267
[0.45, 0.65] [0.40, 0.70] 0.241 0.078 0.055 0.0510 0.0688 0.1017
[0.65, 0.85] [0.004, 0.006] 0.000 0.000 0.000 0.0000 0.0000 0.0000
[0.65, 0.85] [0.006, 0.01] 0.103 0.005 0.003 0.0004 0.0065 0.0073
[0.65, 0.85] [0.01, 0.02] 0.119 0.001 0.001 0.0029 0.0044 0.0053
[0.65, 0.85] [0.02, 0.03] 0.107 0.001 0.001 0.0016 0.0029 0.0034
[0.65, 0.85] [0.03, 0.04] 0.089 0.001 0.001 0.0000 0.0042 0.0043
[0.65, 0.85] [0.04, 0.06] 0.079 0.001 0.001 0.0003 0.0040 0.0041
[0.65, 0.85] [0.06, 0.10] 0.068 0.001 0.001 0.0014 0.0036 0.0039
[0.65, 0.85] [0.10, 0.15] 0.057 0.002 0.001 0.0019 0.0057 0.0061
[0.65, 0.85] [0.15, 0.20] 0.054 0.003 0.002 0.0002 0.0039 0.0044
[0.65, 0.85] [0.20, 0.30] 0.047 0.004 0.003 0.0009 0.0080 0.0084
[0.65, 0.85] [0.30, 0.40] 0.027 0.008 0.006 0.0024 0.0042 0.0076
[0.65, 0.85] [0.40, 0.70] 0.101 0.045 0.032 0.1193 0.0000 0.1234

Table B.2: Negative pion multiplicities in x and z bins.
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z bin x bin MK+

σsat σCompsys σMC
sys σRICHsys σtotsys

[0.20, 0.30] [0.004, 0.006] 0.305 0.005 0.002 0.0042 0.0764 0.0766
[0.20, 0.30] [0.006, 0.01] 0.334 0.003 0.001 0.0065 0.0156 0.0169
[0.20, 0.30] [0.01, 0.02] 0.359 0.002 0.001 0.0010 0.0018 0.0024
[0.20, 0.30] [0.02, 0.03] 0.362 0.004 0.002 0.0047 0.0006 0.0051
[0.20, 0.30] [0.03, 0.04] 0.362 0.005 0.002 0.0016 0.0012 0.0031
[0.20, 0.30] [0.04, 0.06] 0.392 0.005 0.002 0.0077 0.0009 0.0081
[0.20, 0.30] [0.06, 0.10] 0.411 0.006 0.003 0.0109 0.0109 0.0157
[0.20, 0.30] [0.10, 0.15] 0.441 0.011 0.005 0.0110 0.0159 0.0200
[0.20, 0.30] [0.15, 0.20] 0.436 0.020 0.009 0.0021 0.0157 0.0183
[0.20, 0.30] [0.20, 0.30] 0.443 0.028 0.013 0.0175 0.0030 0.0218
[0.20, 0.30] [0.30, 0.40] 0.533 0.088 0.039 0.0485 0.0193 0.0654
[0.20, 0.30] [0.40, 0.70] 0.274 0.146 0.066 0.1742 0.1201 0.2215
[0.30, 0.45] [0.004, 0.006] 0.157 0.004 0.002 0.0086 0.0703 0.0709
[0.30, 0.45] [0.006, 0.01] 0.170 0.002 0.001 0.0045 0.0314 0.0317
[0.30, 0.45] [0.01, 0.02] 0.193 0.001 0.001 0.0006 0.0100 0.0100
[0.30, 0.45] [0.02, 0.03] 0.208 0.002 0.001 0.0017 0.0023 0.0030
[0.30, 0.45] [0.03, 0.04] 0.215 0.002 0.001 0.0047 0.0004 0.0049
[0.30, 0.45] [0.04, 0.06] 0.223 0.002 0.001 0.0032 0.0029 0.0044
[0.30, 0.45] [0.06, 0.10] 0.233 0.003 0.001 0.0051 0.0049 0.0071
[0.30, 0.45] [0.10, 0.15] 0.241 0.004 0.002 0.0031 0.0064 0.0074
[0.30, 0.45] [0.15, 0.20] 0.263 0.008 0.004 0.0031 0.0052 0.0070
[0.30, 0.45] [0.20, 0.30] 0.244 0.011 0.005 0.0028 0.0038 0.0068
[0.30, 0.45] [0.30, 0.40] 0.337 0.040 0.018 0.0197 0.0036 0.0269
[0.30, 0.45] [0.40, 0.70] 0.367 0.162 0.073 0.0540 0.1222 0.1522
[0.45, 0.65] [0.004, 0.006] 0.065 0.010 0.004 0.0013 0.0488 0.0490
[0.45, 0.65] [0.006, 0.01] 0.072 0.002 0.001 0.0051 0.0251 0.0256
[0.45, 0.65] [0.01, 0.02] 0.082 0.001 0.000 0.0024 0.0067 0.0071
[0.45, 0.65] [0.02, 0.03] 0.093 0.001 0.000 0.0003 0.0040 0.0040
[0.45, 0.65] [0.03, 0.04] 0.092 0.001 0.001 0.0015 0.0044 0.0047
[0.45, 0.65] [0.04, 0.06] 0.092 0.001 0.001 0.0011 0.0058 0.0059
[0.45, 0.65] [0.06, 0.10] 0.092 0.001 0.001 0.0013 0.0060 0.0062
[0.45, 0.65] [0.10, 0.15] 0.103 0.002 0.001 0.0015 0.0081 0.0083
[0.45, 0.65] [0.15, 0.20] 0.100 0.004 0.002 0.0005 0.0096 0.0098
[0.45, 0.65] [0.20, 0.30] 0.098 0.005 0.002 0.0003 0.0065 0.0069
[0.45, 0.65] [0.30, 0.40] 0.130 0.020 0.009 0.0212 0.0511 0.0561
[0.45, 0.65] [0.40, 0.70] 0.215 0.137 0.062 0.0529 0.0000 0.0812
[0.65, 0.85] [0.004, 0.006] 0.000 0.000 0.000 0.0000 0.0000 0.0000
[0.65, 0.85] [0.006, 0.01] 0.024 0.002 0.001 0.0033 0.0145 0.0149
[0.65, 0.85] [0.01, 0.02] 0.028 0.001 0.000 0.0003 0.0063 0.0063
[0.65, 0.85] [0.02, 0.03] 0.030 0.001 0.000 0.0005 0.0035 0.0036
[0.65, 0.85] [0.03, 0.04] 0.030 0.001 0.000 0.0001 0.0035 0.0036
[0.65, 0.85] [0.04, 0.06] 0.030 0.001 0.000 0.0000 0.0038 0.0038
[0.65, 0.85] [0.06, 0.10] 0.031 0.001 0.000 0.0002 0.0061 0.0061
[0.65, 0.85] [0.10, 0.15] 0.032 0.001 0.000 0.0000 0.0076 0.0076
[0.65, 0.85] [0.15, 0.20] 0.036 0.002 0.001 0.0008 0.0078 0.0079
[0.65, 0.85] [0.20, 0.30] 0.033 0.003 0.001 0.0037 0.0120 0.0126
[0.65, 0.85] [0.30, 0.40] 0.030 0.008 0.004 0.0002 0.0122 0.0128
[0.65, 0.85] [0.40, 0.70] 0.013 0.013 0.006 0.0086 0.0126 0.0164

Table B.3: Positive kaon multiplicities in x and z bins.
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z bin x bin MK− σsat σCompsys σMC
sys σRICHsys σtotsys

[0.20, 0.30] [0.004, 0.006] 0.266 0.005 0.003 0.0047 0.0011 0.0057
[0.20, 0.30] [0.006, 0.01] 0.284 0.003 0.002 0.0047 0.0055 0.0075
[0.20, 0.30] [0.01, 0.02] 0.283 0.002 0.001 0.0038 0.0022 0.0046
[0.20, 0.30] [0.02, 0.03] 0.280 0.003 0.002 0.0036 0.0018 0.0045
[0.20, 0.30] [0.03, 0.04] 0.278 0.004 0.003 0.0022 0.0022 0.0041
[0.20, 0.30] [0.04, 0.06] 0.278 0.004 0.003 0.0005 0.0001 0.0027
[0.20, 0.30] [0.06, 0.10] 0.266 0.005 0.003 0.0002 0.0021 0.0036
[0.20, 0.30] [0.10, 0.15] 0.247 0.008 0.005 0.0063 0.0002 0.0079
[0.20, 0.30] [0.15, 0.20] 0.230 0.014 0.008 0.0134 0.0010 0.0158
[0.20, 0.30] [0.20, 0.30] 0.233 0.020 0.012 0.0001 0.0046 0.0127
[0.20, 0.30] [0.30, 0.40] 0.255 0.055 0.033 0.0266 0.0061 0.0427
[0.20, 0.30] [0.40, 0.70] 0.212 0.167 0.100 0.0511 0.1061 0.1548
[0.30, 0.45] [0.004, 0.006] 0.124 0.003 0.002 0.0091 0.0572 0.0579
[0.30, 0.45] [0.006, 0.01] 0.139 0.002 0.001 0.0036 0.0181 0.0185
[0.30, 0.45] [0.01, 0.02] 0.143 0.001 0.001 0.0020 0.0045 0.0050
[0.30, 0.45] [0.02, 0.03] 0.140 0.001 0.001 0.0000 0.0009 0.0012
[0.30, 0.45] [0.03, 0.04] 0.139 0.002 0.001 0.0019 0.0011 0.0025
[0.30, 0.45] [0.04, 0.06] 0.135 0.002 0.001 0.0007 0.0008 0.0015
[0.30, 0.45] [0.06, 0.10] 0.132 0.002 0.001 0.0019 0.0031 0.0038
[0.30, 0.45] [0.10, 0.15] 0.118 0.003 0.002 0.0002 0.0030 0.0035
[0.30, 0.45] [0.15, 0.20] 0.108 0.005 0.003 0.0010 0.0005 0.0032
[0.30, 0.45] [0.20, 0.30] 0.101 0.008 0.005 0.0109 0.0025 0.0121
[0.30, 0.45] [0.30, 0.40] 0.132 0.029 0.018 0.0213 0.0018 0.0277
[0.30, 0.45] [0.40, 0.70] 0.091 0.069 0.042 0.0118 0.0000 0.0433
[0.45, 0.65] [0.004, 0.006] 0.060 0.009 0.005 0.0072 0.0462 0.0471
[0.45, 0.65] [0.006, 0.01] 0.053 0.001 0.001 0.0024 0.0211 0.0212
[0.45, 0.65] [0.01, 0.02] 0.057 0.001 0.000 0.0002 0.0046 0.0046
[0.45, 0.65] [0.02, 0.03] 0.055 0.001 0.000 0.0001 0.0013 0.0014
[0.45, 0.65] [0.03, 0.04] 0.051 0.001 0.001 0.0001 0.0013 0.0014
[0.45, 0.65] [0.04, 0.06] 0.046 0.001 0.000 0.0004 0.0008 0.0010
[0.45, 0.65] [0.06, 0.10] 0.042 0.001 0.001 0.0005 0.0001 0.0007
[0.45, 0.65] [0.10, 0.15] 0.033 0.001 0.001 0.0005 0.0006 0.0010
[0.45, 0.65] [0.15, 0.20] 0.029 0.002 0.001 0.0017 0.0005 0.0021
[0.45, 0.65] [0.20, 0.30] 0.025 0.003 0.002 0.0000 0.0002 0.0015
[0.45, 0.65] [0.30, 0.40] 0.017 0.006 0.004 0.0032 0.0021 0.0053
[0.45, 0.65] [0.40, 0.70] 0.000 0.000 0.000 0.0000 0.0000 0.0000
[0.65, 0.85] [0.004, 0.006] 0.000 0.000 0.000 0.0000 0.0000 0.0000
[0.65, 0.85] [0.006, 0.01] 0.016 0.002 0.001 0.0003 0.0146 0.0146
[0.65, 0.85] [0.01, 0.02] 0.016 0.000 0.000 0.0000 0.0050 0.0050
[0.65, 0.85] [0.02, 0.03] 0.014 0.000 0.000 0.0001 0.0019 0.0019
[0.65, 0.85] [0.03, 0.04] 0.014 0.001 0.000 0.0002 0.0013 0.0013
[0.65, 0.85] [0.04, 0.06] 0.013 0.000 0.000 0.0001 0.0012 0.0012
[0.65, 0.85] [0.06, 0.10] 0.011 0.000 0.000 0.0002 0.0004 0.0005
[0.65, 0.85] [0.10, 0.15] 0.009 0.001 0.000 0.0001 0.0001 0.0004
[0.65, 0.85] [0.15, 0.20] 0.006 0.001 0.001 0.0001 0.0002 0.0006
[0.65, 0.85] [0.20, 0.30] 0.004 0.001 0.001 0.0001 0.0002 0.0006
[0.65, 0.85] [0.30, 0.40] 0.010 0.005 0.003 0.0027 0.0020 0.0046
[0.65, 0.85] [0.40, 0.70] 0.000 0.000 0.000 0.0000 0.0000 0.0000

Table B.4: Negative kaon multiplicities in x and z bins.
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Appendix C

Pion and kaon Multiplicities vs. Q2

and z

In this section, the final multiplicities (corrected for acceptance, smearing and radiative effects)
as a function of x in four z bins are tabulated for π+ (table C.1- table ??), π− (table C.3- table
??), K+ (table C.5- table ??) and K− (table C.7- table ??).

The informations are summarized below:

• Data taken with a muon beam on 6LiD target.

• Q2 > 1 [GeV/c]2

• 0.1 < y < 0.9

• 4.10−3 < x < 0.7

• W > 7 GeV
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z bin Q2 bin Mπ+

σsat σCompsys σMC
sys σRICHsys σtotsys

[0.20, 0.25] [1.00, 1.35] 2.133 0.008 0.006 0.0142 0.0693 0.0709
[0.20, 0.25] [1.35, 1.83] 2.133 0.008 0.006 0.0108 0.0732 0.0703
[0.20, 0.25] [1.83, 2.50] 2.195 0.009 0.007 0.0117 0.0659 0.0706
[0.20, 0.25] [2.50, 3.50] 2.256 0.010 0.007 0.0152 0.0746 0.0713
[0.20, 0.25] [3.50, 5.00] 2.307 0.011 0.008 0.0184 0.0768 0.0722
[0.20, 0.25] [5.00, 7.00] 2.337 0.013 0.010 0.0086 0.0777 0.0705
[0.20, 0.25] [7.00, 10.00] 2.339 0.016 0.012 0.0195 0.0647 0.0730
[0.20, 0.25] [10.00, 15.00] 2.391 0.022 0.017 0.0127 0.0508 0.0724
[0.20, 0.25] [15.00, 100.00] 2.348 0.031 0.024 0.0230 0.0531 0.0767
[0.25, 0.30] [1.00, 1.35] 1.456 0.006 0.005 0.0022 0.0466 0.0469
[0.25, 0.30] [1.35, 1.83] 1.437 0.007 0.005 0.0032 0.0473 0.0470
[0.25, 0.30] [1.83, 2.50] 1.495 0.007 0.006 0.0006 0.0484 0.0470
[0.25, 0.30] [2.50, 3.50] 1.510 0.008 0.006 0.0052 0.0433 0.0473
[0.25, 0.30] [3.50, 5.00] 1.538 0.009 0.007 0.0117 0.0474 0.0486
[0.25, 0.30] [5.00, 7.00] 1.578 0.011 0.008 0.0079 0.0388 0.0480
[0.25, 0.30] [7.00, 10.00] 1.567 0.013 0.010 0.0195 0.0328 0.0515
[0.25, 0.30] [10.00, 15.00] 1.569 0.018 0.013 0.0177 0.0217 0.0516
[0.25, 0.30] [15.00, 100.00] 1.569 0.026 0.019 0.0346 0.0047 0.0612
[0.30, 0.35] [1.00, 1.35] 1.029 0.006 0.004 0.0027 0.0300 0.0304
[0.30, 0.35] [1.35, 1.83] 1.016 0.006 0.004 0.0099 0.0272 0.0319
[0.30, 0.35] [1.83, 2.50] 1.024 0.006 0.005 0.0014 0.0256 0.0304
[0.30, 0.35] [2.50, 3.50] 1.038 0.007 0.005 0.0003 0.0270 0.0304
[0.30, 0.35] [3.50, 5.00] 1.060 0.008 0.006 0.0051 0.0216 0.0310
[0.30, 0.35] [5.00, 7.00] 1.059 0.009 0.007 0.0015 0.0167 0.0308
[0.30, 0.35] [7.00, 10.00] 1.077 0.011 0.008 0.0126 0.0139 0.0335
[0.30, 0.35] [10.00, 15.00] 1.053 0.014 0.011 0.0018 0.0104 0.0319
[0.30, 0.35] [15.00, 100.00] 1.095 0.021 0.016 0.0025 0.0193 0.0341
[0.35, 0.40] [1.00, 1.35] 0.753 0.005 0.004 0.0001 0.0102 0.0108
[0.35, 0.40] [1.35, 1.83] 0.732 0.005 0.004 0.0086 0.0119 0.0138
[0.35, 0.40] [1.83, 2.50] 0.741 0.006 0.004 0.0043 0.0086 0.0118
[0.35, 0.40] [2.50, 3.50] 0.752 0.006 0.004 0.0013 0.0105 0.0112
[0.35, 0.40] [3.50, 5.00] 0.736 0.006 0.005 0.0058 0.0059 0.0126
[0.35, 0.40] [5.00, 7.00] 0.737 0.007 0.006 0.0017 0.0027 0.0117
[0.35, 0.40] [7.00, 10.00] 0.762 0.009 0.007 0.0008 0.0024 0.0122
[0.35, 0.40] [10.00, 15.00] 0.729 0.012 0.009 0.0116 0.0121 0.0178
[0.35, 0.40] [15.00, 100.00] 0.734 0.017 0.013 0.0087 0.0263 0.0187
[0.40, 0.45] [1.00, 1.35] 0.546 0.004 0.003 0.0076 0.0123 0.0149
[0.40, 0.45] [1.35, 1.83] 0.537 0.005 0.003 0.0073 0.0059 0.0147
[0.40, 0.45] [1.83, 2.50] 0.535 0.005 0.004 0.0003 0.0055 0.0129
[0.40, 0.45] [2.50, 3.50] 0.538 0.005 0.004 0.0054 0.0033 0.0140
[0.40, 0.45] [3.50, 5.00] 0.525 0.006 0.004 0.0051 0.0011 0.0140
[0.40, 0.45] [5.00, 7.00] 0.537 0.006 0.005 0.0095 0.0014 0.0163
[0.40, 0.45] [7.00, 10.00] 0.551 0.008 0.006 0.0135 0.0098 0.0192
[0.40, 0.45] [10.00, 15.00] 0.515 0.010 0.008 0.0034 0.0124 0.0148
[0.40, 0.45] [15.00, 100.00] 0.565 0.016 0.012 0.0143 0.0205 0.0222
[0.45, 0.50] [1.00, 1.35] 0.418 0.004 0.003 0.0019 0.0018 0.0040
[0.45, 0.50] [1.35, 1.83] 0.405 0.004 0.003 0.0034 0.0036 0.0050
[0.45, 0.50] [1.83, 2.50] 0.399 0.004 0.003 0.0006 0.0054 0.0038
[0.45, 0.50] [2.50, 3.50] 0.391 0.005 0.003 0.0000 0.0015 0.0039
[0.45, 0.50] [3.50, 5.00] 0.391 0.005 0.004 0.0022 0.0036 0.0047
[0.45, 0.50] [5.00, 7.00] 0.377 0.005 0.004 0.0032 0.0052 0.0055
[0.45, 0.50] [7.00, 10.00] 0.388 0.007 0.005 0.0033 0.0089 0.0062
[0.45, 0.50] [10.00, 15.00] 0.389 0.009 0.007 0.0047 0.0189 0.0084
[0.45, 0.50] [15.00, 100.00] 0.371 0.013 0.009 0.0004 0.0272 0.0096

Table C.1: Positive pion multiplicities in Q2 and z bins.
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z bin Q2 bin Mπ+

σsat σCompsys σMC
sys σRICHsys σtotsys

[0.50, 0.55] [1.00, 1.35] 0.325 0.004 0.003 0.0052 0.0003 0.0059
[0.50, 0.55] [1.35, 1.83] 0.309 0.004 0.003 0.0004 0.0013 0.0029
[0.50, 0.55] [1.83, 2.50] 0.293 0.004 0.003 0.0016 0.0005 0.0034
[0.50, 0.55] [2.50, 3.50] 0.297 0.004 0.003 0.0013 0.0004 0.0034
[0.50, 0.55] [3.50, 5.00] 0.283 0.004 0.003 0.0008 0.0041 0.0034
[0.50, 0.55] [5.00, 7.00] 0.289 0.005 0.004 0.0023 0.0071 0.0044
[0.50, 0.55] [7.00, 10.00] 0.276 0.006 0.004 0.0008 0.0083 0.0043
[0.50, 0.55] [10.00, 15.00] 0.282 0.008 0.006 0.0006 0.0156 0.0057
[0.50, 0.55] [15.00, 100.00] 0.309 0.012 0.009 0.0034 0.0254 0.0095
[0.55, 0.60] [1.00, 1.35] 0.257 0.004 0.003 0.0041 0.0013 0.0050
[0.55, 0.60] [1.35, 1.83] 0.236 0.003 0.003 0.0056 0.0027 0.0063
[0.55, 0.60] [1.83, 2.50] 0.226 0.004 0.003 0.0034 0.0004 0.0045
[0.55, 0.60] [2.50, 3.50] 0.226 0.004 0.003 0.0026 0.0002 0.0040
[0.55, 0.60] [3.50, 5.00] 0.217 0.004 0.003 0.0037 0.0071 0.0049
[0.55, 0.60] [5.00, 7.00] 0.209 0.004 0.003 0.0000 0.0074 0.0034
[0.55, 0.60] [7.00, 10.00] 0.210 0.005 0.004 0.0019 0.0123 0.0044
[0.55, 0.60] [10.00, 15.00] 0.218 0.007 0.005 0.0006 0.0156 0.0054
[0.55, 0.60] [15.00, 100.00] 0.220 0.010 0.008 0.0038 0.0200 0.0087
[0.60, 0.65] [1.00, 1.35] 0.199 0.003 0.002 0.0021 0.0024 0.0040
[0.60, 0.65] [1.35, 1.83] 0.188 0.003 0.002 0.0034 0.0016 0.0048
[0.60, 0.65] [1.83, 2.50] 0.187 0.003 0.003 0.0017 0.0019 0.0039
[0.60, 0.65] [2.50, 3.50] 0.173 0.003 0.003 0.0040 0.0024 0.0053
[0.60, 0.65] [3.50, 5.00] 0.168 0.004 0.003 0.0014 0.0034 0.0038
[0.60, 0.65] [5.00, 7.00] 0.158 0.004 0.003 0.0014 0.0054 0.0040
[0.60, 0.65] [7.00, 10.00] 0.145 0.004 0.003 0.0017 0.0066 0.0043
[0.60, 0.65] [10.00, 15.00] 0.159 0.006 0.005 0.0062 0.0119 0.0082
[0.60, 0.65] [15.00, 100.00] 0.163 0.009 0.007 0.0065 0.0144 0.0098
[0.65, 0.70] [1.00, 1.35] 0.171 0.003 0.002 0.0004 0.0010 0.0025
[0.65, 0.70] [1.35, 1.83] 0.152 0.003 0.002 0.0039 0.0001 0.0046
[0.65, 0.70] [1.83, 2.50] 0.142 0.003 0.002 0.0003 0.0015 0.0025
[0.65, 0.70] [2.50, 3.50] 0.139 0.003 0.002 0.0016 0.0017 0.0031
[0.65, 0.70] [3.50, 5.00] 0.123 0.003 0.002 0.0004 0.0025 0.0026
[0.65, 0.70] [5.00, 7.00] 0.121 0.004 0.003 0.0028 0.0034 0.0040
[0.65, 0.70] [7.00, 10.00] 0.117 0.004 0.003 0.0014 0.0093 0.0034
[0.65, 0.70] [10.00, 15.00] 0.108 0.005 0.004 0.0043 0.0088 0.0058
[0.65, 0.70] [15.00, 100.00] 0.129 0.009 0.007 0.0022 0.0059 0.0070
[0.70, 0.75] [1.00, 1.35] 0.139 0.003 0.002 0.0017 0.0016 0.0031
[0.70, 0.75] [1.35, 1.83] 0.123 0.003 0.002 0.0001 0.0003 0.0026
[0.70, 0.75] [1.83, 2.50] 0.117 0.003 0.002 0.0023 0.0017 0.0036
[0.70, 0.75] [2.50, 3.50] 0.111 0.003 0.002 0.0025 0.0051 0.0037
[0.70, 0.75] [3.50, 5.00] 0.097 0.003 0.002 0.0023 0.0027 0.0036
[0.70, 0.75] [5.00, 7.00] 0.092 0.003 0.002 0.0006 0.0057 0.0029
[0.70, 0.75] [7.00, 10.00] 0.090 0.004 0.003 0.0026 0.0048 0.0041
[0.70, 0.75] [10.00, 15.00] 0.087 0.005 0.004 0.0007 0.0075 0.0040
[0.70, 0.75] [15.00, 100.00] 0.082 0.007 0.005 0.0001 0.0037 0.0056
[0.75, 0.85] [1.00, 1.35] 0.112 0.002 0.001 0.0000 0.0013 0.0020
[0.75, 0.85] [1.35, 1.83] 0.104 0.002 0.001 0.0001 0.0008 0.0020
[0.75, 0.85] [1.83, 2.50] 0.090 0.002 0.001 0.0003 0.0023 0.0020
[0.75, 0.85] [2.50, 3.50] 0.083 0.002 0.001 0.0025 0.0011 0.0032
[0.75, 0.85] [3.50, 5.00] 0.072 0.002 0.001 0.0003 0.0034 0.0020
[0.75, 0.85] [5.00, 7.00] 0.065 0.002 0.001 0.0001 0.0031 0.0020
[0.75, 0.85] [7.00, 10.00] 0.058 0.002 0.002 0.0002 0.0026 0.0021
[0.75, 0.85] [10.00, 15.00] 0.062 0.003 0.002 0.0008 0.0024 0.0028
[0.75, 0.85] [15.00, 100.00] 0.057 0.005 0.003 0.0018 0.0028 0.0042

Table C.2: Positive pion multiplicities in Q2 and z bins.
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z bin Q2 bin Mπ− σsat σCompsys σMC
sys σRICHsys σtotsys

[0.20, 0.25] [1.00, 1.35] 2.068 0.008 0.004 0.0048 0.0247 0.0254
[0.20, 0.25] [1.35, 1.83] 2.076 0.008 0.004 0.0111 0.0290 0.0273
[0.20, 0.25] [1.83, 2.50] 2.086 0.009 0.004 0.0275 0.0298 0.0372
[0.20, 0.25] [2.50, 3.50] 2.104 0.010 0.005 0.0128 0.0214 0.0282
[0.20, 0.25] [3.50, 5.00] 2.127 0.011 0.006 0.0256 0.0109 0.0360
[0.20, 0.25] [5.00, 7.00] 2.121 0.013 0.007 0.0164 0.0018 0.0303
[0.20, 0.25] [7.00, 10.00] 2.094 0.016 0.008 0.0182 0.0054 0.0316
[0.20, 0.25] [10.00, 15.00] 2.053 0.021 0.011 0.0025 0.0100 0.0269
[0.20, 0.25] [15.00, 100.00] 1.975 0.029 0.015 0.0337 0.0059 0.0443
[0.25, 0.30] [1.00, 1.35] 1.381 0.006 0.003 0.0052 0.0369 0.0374
[0.25, 0.30] [1.35, 1.83] 1.381 0.007 0.003 0.0023 0.0355 0.0371
[0.25, 0.30] [1.83, 2.50] 1.373 0.007 0.004 0.0021 0.0328 0.0371
[0.25, 0.30] [2.50, 3.50] 1.387 0.008 0.004 0.0080 0.0331 0.0379
[0.25, 0.30] [3.50, 5.00] 1.366 0.009 0.004 0.0032 0.0252 0.0373
[0.25, 0.30] [5.00, 7.00] 1.356 0.010 0.005 0.0184 0.0248 0.0415
[0.25, 0.30] [7.00, 10.00] 1.351 0.012 0.006 0.0042 0.0179 0.0376
[0.25, 0.30] [10.00, 15.00] 1.330 0.017 0.008 0.0035 0.0283 0.0380
[0.25, 0.30] [15.00, 100.00] 1.294 0.024 0.012 0.0008 0.0220 0.0387
[0.30, 0.35] [1.00, 1.35] 0.960 0.005 0.003 0.0046 0.0266 0.0271
[0.30, 0.35] [1.35, 1.83] 0.961 0.006 0.003 0.0075 0.0216 0.0277
[0.30, 0.35] [1.83, 2.50] 0.938 0.006 0.003 0.0020 0.0178 0.0268
[0.30, 0.35] [2.50, 3.50] 0.937 0.007 0.003 0.0018 0.0244 0.0268
[0.30, 0.35] [3.50, 5.00] 0.923 0.007 0.004 0.0073 0.0185 0.0278
[0.30, 0.35] [5.00, 7.00] 0.917 0.008 0.004 0.0126 0.0200 0.0297
[0.30, 0.35] [7.00, 10.00] 0.887 0.010 0.005 0.0019 0.0185 0.0271
[0.30, 0.35] [10.00, 15.00] 0.865 0.013 0.007 0.0028 0.0149 0.0275
[0.30, 0.35] [15.00, 100.00] 0.844 0.019 0.009 0.0107 0.0203 0.0302
[0.35, 0.40] [1.00, 1.35] 0.676 0.005 0.002 0.0132 0.0168 0.0215
[0.35, 0.40] [1.35, 1.83] 0.673 0.005 0.002 0.0031 0.0090 0.0172
[0.35, 0.40] [1.83, 2.50] 0.661 0.005 0.003 0.0047 0.0120 0.0176
[0.35, 0.40] [2.50, 3.50] 0.657 0.006 0.003 0.0011 0.0135 0.0170
[0.35, 0.40] [3.50, 5.00] 0.630 0.006 0.003 0.0080 0.0091 0.0188
[0.35, 0.40] [5.00, 7.00] 0.634 0.007 0.004 0.0049 0.0094 0.0178
[0.35, 0.40] [7.00, 10.00] 0.617 0.008 0.004 0.0052 0.0101 0.0180
[0.35, 0.40] [10.00, 15.00] 0.597 0.011 0.005 0.0011 0.0094 0.0177
[0.35, 0.40] [15.00, 100.00] 0.577 0.016 0.008 0.0240 0.0083 0.0304
[0.40, 0.45] [1.00, 1.35] 0.498 0.004 0.002 0.0024 0.0136 0.0140
[0.40, 0.45] [1.35, 1.83] 0.488 0.004 0.002 0.0074 0.0074 0.0157
[0.40, 0.45] [1.83, 2.50] 0.469 0.005 0.002 0.0012 0.0088 0.0139
[0.40, 0.45] [2.50, 3.50] 0.467 0.005 0.002 0.0036 0.0057 0.0143
[0.40, 0.45] [3.50, 5.00] 0.447 0.005 0.003 0.0032 0.0056 0.0142
[0.40, 0.45] [5.00, 7.00] 0.436 0.006 0.003 0.0020 0.0063 0.0141
[0.40, 0.45] [7.00, 10.00] 0.425 0.007 0.003 0.0009 0.0076 0.0141
[0.40, 0.45] [10.00, 15.00] 0.407 0.009 0.005 0.0076 0.0083 0.0163
[0.40, 0.45] [15.00, 100.00] 0.388 0.013 0.006 0.0088 0.0042 0.0175
[0.45, 0.50] [1.00, 1.35] 0.384 0.004 0.002 0.0059 0.0078 0.0100
[0.45, 0.50] [1.35, 1.83] 0.357 0.004 0.002 0.0006 0.0057 0.0081
[0.45, 0.50] [1.83, 2.50] 0.356 0.004 0.002 0.0019 0.0065 0.0083
[0.45, 0.50] [2.50, 3.50] 0.333 0.004 0.002 0.0040 0.0041 0.0090
[0.45, 0.50] [3.50, 5.00] 0.326 0.005 0.002 0.0010 0.0016 0.0082
[0.45, 0.50] [5.00, 7.00] 0.312 0.005 0.003 0.0057 0.0039 0.0100
[0.45, 0.50] [7.00, 10.00] 0.296 0.006 0.003 0.0024 0.0046 0.0087
[0.45, 0.50] [10.00, 15.00] 0.286 0.008 0.004 0.0033 0.0062 0.0093
[0.45, 0.50] [15.00, 100.00] 0.286 0.011 0.006 0.0080 0.0089 0.0125

Table C.3: Negative pion multiplicities in Q2 and z bins.
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z bin Q2 bin Mπ− σsat σCompsys σMC
sys σRICHsys σtotsys

[0.50, 0.55] [1.00, 1.35] 0.287 0.004 0.002 0.0049 0.0086 0.0100
[0.50, 0.55] [1.35, 1.83] 0.281 0.004 0.002 0.0007 0.0041 0.0088
[0.50, 0.55] [1.83, 2.50] 0.262 0.004 0.002 0.0008 0.0050 0.0088
[0.50, 0.55] [2.50, 3.50] 0.246 0.004 0.002 0.0006 0.0040 0.0088
[0.50, 0.55] [3.50, 5.00] 0.240 0.004 0.002 0.0038 0.0034 0.0096
[0.50, 0.55] [5.00, 7.00] 0.227 0.004 0.002 0.0056 0.0017 0.0105
[0.50, 0.55] [7.00, 10.00] 0.215 0.005 0.003 0.0003 0.0041 0.0090
[0.50, 0.55] [10.00, 15.00] 0.200 0.007 0.003 0.0048 0.0075 0.0104
[0.50, 0.55] [15.00, 100.00] 0.172 0.009 0.004 0.0020 0.0081 0.0099
[0.55, 0.60] [1.00, 1.35] 0.225 0.003 0.002 0.0002 0.0058 0.0060
[0.55, 0.60] [1.35, 1.83] 0.210 0.003 0.002 0.0021 0.0042 0.0064
[0.55, 0.60] [1.83, 2.50] 0.198 0.003 0.002 0.0015 0.0024 0.0062
[0.55, 0.60] [2.50, 3.50] 0.186 0.003 0.002 0.0008 0.0041 0.0061
[0.55, 0.60] [3.50, 5.00] 0.181 0.004 0.002 0.0025 0.0015 0.0066
[0.55, 0.60] [5.00, 7.00] 0.167 0.004 0.002 0.0003 0.0008 0.0061
[0.55, 0.60] [7.00, 10.00] 0.149 0.004 0.002 0.0006 0.0068 0.0062
[0.55, 0.60] [10.00, 15.00] 0.153 0.006 0.003 0.0010 0.0047 0.0066
[0.55, 0.60] [15.00, 100.00] 0.148 0.009 0.004 0.0006 0.0095 0.0073
[0.60, 0.65] [1.00, 1.35] 0.186 0.003 0.002 0.0037 0.0046 0.0061
[0.60, 0.65] [1.35, 1.83] 0.166 0.003 0.002 0.0036 0.0028 0.0060
[0.60, 0.65] [1.83, 2.50] 0.167 0.003 0.002 0.0008 0.0023 0.0049
[0.60, 0.65] [2.50, 3.50] 0.139 0.003 0.002 0.0010 0.0016 0.0049
[0.60, 0.65] [3.50, 5.00] 0.132 0.003 0.002 0.0013 0.0011 0.0050
[0.60, 0.65] [5.00, 7.00] 0.119 0.003 0.002 0.0005 0.0027 0.0049
[0.60, 0.65] [7.00, 10.00] 0.123 0.004 0.002 0.0034 0.0057 0.0061
[0.60, 0.65] [10.00, 15.00] 0.105 0.005 0.002 0.0044 0.0033 0.0068
[0.60, 0.65] [15.00, 100.00] 0.108 0.008 0.004 0.0024 0.0092 0.0064
[0.65, 0.70] [1.00, 1.35] 0.159 0.003 0.002 0.0021 0.0032 0.0041
[0.65, 0.70] [1.35, 1.83] 0.145 0.003 0.002 0.0042 0.0022 0.0055
[0.65, 0.70] [1.83, 2.50] 0.124 0.003 0.001 0.0009 0.0016 0.0036
[0.65, 0.70] [2.50, 3.50] 0.111 0.003 0.001 0.0024 0.0025 0.0043
[0.65, 0.70] [3.50, 5.00] 0.105 0.003 0.002 0.0015 0.0018 0.0038
[0.65, 0.70] [5.00, 7.00] 0.090 0.003 0.002 0.0017 0.0029 0.0039
[0.65, 0.70] [7.00, 10.00] 0.091 0.004 0.002 0.0019 0.0030 0.0042
[0.65, 0.70] [10.00, 15.00] 0.074 0.005 0.002 0.0034 0.0047 0.0052
[0.65, 0.70] [15.00, 100.00] 0.068 0.006 0.003 0.0006 0.0060 0.0045
[0.70, 0.75] [1.00, 1.35] 0.131 0.003 0.001 0.0002 0.0012 0.0019
[0.70, 0.75] [1.35, 1.83] 0.109 0.003 0.001 0.0008 0.0008 0.0019
[0.70, 0.75] [1.83, 2.50] 0.102 0.003 0.001 0.0002 0.0012 0.0018
[0.70, 0.75] [2.50, 3.50] 0.090 0.003 0.001 0.0051 0.0018 0.0054
[0.70, 0.75] [3.50, 5.00] 0.079 0.003 0.001 0.0004 0.0026 0.0019
[0.70, 0.75] [5.00, 7.00] 0.075 0.003 0.002 0.0014 0.0042 0.0024
[0.70, 0.75] [7.00, 10.00] 0.056 0.003 0.001 0.0003 0.0037 0.0019
[0.70, 0.75] [10.00, 15.00] 0.054 0.004 0.002 0.0008 0.0063 0.0024
[0.70, 0.75] [15.00, 100.00] 0.062 0.007 0.004 0.0013 0.0079 0.0040
[0.75, 0.85] [1.00, 1.35] 0.105 0.002 0.001 0.0018 0.0019 0.0028
[0.75, 0.85] [1.35, 1.83] 0.093 0.002 0.001 0.0017 0.0029 0.0027
[0.75, 0.85] [1.83, 2.50] 0.079 0.002 0.001 0.0007 0.0025 0.0022
[0.75, 0.85] [2.50, 3.50] 0.067 0.002 0.001 0.0023 0.0015 0.0031
[0.75, 0.85] [3.50, 5.00] 0.057 0.002 0.001 0.0022 0.0025 0.0030
[0.75, 0.85] [5.00, 7.00] 0.050 0.002 0.001 0.0004 0.0031 0.0021
[0.75, 0.85] [7.00, 10.00] 0.038 0.002 0.001 0.0016 0.0032 0.0026
[0.75, 0.85] [10.00, 15.00] 0.038 0.002 0.001 0.0008 0.0043 0.0024
[0.75, 0.85] [15.00, 100.00] 0.032 0.004 0.002 0.0009 0.0008 0.0028

Table C.4: Negative pion multiplicities in Q2 and z bins.
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z bin Q2 bin MK+

σsat σCompsys σMC
sys σRICHsys σtotsys

[0.20, 0.25] [1.00, 1.35] 0.369 0.005 0.001 0.0020 0.0076 0.0079
[0.20, 0.25] [1.35, 1.83] 0.377 0.005 0.001 0.0009 0.0060 0.0077
[0.20, 0.25] [1.83, 2.50] 0.381 0.005 0.001 0.0032 0.0114 0.0083
[0.20, 0.25] [2.50, 3.50] 0.398 0.006 0.001 0.0034 0.0153 0.0084
[0.20, 0.25] [3.50, 5.00] 0.412 0.007 0.001 0.0001 0.0177 0.0077
[0.20, 0.25] [5.00, 7.00] 0.437 0.009 0.001 0.0015 0.0252 0.0079
[0.20, 0.25] [7.00, 10.00] 0.455 0.010 0.002 0.0054 0.0317 0.0095
[0.20, 0.25] [10.00, 15.00] 0.499 0.015 0.002 0.0015 0.0139 0.0081
[0.20, 0.25] [15.00, 100.00] 0.524 0.020 0.003 0.0060 0.0303 0.0102
[0.25, 0.30] [1.00, 1.35] 0.295 0.004 0.001 0.0076 0.0080 0.0111
[0.25, 0.30] [1.35, 1.83] 0.303 0.004 0.001 0.0021 0.0077 0.0083
[0.25, 0.30] [1.83, 2.50] 0.309 0.004 0.001 0.0015 0.0017 0.0082
[0.25, 0.30] [2.50, 3.50] 0.329 0.005 0.001 0.0064 0.0024 0.0103
[0.25, 0.30] [3.50, 5.00] 0.338 0.006 0.001 0.0005 0.0057 0.0081
[0.25, 0.30] [5.00, 7.00] 0.365 0.007 0.001 0.0037 0.0094 0.0089
[0.25, 0.30] [7.00, 10.00] 0.373 0.008 0.001 0.0055 0.0154 0.0098
[0.25, 0.30] [10.00, 15.00] 0.412 0.011 0.002 0.0097 0.0177 0.0127
[0.25, 0.30] [15.00, 100.00] 0.377 0.014 0.002 0.0046 0.0205 0.0095
[0.30, 0.35] [1.00, 1.35] 0.227 0.003 0.001 0.0000 0.0085 0.0085
[0.30, 0.35] [1.35, 1.83] 0.233 0.003 0.001 0.0026 0.0064 0.0089
[0.30, 0.35] [1.83, 2.50] 0.245 0.004 0.001 0.0045 0.0098 0.0096
[0.30, 0.35] [2.50, 3.50] 0.258 0.004 0.001 0.0003 0.0069 0.0085
[0.30, 0.35] [3.50, 5.00] 0.268 0.005 0.001 0.0018 0.0020 0.0087
[0.30, 0.35] [5.00, 7.00] 0.275 0.005 0.001 0.0034 0.0099 0.0092
[0.30, 0.35] [7.00, 10.00] 0.289 0.006 0.001 0.0084 0.0117 0.0119
[0.30, 0.35] [10.00, 15.00] 0.308 0.009 0.001 0.0014 0.0128 0.0087
[0.30, 0.35] [15.00, 100.00] 0.306 0.012 0.002 0.0055 0.0123 0.0103
[0.35, 0.40] [1.00, 1.35] 0.180 0.003 0.000 0.0028 0.0080 0.0085
[0.35, 0.40] [1.35, 1.83] 0.189 0.003 0.000 0.0014 0.0068 0.0082
[0.35, 0.40] [1.83, 2.50] 0.190 0.003 0.000 0.0005 0.0068 0.0081
[0.35, 0.40] [2.50, 3.50] 0.205 0.003 0.001 0.0045 0.0054 0.0092
[0.35, 0.40] [3.50, 5.00] 0.220 0.004 0.001 0.0015 0.0053 0.0082
[0.35, 0.40] [5.00, 7.00] 0.220 0.004 0.001 0.0011 0.0009 0.0081
[0.35, 0.40] [7.00, 10.00] 0.239 0.006 0.001 0.0070 0.0122 0.0107
[0.35, 0.40] [10.00, 15.00] 0.231 0.007 0.001 0.0085 0.0124 0.0118
[0.35, 0.40] [15.00, 100.00] 0.232 0.010 0.002 0.0046 0.0150 0.0094
[0.40, 0.45] [1.00, 1.35] 0.149 0.003 0.000 0.0000 0.0036 0.0036
[0.40, 0.45] [1.35, 1.83] 0.144 0.003 0.000 0.0019 0.0091 0.0041
[0.40, 0.45] [1.83, 2.50] 0.164 0.003 0.000 0.0043 0.0128 0.0056
[0.40, 0.45] [2.50, 3.50] 0.165 0.003 0.001 0.0031 0.0059 0.0048
[0.40, 0.45] [3.50, 5.00] 0.163 0.003 0.001 0.0031 0.0049 0.0048
[0.40, 0.45] [5.00, 7.00] 0.168 0.004 0.001 0.0008 0.0022 0.0038
[0.40, 0.45] [7.00, 10.00] 0.173 0.004 0.001 0.0008 0.0077 0.0038
[0.40, 0.45] [10.00, 15.00] 0.170 0.006 0.001 0.0012 0.0035 0.0039
[0.40, 0.45] [15.00, 100.00] 0.168 0.008 0.001 0.0003 0.0158 0.0039
[0.45, 0.50] [1.00, 1.35] 0.118 0.002 0.000 0.0029 0.0064 0.0071
[0.45, 0.50] [1.35, 1.83] 0.122 0.003 0.000 0.0036 0.0059 0.0073
[0.45, 0.50] [1.83, 2.50] 0.121 0.003 0.000 0.0008 0.0068 0.0065
[0.45, 0.50] [2.50, 3.50] 0.126 0.003 0.000 0.0007 0.0052 0.0065
[0.45, 0.50] [3.50, 5.00] 0.124 0.003 0.000 0.0014 0.0042 0.0066
[0.45, 0.50] [5.00, 7.00] 0.122 0.003 0.001 0.0045 0.0003 0.0078
[0.45, 0.50] [7.00, 10.00] 0.137 0.004 0.001 0.0058 0.0030 0.0087
[0.45, 0.50] [10.00, 15.00] 0.125 0.005 0.001 0.0003 0.0049 0.0065
[0.45, 0.50] [15.00, 100.00] 0.148 0.008 0.001 0.0015 0.0072 0.0067

Table C.5: Positive kaon multiplicities in Q2 and z bins.
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z bin Q2 bin MK+

σsat σCompsys σMC
sys σRICHsys σtotsys

[0.50, 0.55] [1.00, 1.35] 0.090 0.002 0.000 0.0013 0.0064 0.0065
[0.50, 0.55] [1.35, 1.83] 0.089 0.002 0.000 0.0009 0.0043 0.0064
[0.50, 0.55] [1.83, 2.50] 0.094 0.002 0.000 0.0032 0.0061 0.0071
[0.50, 0.55] [2.50, 3.50] 0.094 0.002 0.000 0.0013 0.0023 0.0065
[0.50, 0.55] [3.50, 5.00] 0.095 0.003 0.000 0.0013 0.0023 0.0065
[0.50, 0.55] [5.00, 7.00] 0.101 0.003 0.000 0.0058 0.0016 0.0086
[0.50, 0.55] [7.00, 10.00] 0.101 0.003 0.001 0.0016 0.0048 0.0066
[0.50, 0.55] [10.00, 15.00] 0.099 0.005 0.001 0.0026 0.0075 0.0069
[0.50, 0.55] [15.00, 100.00] 0.097 0.006 0.001 0.0054 0.0076 0.0084
[0.55, 0.60] [1.00, 1.35] 0.073 0.002 0.000 0.0027 0.0031 0.0041
[0.55, 0.60] [1.35, 1.83] 0.076 0.002 0.000 0.0007 0.0015 0.0031
[0.55, 0.60] [1.83, 2.50] 0.076 0.002 0.000 0.0011 0.0027 0.0033
[0.55, 0.60] [2.50, 3.50] 0.071 0.002 0.000 0.0005 0.0003 0.0031
[0.55, 0.60] [3.50, 5.00] 0.073 0.002 0.000 0.0002 0.0013 0.0031
[0.55, 0.60] [5.00, 7.00] 0.076 0.003 0.000 0.0005 0.0015 0.0031
[0.55, 0.60] [7.00, 10.00] 0.073 0.003 0.000 0.0009 0.0039 0.0032
[0.55, 0.60] [10.00, 15.00] 0.080 0.004 0.001 0.0036 0.0059 0.0047
[0.55, 0.60] [15.00, 100.00] 0.076 0.006 0.001 0.0020 0.0104 0.0038
[0.60, 0.65] [1.00, 1.35] 0.051 0.002 0.000 0.0000 0.0026 0.0026
[0.60, 0.65] [1.35, 1.83] 0.054 0.002 0.000 0.0011 0.0019 0.0028
[0.60, 0.65] [1.83, 2.50] 0.057 0.002 0.000 0.0027 0.0034 0.0037
[0.60, 0.65] [2.50, 3.50] 0.060 0.002 0.000 0.0019 0.0034 0.0032
[0.60, 0.65] [3.50, 5.00] 0.059 0.002 0.000 0.0003 0.0027 0.0026
[0.60, 0.65] [5.00, 7.00] 0.052 0.002 0.000 0.0012 0.0024 0.0028
[0.60, 0.65] [7.00, 10.00] 0.058 0.003 0.000 0.0002 0.0065 0.0026
[0.60, 0.65] [10.00, 15.00] 0.064 0.004 0.001 0.0022 0.0089 0.0034
[0.60, 0.65] [15.00, 100.00] 0.067 0.006 0.001 0.0080 0.0042 0.0085
[0.65, 0.70] [1.00, 1.35] 0.038 0.001 0.000 0.0009 0.0026 0.0028
[0.65, 0.70] [1.35, 1.83] 0.039 0.001 0.000 0.0000 0.0014 0.0026
[0.65, 0.70] [1.83, 2.50] 0.040 0.002 0.000 0.0006 0.0019 0.0027
[0.65, 0.70] [2.50, 3.50] 0.042 0.002 0.000 0.0009 0.0030 0.0028
[0.65, 0.70] [3.50, 5.00] 0.043 0.002 0.000 0.0013 0.0015 0.0029
[0.65, 0.70] [5.00, 7.00] 0.042 0.002 0.000 0.0009 0.0024 0.0028
[0.65, 0.70] [7.00, 10.00] 0.043 0.002 0.000 0.0030 0.0044 0.0040
[0.65, 0.70] [10.00, 15.00] 0.047 0.003 0.000 0.0033 0.0032 0.0042
[0.65, 0.70] [15.00, 100.00] 0.046 0.005 0.001 0.0006 0.0020 0.0028
[0.70, 0.75] [1.00, 1.35] 0.029 0.001 0.000 0.0002 0.0010 0.0010
[0.70, 0.75] [1.35, 1.83] 0.030 0.001 0.000 0.0005 0.0002 0.0011
[0.70, 0.75] [1.83, 2.50] 0.029 0.001 0.000 0.0001 0.0002 0.0010
[0.70, 0.75] [2.50, 3.50] 0.030 0.001 0.000 0.0003 0.0002 0.0010
[0.70, 0.75] [3.50, 5.00] 0.029 0.002 0.000 0.0008 0.0025 0.0013
[0.70, 0.75] [5.00, 7.00] 0.034 0.002 0.000 0.0009 0.0024 0.0014
[0.70, 0.75] [7.00, 10.00] 0.032 0.002 0.000 0.0000 0.0002 0.0010
[0.70, 0.75] [10.00, 15.00] 0.037 0.003 0.000 0.0010 0.0014 0.0014
[0.70, 0.75] [15.00, 100.00] 0.027 0.004 0.001 0.0004 0.0018 0.0012
[0.75, 0.85] [1.00, 1.35] 0.022 0.001 0.000 0.0001 0.0002 0.0003
[0.75, 0.85] [1.35, 1.83] 0.021 0.001 0.000 0.0001 0.0002 0.0003
[0.75, 0.85] [1.83, 2.50] 0.022 0.001 0.000 0.0000 0.0015 0.0003
[0.75, 0.85] [2.50, 3.50] 0.021 0.001 0.000 0.0005 0.0004 0.0006
[0.75, 0.85] [3.50, 5.00] 0.020 0.001 0.000 0.0010 0.0005 0.0010
[0.75, 0.85] [5.00, 7.00] 0.020 0.001 0.000 0.0004 0.0012 0.0005
[0.75, 0.85] [7.00, 10.00] 0.020 0.001 0.000 0.0001 0.0005 0.0003
[0.75, 0.85] [10.00, 15.00] 0.023 0.002 0.000 0.0000 0.0009 0.0004
[0.75, 0.85] [15.00, 100.00] 0.018 0.002 0.000 0.0022 0.0015 0.0023

Table C.6: Positive kaon multiplicities in Q2 and z bins.
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z bin Q2 bin MK− σsat σCompsys σMC
sys σRICHsys σtotsys

[0.20, 0.25] [1.00, 1.35] 0.303 0.004 0.001 0.0050 0.0178 0.0185
[0.20, 0.25] [1.35, 1.83] 0.315 0.005 0.002 0.0014 0.0159 0.0179
[0.20, 0.25] [1.83, 2.50] 0.312 0.005 0.002 0.0075 0.0186 0.0194
[0.20, 0.25] [2.50, 3.50] 0.319 0.005 0.002 0.0107 0.0120 0.0208
[0.20, 0.25] [3.50, 5.00] 0.332 0.006 0.002 0.0005 0.0189 0.0179
[0.20, 0.25] [5.00, 7.00] 0.330 0.007 0.002 0.0009 0.0271 0.0180
[0.20, 0.25] [7.00, 10.00] 0.339 0.009 0.003 0.0106 0.0198 0.0209
[0.20, 0.25] [10.00, 15.00] 0.322 0.011 0.004 0.0081 0.0151 0.0199
[0.20, 0.25] [15.00, 100.00] 0.318 0.015 0.005 0.0051 0.0056 0.0192
[0.25, 0.30] [1.00, 1.35] 0.227 0.003 0.001 0.0024 0.0138 0.0141
[0.25, 0.30] [1.35, 1.83] 0.233 0.004 0.001 0.0019 0.0130 0.0140
[0.25, 0.30] [1.83, 2.50] 0.232 0.004 0.001 0.0052 0.0123 0.0148
[0.25, 0.30] [2.50, 3.50] 0.243 0.004 0.001 0.0041 0.0119 0.0145
[0.25, 0.30] [3.50, 5.00] 0.244 0.005 0.002 0.0008 0.0098 0.0139
[0.25, 0.30] [5.00, 7.00] 0.241 0.005 0.002 0.0034 0.0123 0.0143
[0.25, 0.30] [7.00, 10.00] 0.235 0.006 0.002 0.0025 0.0058 0.0142
[0.25, 0.30] [10.00, 15.00] 0.216 0.008 0.003 0.0013 0.0090 0.0141
[0.25, 0.30] [15.00, 100.00] 0.224 0.011 0.004 0.0001 0.0057 0.0143
[0.30, 0.35] [1.00, 1.35] 0.176 0.003 0.001 0.0024 0.0115 0.0118
[0.30, 0.35] [1.35, 1.83] 0.178 0.003 0.001 0.0056 0.0122 0.0128
[0.30, 0.35] [1.83, 2.50] 0.176 0.003 0.001 0.0003 0.0083 0.0115
[0.30, 0.35] [2.50, 3.50] 0.190 0.003 0.001 0.0040 0.0077 0.0122
[0.30, 0.35] [3.50, 5.00] 0.184 0.004 0.001 0.0022 0.0065 0.0117
[0.30, 0.35] [5.00, 7.00] 0.182 0.004 0.001 0.0011 0.0070 0.0116
[0.30, 0.35] [7.00, 10.00] 0.170 0.005 0.002 0.0015 0.0072 0.0117
[0.30, 0.35] [10.00, 15.00] 0.157 0.006 0.002 0.0069 0.0022 0.0135
[0.30, 0.35] [15.00, 100.00] 0.151 0.008 0.003 0.0028 0.0048 0.0121
[0.35, 0.40] [1.00, 1.35] 0.137 0.002 0.001 0.0006 0.0126 0.0126
[0.35, 0.40] [1.35, 1.83] 0.137 0.002 0.001 0.0003 0.0106 0.0126
[0.35, 0.40] [1.83, 2.50] 0.135 0.003 0.001 0.0016 0.0069 0.0127
[0.35, 0.40] [2.50, 3.50] 0.136 0.003 0.001 0.0021 0.0081 0.0128
[0.35, 0.40] [3.50, 5.00] 0.133 0.003 0.001 0.0009 0.0056 0.0126
[0.35, 0.40] [5.00, 7.00] 0.134 0.003 0.001 0.0008 0.0065 0.0126
[0.35, 0.40] [7.00, 10.00] 0.130 0.004 0.001 0.0002 0.0038 0.0126
[0.35, 0.40] [10.00, 15.00] 0.124 0.005 0.002 0.0006 0.0027 0.0127
[0.35, 0.40] [15.00, 100.00] 0.092 0.006 0.002 0.0073 0.0003 0.0147
[0.40, 0.45] [1.00, 1.35] 0.103 0.002 0.001 0.0025 0.0077 0.0081
[0.40, 0.45] [1.35, 1.83] 0.104 0.002 0.001 0.0013 0.0077 0.0078
[0.40, 0.45] [1.83, 2.50] 0.104 0.002 0.001 0.0005 0.0061 0.0077
[0.40, 0.45] [2.50, 3.50] 0.102 0.002 0.001 0.0013 0.0063 0.0078
[0.40, 0.45] [3.50, 5.00] 0.098 0.003 0.001 0.0016 0.0028 0.0079
[0.40, 0.45] [5.00, 7.00] 0.094 0.003 0.001 0.0004 0.0031 0.0077
[0.40, 0.45] [7.00, 10.00] 0.088 0.003 0.001 0.0016 0.0031 0.0079
[0.40, 0.45] [10.00, 15.00] 0.086 0.004 0.001 0.0005 0.0002 0.0078
[0.40, 0.45] [15.00, 100.00] 0.071 0.006 0.002 0.0003 0.0030 0.0079
[0.45, 0.50] [1.00, 1.35] 0.080 0.002 0.001 0.0024 0.0054 0.0060
[0.45, 0.50] [1.35, 1.83] 0.080 0.002 0.001 0.0009 0.0040 0.0056
[0.45, 0.50] [1.83, 2.50] 0.077 0.002 0.001 0.0018 0.0047 0.0058
[0.45, 0.50] [2.50, 3.50] 0.069 0.002 0.001 0.0004 0.0027 0.0055
[0.45, 0.50] [3.50, 5.00] 0.072 0.002 0.001 0.0002 0.0028 0.0055
[0.45, 0.50] [5.00, 7.00] 0.062 0.002 0.001 0.0020 0.0019 0.0058
[0.45, 0.50] [7.00, 10.00] 0.051 0.002 0.001 0.0008 0.0030 0.0056
[0.45, 0.50] [10.00, 15.00] 0.055 0.003 0.001 0.0014 0.0039 0.0057
[0.45, 0.50] [15.00, 100.00] 0.045 0.004 0.001 0.0023 0.0009 0.0061

Table C.7: Negative kaon multiplicities in Q2 and z bins.
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z bin Q2 bin MK− σsat σCompsys σMC

sys σRICHsys σtotsys
[0.50, 0.55] [1.00, 1.35] 0.061 0.002 0.001 0.0019 0.0028 0.0034
[0.50, 0.55] [1.35, 1.83] 0.065 0.002 0.001 0.0011 0.0035 0.0031
[0.50, 0.55] [1.83, 2.50] 0.059 0.002 0.001 0.0003 0.0045 0.0029
[0.50, 0.55] [2.50, 3.50] 0.059 0.002 0.001 0.0004 0.0042 0.0029
[0.50, 0.55] [3.50, 5.00] 0.047 0.002 0.001 0.0002 0.0024 0.0029
[0.50, 0.55] [5.00, 7.00] 0.048 0.002 0.001 0.0002 0.0023 0.0029
[0.50, 0.55] [7.00, 10.00] 0.047 0.002 0.001 0.0009 0.0037 0.0031
[0.50, 0.55] [10.00, 15.00] 0.036 0.003 0.001 0.0006 0.0023 0.0030
[0.50, 0.55] [15.00, 100.00] 0.029 0.003 0.001 0.0006 0.0013 0.0031
[0.55, 0.60] [1.00, 1.35] 0.051 0.002 0.001 0.0008 0.0019 0.0021
[0.55, 0.60] [1.35, 1.83] 0.049 0.002 0.001 0.0014 0.0027 0.0024
[0.55, 0.60] [1.83, 2.50] 0.048 0.002 0.001 0.0002 0.0038 0.0020
[0.55, 0.60] [2.50, 3.50] 0.045 0.002 0.001 0.0026 0.0022 0.0032
[0.55, 0.60] [3.50, 5.00] 0.038 0.002 0.001 0.0001 0.0025 0.0020
[0.55, 0.60] [5.00, 7.00] 0.035 0.002 0.001 0.0020 0.0025 0.0028
[0.55, 0.60] [7.00, 10.00] 0.032 0.002 0.001 0.0010 0.0017 0.0022
[0.55, 0.60] [10.00, 15.00] 0.026 0.002 0.001 0.0011 0.0017 0.0023
[0.55, 0.60] [15.00, 100.00] 0.020 0.003 0.001 0.0006 0.0006 0.0022
[0.60, 0.65] [1.00, 1.35] 0.037 0.001 0.000 0.0006 0.0024 0.0026
[0.60, 0.65] [1.35, 1.83] 0.034 0.001 0.000 0.0002 0.0021 0.0025
[0.60, 0.65] [1.83, 2.50] 0.034 0.001 0.000 0.0001 0.0029 0.0025
[0.60, 0.65] [2.50, 3.50] 0.032 0.001 0.000 0.0000 0.0018 0.0025
[0.60, 0.65] [3.50, 5.00] 0.032 0.002 0.001 0.0013 0.0013 0.0028
[0.60, 0.65] [5.00, 7.00] 0.027 0.002 0.001 0.0005 0.0019 0.0025
[0.60, 0.65] [7.00, 10.00] 0.022 0.002 0.001 0.0008 0.0019 0.0026
[0.60, 0.65] [10.00, 15.00] 0.019 0.002 0.001 0.0006 0.0021 0.0026
[0.60, 0.65] [15.00, 100.00] 0.012 0.002 0.001 0.0014 0.0026 0.0029
[0.65, 0.70] [1.00, 1.35] 0.024 0.001 0.000 0.0008 0.0008 0.0012
[0.65, 0.70] [1.35, 1.83] 0.025 0.001 0.000 0.0021 0.0024 0.0023
[0.65, 0.70] [1.83, 2.50] 0.023 0.001 0.000 0.0006 0.0011 0.0010
[0.65, 0.70] [2.50, 3.50] 0.022 0.001 0.000 0.0004 0.0023 0.0010
[0.65, 0.70] [3.50, 5.00] 0.020 0.001 0.000 0.0001 0.0010 0.0009
[0.65, 0.70] [5.00, 7.00] 0.018 0.001 0.000 0.0007 0.0013 0.0012
[0.65, 0.70] [7.00, 10.00] 0.017 0.002 0.001 0.0011 0.0008 0.0015
[0.65, 0.70] [10.00, 15.00] 0.015 0.002 0.001 0.0001 0.0010 0.0010
[0.65, 0.70] [15.00, 100.00] 0.010 0.003 0.001 0.0003 0.0003 0.0012
[0.70, 0.75] [1.00, 1.35] 0.016 0.001 0.000 0.0001 0.0006 0.0007
[0.70, 0.75] [1.35, 1.83] 0.015 0.001 0.000 0.0012 0.0012 0.0014
[0.70, 0.75] [1.83, 2.50] 0.016 0.001 0.000 0.0008 0.0020 0.0011
[0.70, 0.75] [2.50, 3.50] 0.014 0.001 0.000 0.0008 0.0009 0.0011
[0.70, 0.75] [3.50, 5.00] 0.014 0.001 0.000 0.0002 0.0019 0.0007
[0.70, 0.75] [5.00, 7.00] 0.012 0.001 0.000 0.0003 0.0008 0.0008
[0.70, 0.75] [7.00, 10.00] 0.011 0.001 0.000 0.0007 0.0009 0.0010
[0.70, 0.75] [10.00, 15.00] 0.011 0.002 0.001 0.0008 0.0023 0.0011
[0.70, 0.75] [15.00, 100.00] 0.003 0.001 0.000 0.0009 0.0005 0.0012
[0.75, 0.85] [1.00, 1.35] 0.011 0.001 0.000 0.0002 0.0016 0.0016
[0.75, 0.85] [1.35, 1.83] 0.011 0.001 0.000 0.0000 0.0020 0.0016
[0.75, 0.85] [1.83, 2.50] 0.010 0.001 0.000 0.0002 0.0012 0.0016
[0.75, 0.85] [2.50, 3.50] 0.009 0.001 0.000 0.0001 0.0007 0.0016
[0.75, 0.85] [3.50, 5.00] 0.009 0.001 0.000 0.0002 0.0009 0.0016
[0.75, 0.85] [5.00, 7.00] 0.007 0.001 0.000 0.0003 0.0012 0.0016
[0.75, 0.85] [7.00, 10.00] 0.007 0.001 0.000 0.0006 0.0006 0.0017
[0.75, 0.85] [10.00, 15.00] 0.004 0.001 0.000 0.0005 0.0001 0.0017
[0.75, 0.85] [15.00, 100.00] 0.004 0.001 0.000 0.0001 0.0000 0.0016

Table C.8: Negative kaon multiplicities in Q2 and z bins.
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