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Chapter 1

Introduction

One of the prior duties at the LHC, with the first data produced, is to measure the distribution of the

momentum transverse to the beam direction of electroweak gauge bosons W and Z. These measurements

provide one of the most crucial tests of Standard Model, in particular, the QCD calculations for hadron

colliders, which have different approaches for different ranges of the spectrum. In addition, data on W

and Z production provides an important tool in searching for possible new physics.

In this thesis we describe a measurement of the W transverse momentum (pW
T ) distribution produced

by proton-proton collisions at the LHC with the ATLAS detector (see Chapter 3 for a general recommen-

dation about the LHC and the ATLAS detector). At hadron colliders, the non-zero pW
T can be created due

to the parton radiation from the initial state. Theoretically, there have been a number of methods pro-

posed and developed to give accurate predictions for the pW
T spectrum produced. They are summarized

in Chapter 2 including theoretical background and motivation for the measurement.

Experimentally, the signature of W bosons is searched via their leptonic decay modes (W → `ν ,

`= e,µ). Because of the neutrino in the final state which is undetectable, the pW
T must be reconstructed as

the hadronic recoil measured by summing vectorially the transverse energies deposited in the calorimeter

excluding that of lepton(s). An algorithm of hadronic recoil reconstruction in W , Z events is proposed

and detailed in Chapter 4. The missing transverse energy (Emiss
T ) then can be calculated from the hadronic

recoil by a combination with the lepton transverse momentum. This algorithm thus provides another tool

for reconstructing the Emiss
T which has a number of advantages over the standard one [25].

Measuring the pW
T spectrum using the hadronic recoil complements to measurements of the pZ

T spec-

trum in which the pZ
T is reconstructed as the momentum of the lepton pair [28]. Although the hadronic
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recoil resolution is not as good as the lepton momenta resolution, the statistic of observing the W → `ν

events is about 10 times higher than the Z → `` events [27].

All steps and results of measuring the pW
T spectrum are described in Chapter 5. The analysis is

performed using the data produced by proton-proton collisions at
√

s = 7 TeV during 2010 run of the

LHC, corresponding to 31 pb−1 of integrated luminosity. The procedure present is for the electron

channel (W → eν) but can be applied similarly for muon channel (W → µν). Given the algorithm of

constructing the hadronic recoil as described in Chapter 4, the hadronic recoil performance is transparent

between the channels and can be calibrated from Z data. Therefore, in order to reduce the statistical

uncertainty, two channels are combined to study the detector response to the recoil.

In measurements of the pW
T spectrum using electron and muon channels, the W propagator is defined

as the baseline quantity to be measured. This allows for a combination of the final results to get a better

statistic. The resulting combined spectrum is then compared to theoretical predictions and measurement

of the pZ
T spectrum reconstructed from the transverse momentum of lepton pairs [28]. This part is

discussed in Chapter 6. Comparing to previous pW
T measurements, which are recently performed at

Tevatron by CDF [6] and D0 [5], this measurement at LHC with higher statistics gives a better precision

and allows to extend the range of pW
T as well as apply fully the correction accounting for the bin-to-bin

correlation.

3



Chapter 2

Theoretical background and motivation

The analysis performed in this thesis provides a measurement of transverse momentum distribution of

W boson (pW
T ) produced at the LHC by proton-proton collisions at

√
s = 7 TeV. In order to motivate and

give backgrounds for these measurements, we will give in this chapter an overview on W boson particle,

and especially, theoretical calculations of pW
T distribution. Firstly, a general summary of the Standard

Model will be presented to describe how the W bosons originate and what role they play in the theory.

In particular, we will talk about their participation in electroweak interactions and their production at

hadron colliders. Then, we will present the pW
T predictions at different ranges on the spectrum.

2.1 Standard Model

The Standard Model (SM) of particle physics is a quantum field theory based on SU(3)C ⊗ SU(2)L ⊗

U(1)Y gauge symmetry. This theory describes the strong, the electromagnetic and the weak interactions

of elementary particles in which the strong interaction is based on SU(3)C part, while the electromagnetic

and weak interactions are mixed and unified into a combined interaction known as “electroweak” interac-

tion and based on SU(2)L⊗U(1)Y part. The particle content of the SM consists of 12 fermions (6 quarks

and 6 leptons), 4 types of “gauge” bosons including gluons (the mediators of the strong interaction), W ,

Z bosons (the mediators of the weak interaction) and the photon (the mediator of the electromagnetic

interaction) and Higgs boson which are introduced to give mass to massive particles. These 16 particles

(except the Higgs boson which has not yet been observed) and their properties such as charge, mass and

spin are shown in Figure 2.1.
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Figure 2.1: Partiles in the Standard Model and their properties [86].
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2.1.1 Quantum Chromodynamics

Quantum chromodynamics (QCD) is an important part of the Standard Model. It is a quantum field

theory describing the strong interaction as a result of the exchange of colored massless vector gluons

between colored quarks bounded into hadrons such as protons, neutrons, pions, etc. [69] governed by

the SU(3)C colored gauge symmetry [7, 53, 76]. In this theory, the colored quarks are considered as

triplets in the fundamental representation of the SU(3)C group in the sense that each flavor of quark

as shown in Figure 2.1 is assumed to have three degrees (colors) of freedom labeled by R, G and B

(stand for “Red”, “Green” and “Blue”, respectively). Gluons are components of an octet in the adjoint

representation of the SU(3)C group. According to this theory, the strong interaction is described by

fundamental vertices shown in Figure 2.2.

�qα qβ

Ga
µ

(a) gs
λ a

αβ
2

�
Gb

ν

Gc
σ

Ga
µ

(b) gs fabc

�Gd
ρ Gc

σ

Ga
µ Gb

ν

(c) g2
s fmab fmcd

Figure 2.2: Color factors of the interaction vertices in QCD: qα ,qβ are quark fields with colored index

α,β = R,B,G; λ a(a = 1,2, ..,8) are Gell-mann’s SU(3) representation matrices with constant structure

fabc; gs is the strong coupling.

QCD has the two following important properties as consequences of the running coupling constant

αs = g2
s/4π given in equation 2.1, where, Q2 is the energy transfer squared, nc = 3 is the number of

colors, n f = 6 is the number of quark flavors, and ΛQCD ∼ 200 MeV/c is the QCD scale (taken from

[75]):

αs(Q2) =
12π

(11nc −2n f ) log(Q2/Λ2
QCD)

, (2.1)

• Asymptotic freedom: equation (2.1) shows that αs(Q2)→ 0 as Q2 → ∞ which implies that looking

at very high energy probes or short distance, quarks and gluons appear like almost free particles.

This prediction of QCD was made in 1973 by D. Politzer, D. Gross and F. Wilczek and brought
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the 2004 Nobel prize in physics to the authors.

• Confinement: another consequence of equation (2.1) is that αs(Q2) → ∞ as Q2 → Λ2
QCD, that is

quarks are always confined inside hadrons and they can never be found as free (unbounded) states.

2.1.2 Electroweak theory

The electroweak theory proposed by G. Glashow (1961) , S. Weinberg (1967) and A. Salam (1968) is

based on SU(2)L ×U(1)Y gauge symmetry . In this model, four gauge vectors associated with SU(2)L

and U(1)Y groups are denoted by W α (α = 1, 2, 3, corresponds to 3 generators of SU(2) group) and B,

respectively. They, in fact, are not yet real physical gauge bosons (mass eigenstates) which are appropri-

ate mixings of them. Hereafter, we call these mass eigenstates gauge bosons. In the beginning, the local

gauge invariance requires all the gauge bosons to be massless. However, the spontaneous breaking of the

gauge symmetry through the Higgs mechanism (Higgs, 1966), provides mass to three of the four gauge

bosons while the rest remains massless. The mass eigenstates include charged massive weak bosons

(W± = W 1 ∓ iW 2)/
√

2, physical neutral massive weak boson Z and the massless photon A in which Z

and A are the orthogonal linear combinations of the neutral gauge boson W 3 and B,

Z =W 3 cosθw −B sinθw; A =W 3 sinθw +B cosθw, (2.2)

where θw is the electroweak mixing angle (or Weinberg angle). This angle relates the strength of the

weak interactions to the electromagnetic coupling e as given in equation 2.3 by requiring the photon A to

be massless

e = g sinθw. (2.3)

This mixing angle also relates the mass of the charged and neutral weak bosons as follows:

cosθw =
MW

MZ
. (2.4)

The interactions of particles in electroweak theory are described by vertices shown in Figure 2.3. As

seen from this figure, all charged fermions can participate in electromagnetic interactions via photons

and all fermions (including charged and neutral fermions) can participate in weak interactions via weak

bosons W± and Z. While the charged weak bosons W± couple with only left-hand fermions, the neutral

weak boson Z couples with both left-hand and right-hand fermions due to the electroweak mixing angle.

7



�γ

(a) −iQγµ

�W±

(b) −i g√
2

γµ 1−γ5

2

�Z

(c) −i g
cosθw

γµ cV−cAγ5

2

Figure 2.3: The gauge boson-fermion vertex factors in the electroweak theory. The factors with (γµ) are

vector couplings (V) and the factors with (γµγ5) are axial-vector (A) couplings.

In particular, the Z coupling to a fermion is a mixture of the left-hand V −A coupling of SU(2)L and the

vector coupling of QED, with

cV = T 3 −2 sin2θwQ; cA = T 3, (2.5)

where T 3 is the third component of weak isospin, Q is the charge of fermions measured with respect to

(−e) where e is the electron charge. The Z couplings to the various leptons and quarks are listed in Table

2.1.

fermion T 3 Q cA cV

νe,νµ ,ντ
1
2 0 1

2
1
2

e−,µ−,τ− −1
2 -1 −1

2 −1
2 +2sin2θw

u,c, t 1
2

2
3

1
2

1
2 −

4
3 sin2θw

d,s,b −1
2 −1

3 −1
2 −1

2 +
2
3 sin2θw

Table 2.1: The Z couplings in the standard electroweak theory with sin2θw = 0.225 [74].

The predicted branching ratios of various W and Z decay modes are listed in Table 2.2. From Figure

2.3, with a vertex factor of −i g√
2
γµ 1−γ5

2 , the W boson couples with the same strength to all fermion-

antifermion pairs. In Standard Model, as seen from Figure 2.1, there are 3 generations of leptons and 3

generations of quarks, and each quark flavor carries 3 colors (see Section 2.1.1). However, because the

top quark is heavier than the W and Z bosons, the W+ does not decay into tb̄ and the Z does not decay

into tt̄. Therefore each decay mode of the W boson will have a branching ratio 1
9 neglecting fermion

masses. For Z boson, the branching fractions are proportional to (c2
V + c2

A) in which cV and cA are given

in Table 2.1.

From Table 2.2 we see that for both W and Z, the branching fractions of decay into hadrons are

8



Decay mode Branching ratio (%)

W+ → `+ν`,(`= e,µ,τ) 11.1

W+ → d̄u(s̄c) 33.3

Z → `+`−,(`= e,µ,τ) 3.4

Z → ν`ν`,(`= e,µ,τ) 6.8

Z → qq̄,(q = d,s,b) 15.2

Z → qq̄,(q = u,c) 11.8

Table 2.2: Expected branching ratios of W and Z bosons decays

much higher than those into leptons. And for Z the branching fraction of decay into neutrinos is twice

the branching fraction of decay into charged leptons. However, in order to reduce a huge background

coming from QCD processes and to be measured more easily in detectors, the charged lepton decay

modes are used as signatures of these weak bosons in experiments.

One more feature of the electroweak theory, the particle flavor is conserved (or particles are ex-

changed within the generations) in the interactions with photons and Z (or neutral currents). In inter-

actions with charged weak W bosons (charged currents), the lepton flavor is conserved while the quark

flavor is not. W bosons couple to  u

d′

 ,

 c

s′

 ,

 t

b′

 , (2.6)

where d′,s′ and b′ are linear combinations of the quark mass eigenstates d,s and b via a unitary 3× 3

mixing matrix known as Cabibbo-Kobayashi-Maskawa matrix (CKM matrix). The CKM matrix sug-

gested by M. Kobayashima and T. Maskawa is a generalization of the Cabibbo matrix (introduced by N.

Cabbibo for two generations of quarks [15]) to describe the weak interactions of three generations of

quarks [62]. It is specified by three real parameters and one phase angle which helps in understanding

the CP violation in electroweak interactions. The elements of the CKM matrix describe the relative prob-

ability amplitudes for transitions between quarks in interactions of charged currents with charged weak

W bosons. Their magnitudes measured experimentally are given in [72].
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2.2 Predictions of pW
T distribution at hadron colliders

In the parton view, hadrons are considered as clusters of confined partons that is quarks, anti-quarks

and gluons. It is thus possible to describe hadron reactions in terms of the interactions of these parton

constituents. With
√

s = 7 TeV proton-proton collisions at the LHC, W boson can be produced in the

Drell-Yan process [37] in which a quark and an antiquark annihilate to produce a lepton pair (see Figure

2.4).

Figure 2.4: Drell-Yan process for W production in proton-proton collisions.

The Drell-Yan cross section is determined as follows by relying on the factorization theorem [54,56]:

σ0 = ∑
qq̄

∫
dxqdxq̄ fq(xq,Q2) fq̄(xq̄,Q2)

∫
σq,q̄(xqxq̄s,Q2), (2.7)

where fq, fq̄ are the parton distribution functions of the annihilating quarks. Q2 is the virtuality of the

W boson. xq,xq̄ are the momentum fractions carried by the annihilating quarks. σ describes the hard

parton-parton cross section with a partonic center-of-mass energy squared ŝ = xqxq̄s (s is the center-of-

mass energy squared of the collider). At the lowest order, σ is given by 2.8, where ΓW and MW are W

width and W mass respectively.

dσ
d
√

ŝ
∝

ŝ

(ŝ−M2
W )2 +(ŝΓW/MW )2 . (2.8)

At leading order, the W is produced with zero transverse momentum as colliding partons are assumed

to be collinear with the colliding beam particles [59, 83]. The transverse momentum of W is however
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generated at higher orders in which pW
T recoiling against one or more emissions of gluons and other

strongly interacting particles. For example, Figure 2.5 shows subprocesses at first order in perturbative

QCD in which the gluon emission is the dominant subprocess, qq̄ →Wg,gq →Wq or gq̄ →Wq̄.

�
q W

g q

(a)

�
q

W

g

q

(b)

�
q W

q̄ g

(c)

�
q g

q̄ W

(d)

Figure 2.5: Lowest order diagrams for the production of a W and one jet at hadron colliders.

At high pW
T , i.e. pW

T ∼ MW , the pW
T distribution can be calculated using perturbative QCD [8, 45].

In particular, for the gluon emission process as shown in Figure 2.5, the cross-section in the leading

logarithm approximation is, (for more detail, see [59, 74])

1
σ0

(
dσ

d2 pW
T

)
O(αs)

=
4αs

3π2
1

(pW
T )2 log

(
M2

W

(pW
T )2

)
, (2.9)

where σ0 and σ are explained as in equation 2.7. However at low pW
T , pW

T < MW , the equation 2.9 is

not reasonable as the logarithm becomes large and compensates for αs being small. In this case, the

multi-gluon emissions processes can be considered and a soft gluon resummation technique is applied to

solve the problem. When pW
T is much smaller, pW

T << MW , in which the perturbative QCD is not valid

[55], it is thus needed to use non-perturbative techniques for the calculation of the pW
T distribution. This

will be discussed in more detail in subsection 2.2.1.

2.2.1 pW
T distribution in low pW

T region

As mentioned, in QCD, a non-zero transverse momentum pW
T is generated by W recoiling against one

or more emitted partons (see [78] and references therein). Order by order in perturbation theory, there

are appearances of the logarithm, log(M2
W/p2

T). In particular, the order of αN
s is followed by a series

of logarithms log(M2
W/(pW

T )2)n,n = 0,1, ...,2N − 1. As pW
T is low, the logarithms become large and

divergences in which the leading logarithms, n = 2N − 1, dominate the sum of perturbation theory. In

this case, the cross section can not be calculated accurately in a fixed perturbative order but it must

be summed over the orders. This technique is called resummation. In this section we will present the
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main ideas of the resummation method. The formalism of this method in Drell-Yan processes has been

proposed and developed by Collins, Soper and Sterman [32, 55, 57]. The resummation is performed in

the Fourier conjugate of pT-space, b-space, which allows to built the transverse momentum conservation

condition into the formalism [42, 78].

The contributions for the small pW
T region are from multiple gluon emission diagrams. In case of

soft gluon emissions in which the W boson is balanced by just one of the emitted gluons while the rest

of emitted gluons are soft, by treating similarly as in QED (see, for example, [65]), it is found that

every diagram with an additional factor of αs is accompanied by a factor log2(M2
W/(pW

T )2). Therefore

summing over all these diagrams will give

1
σ0

dσ
d2 pW

T
=

1
σ0

(
dσ

d2 pW
T

)
O(αs)

exp
[
−2αs

3π
log2

(
M2

W

(pW
T )2

)]
. (2.10)

�
p

p

gn

g2

g1

W

Figure 2.6: Diagram of W production with multi-gluon emissions in proton-proton collisions.

While (2.10) looks reasonable at low pW
T region , pW

T < MW , it makes the cross section vanishes as

pW
T → 0. This feature is not observed experimentally. To deal with this problem, we consider another

approach which is provided by parton showers. In the low pW
T region, it can happen that (see, for

example, [42]), the dominant configurations have two or more gluons carrying larger transverse momenta

which makes the pW
T become small (the pW

T is not balanced with the pT of only one hard gluon but with

a vector sum of transverse momenta of many hard gluons). These gluons are sufficient “hard” that the

cross section can be calculated in perturbation theory. In this case, as in QED, the cross section for

producing a W with the emission of the n gluons can be calculated by assuming that it can be factorized

into the product of the cross section for emitting the gluons individually
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1
σ0

dσ
d2 pW

T
= ∑

n

1
n!

∫ d2kT1

πk2
T1

...

∫ d2kTn

πk2
Tn

(
4αs

3π

)n

log

(
M2

W

k2
T1

)
... log

(
M2

W

k2
Tn

)
δ (2)(kT1 + ...+ kTn + pW

T ),

(2.11)

where kTi, i= 1, ..,n, is transverse momentum of emitted gluons. The delta function that appears in (2.11)

reflects the conservation of momenta of particles in the process. This delta function can be written as a

Fourier transformation in the space of the “impact parameter” b:

δ (2)(kT1 + ...+ kTn + pW
T ) =

1
2π

∫
d2b exp[i(kT 1 + ...+ kT n + pW

T )]. (2.12)

From (2.11) and (2.12) we can get

1
σ0

dσ
d2 pW

T
=

1
4π

∫
d2b eib.pW

T χ(b) (2.13)

by summing over multiple gluon factors, where χ(b) = eS(b), S(b) is known as Sudakov form factor

and given by

S(b) =
∫ d2kT

k2
T

(
4αs(k2

T )

3π

)
log
(

M2
W

k2
T

)
(eib.kT −1). (2.14)

The impact parameter resummation makes sense only if the range of the integration in equation

(2.14) satisfies Λ2 << k2
T << M2

W . At very low pW
T values (below ∼ 10 GeV), or at large b, the pertur-

bative expansion is invalid and non-perturbative techniques need to be applied. These methods define a

parameter

b∗ =
b√

1+(b/bmax)2
, (2.15)

where bmax is chosen such that the χ(b) function in (2.13) becomes

χ(b)→ χ(b∗)e−SNP(b), (2.16)

where SNP is a non-perturbative function satisfying SNP → 0 as b → 0 and SNP → ∞ as b → ∞. The

explicit from of this function is given in [78, 83] and references therein where the parameters to define

this function are determined experimentally.
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(a) dσ/d pW
T (b) dσ/d pZ

T

Figure 2.7: Comparisons of various theoretical predictions with CDF data [6] of W and Z productions

(taken from [78]).

Above we summarized the, so called, b-space resummation formalism. While this method succeeds

in recovering a finite, positive result in the pT → 0 limit, it still has several problems verified by Ellis and

Veseli in [78]. To deal with the technical problems of the b-space method, in [78], the authors proposed

a technique to resum the logarithms directly in the pT-space.

Figure 2.7 illustrates comparisons of the theoretical predictions for pW
T and pZ

T spectrums from b-

space, pT-space formalisms, and pure perturbation theory with CDF data [6]. The b-space and pT-space

results are in a good agreement describing better the data than the perturbation theory does in low pT

range. While both b-space and pT-space predictions describe quite well the Z data, they have worse

agreement with the W data. However, it is clear that, the data needs a better statistic to reduce the

fluctuation of the points as well as to provide a more reliable shape in order to test the model descrip-

tions. Therefore, to investigate this region with W boson , we will need more data or maybe a different

approach.

2.2.2 pW
T distribution at high pW

T region

With the high center-of-mass energy and the huge luminosity of proton-proton collisions at LHC, it can

be produced the vector bosons having large transverse momentum at which new physics (such as new

gauge bosons and extra dimensions) are expected to enhance the spectrum. It is thus needed to have an

accurate calculation for W production at large pW
T in order to distinguish the Standard Model from those

new physics.
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In high pW
T region, pW

T > MW/2, the emission of hard partons becomes the dominant effect. A fixed

order calculation in perturbative theory is thus valid to describe the pW
T distribution. The fixed orders

can be calculated by using matrix element convoluted with parton distribution functions as expressed in

Eq. (2.7). Currently, the highest available order is the next-next-to-leading order. The W + jet and W

+2 jets calculations using matrix elements were detailed in [59].

The complete calculations to NLO and NNLO soft gluon corrections for W production at high pW
T at

LHC were performed in [77]. Results from this paper found that the NLO corrections provide a large

increase to the cross section but do not reduce the scale dependence relative to leading order (LO). The

NNLO corrections, although they are small, significantly reduce the scale dependence thus providing a

more stable theoretical prediction.

With the large amount of data produced at the LHC that allows to extend the measured pW
T range, the

theoretical predictions in this region will be compared with our measurement of the pW
T spectrum with

the ATLAS detector in Chapter 6.

2.2.3 Modeling of W bosons production by Monte Carlo event generators

In practice, especially at LHC with interactions at very high energy, multi-hadronic final states are pro-

duced. The final states may contain many particles produced by variety complicate physics processes

[59, 81]. The physics is then not understood well enough to give an exact description. Instead, the

computer programs are introduced to describe those physics processes basing upon a combination of

analytical results and various QCD-based models. Event generators are a solution in which the processes

are simulated using an event basic.

There are basically two kinds of event generators. The first one, which is so called leading order (LO)

event generator, deals with leading order process with or without adding corrections of higher QCD or

QED pertubation orders. The second kind, which is so called NLO event generator, deals with full NLO

QCD or QED process. These event generators apply matrix element calculation for the corresponding

pertubation order. The matrix element used is different depending on specific purposes of the generators.

LO generators start with the matrix element of the tree-level s-channel subprocess as given in equa-

tion 2.8. This is the first estimation to the W boson production. In order to model better the data, it

is needed to take into account higher order corrections since, as mentioned, the final state in fact con-

tains many particles. These corrections are made by adding higher order effects to the LO matrix element.
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There are two kinds of corrections: QCD corrections including radiation off incoming or outgoing quarks

and QED corrections containing final state radiation of leptons. As an example, the NLO diagrams for

initial state radiation are displayed in Figure 2.5. There is a variety of calculations for the initial (and

final) state radiation which are modeled by a number of Monte Carlo generators.

The popular LO generators such that PYTHIA [81], HERWIG [33, 41], RESBOS [9, 39, 63], ALP-

GEN [68] and SHERPA [44] combine a LO calculation with higher order pertubative QCD corrections.

The PYTHIA and HERWIG programs merge a LO calculation with a parton shower algorithm as presented

in Section 2.2.1. In particular, PYTHIA models the kinematics of soft and collinear parton radiation at

all orders in which the parameters of the parton shower algorithm have been tuned to match the pZ
T data

from the Tevatron [82]. The HERWIG generator includes a more correct treatment of heavy quark de-

cays. The RESBOS program implements resummation of leading and next-to-leading logarithms due to

soft gluon radiation. The ALPGEN and SHERPA programs provide the study of multiparton hard pro-

cesses in hadronic collisions resulting multi-jet final states. It is thus interesting to compare the pW
T

spectrum modeled by these programs to the highest pT part of the pW
T spectrum observed in data, which

includes contributions from a W boson recoiling off multiple high-pT jets.

The QED corrections for the LO subprocess includes photon radiation off the initial state partons, the

final state lepton, and the W propagator. The multiple photon emissions off the final state lepton can be

generated by The PHOTOS Monte Carlo simulation [11] which is often used in conjunction with other

generators. The PHOTOS generator, however, does not compute initial-state radiation or radiation off the

propagator. There is also a developed version of RESBOS, RESBOS-A [17] which includes final-state

NLO QED corrections to W and Z production.

The NLO generator such that MC@NLO [40] combines NLO calculation with parton showering and

hadronization. The MC@NLO generator produces full NLO predictions of the pW
T spectrum, integrated

with a parton shower algorithm such that the differential cross section prediction is finite for the whole

range of pW
T spectrum.

In addition, there are also NNLO, O(α2
s ), (currently is the highest order available for inclusive W and

Z productions) programs such as FEWZ [43,70] and DYNNLO [18]. These calculations do not include

resummation or parton shower algorithms. So although the total cross section is finite, the differential

cross section diverges as pW
T approaches zero.

In Chapter 6 we make comparisons of our measurement of pW
T spectrum produced at LHC to theoret-
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ical predictions modeled by various event generators including PYTHIA, RESBOS, ALPGEN, MC@NLO,

DYNNLO, and MCFM [16].
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Chapter 3

ATLAS as a detector of the LHC

ATLAS (A Toroidal LHC ApparatuS) is one of the two general-purpose detectors, amongst all seven

detectors, of the LHC (Large Hadron Collider) which is a new particle accelerator located at CERN,

near Geneva. After over 10 years of preparation and construction the LHC released the first beam on 10

September 2008 and made the first collision in November 2009. However, before going to look at the

details of the ATLAS detector let us make a brief journey to the LHC in order to understand more the

construction and the functions of the ATLAS detector in the LHC.

Designed to accelerate and collide two beams of protons or heavy ions at a total center-of-mass

energy of 14 TeV (2.24 microjoules) or 5.2 TeV, respectively, and installed at 50–100m underground in

a circular tunnel (the former LEP tunnel) with a circumference of about 27 km (26 659 m), the LHC,

costing several billions euros, has been so far the largest, highest-energy and most expensive science-

technological complex ever constructed and attracting the widest collaboration in the history of the world

science and technology. A view of the LHC general structure is given in Figure 3.1.

3.1 Hadron Colliders

After e−e+ colliders (e.g., LEP2) have reached the limit of their possibilities and when TeV linear col-

liders have not yet been technologically ready, while the idea of TeV muon colliders still remains an

idea, hadron colliders are a natural choice for an exploration machine at the TeV scale (see, [73] and

[85] and references therein). Because of their complexity and high cost, only two TeV colliders have

been constructed so far: the Tevatron (in Fermilab), a 2 TeV proton-antiproton (pp̄) collider, is the first

collider reaching a TeV energy, hence the name, and the LHC has been so far the largest collider. At the
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Figure 3.1: The LHC general scheme

moment the LHC is running at an energy of 7 TeV, or 3.5 TeV per beam, and, probably, it will reach the

design maximal energy 14 TeV after 2012.

Compared to the e+e− collider, hadron colliders have the following advantages:

• Much lower synchrotron radiation and higher center-of-mass energies in head-on collisions are

achieved since the proton mass is much bigger than the electron mass;

• Higher luminosity;

• Large cross-sections of hadronic reactions due to strong interactions;

• Since collison energies are higher, there are more possible channels opening up resonant produc-

tions such as qq̄, qg, gg and WW , ZZ, WZ fusion processes.

However, hadron colliders have also disadvantages (see Ref. 6 in [85]):

• As said above, the momentum carried by the protons is shared by quarks and gluons. The inter-

actions between protons, in fact, take place between partons. Thus, the effective center-of-mass

energy of the collisions is just a fraction, about 1/6 on average, of the 14 TeV;
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• There is a large cross-section of inelastic proton-proton processes at small momentum transfer

with no physics interest.

3.2 General structure of the LHC

The LHC was designed and constructed to collide two beams of protons (or heavy ions). Protons first are

dissociated from hydrogen atoms in the Duoplasmatron and injected into radio-frequency (RF) cavities

where they are accelerated to 750 keV before being injected into the Linear Accelerator (LINAC) accel-

erating them to 50 MeV. Then they will be consecutively accelerated by the Proton Synchrotron Booster

(PSB) and Proton Synchrotron (PS) to the energies 1.4 GeV and 25 GeV, respectively. Finally, protons

are injected into the LHC after getting an energy of 450 GeV from the Super Proton Synchrotron (SPS).

This acceleration process of protons is illustrated by Figure 3.2.

Figure 3.2: The acceleration way of the protons and heavy ions

The LHC has seven detectors, ATLAS, CMS, LHC-b, ALICE, TOTEM, LHC-f and MoEDAL in-

stalled in underground caverns at four of the eight interaction points (IP’s) on the LHC ring. ATLAS

located at IP1 is the biggest by size detector and it, along with CMS (Compact Muon Solenoid) located

at IP5, is one of the two general-purpose detectors of the LHC. The five smaller and specialized detectors
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are LHC-b (LHC-beauty) designed for B-physics, in particular, for measurements of CP-violation param-

eters in the processes involving B-hadrons, ALICE (A Large Ion Collider Experiment) at IP2 for study

of ion collisions, e.g., lead-lead nuclei collisions for investigations of the quark-gluon plasma, TOTEM

(Total cross section, elastic scattering and diffraction dissociation) at IP5 for measurements of total p− p

cross section, elastic scattering and diffractive processes, and LHC-f (Large Hadron Collider forward)

at IP1 designed with the astroparticle physics purpose, and MoEDAL (Monopole and Exotics Detector

At the LHC) sharing the IP8 cavern with LHCb and searching for the massive stable (or pseudo-stable)

particles, such as magnetic monopoles or dyons, which may be produced at the LHC.

As the LHC, a proton-proton collider, accelerates and collide particles with the same charge, two

beam lines for two opposite accelerations must be installed in the tunnel. The particle beams are accel-

erated in an ultrahigh vacuum (10−10 Torr). To circulate in the tunnel they are bent by 1232 powerful

superconducting dipole magnets and focused by 392 other quadrupole magnets. To ensure their normal

work these 1624 superconducting magnets with niobium-titanium coils (NbTi) must be kept at tempera-

ture 1.9K (with 96 tonnes of liquid helium). In order to bend 7 TeV beams around the LHC ring (with a

bending radius of 2804 m) the magnets should have a field of about 8.33 Tesla corresponding to a current

of about 11 850 A.

Protons circulate in the ring not continuously but in portions called ”bunches”. Here for an ilustration

we take the design case (i.e., not the present real situation). Then, there are 2808 (effective number)

bunches for a proton beam at full intensity and the density of protons per bunch (at interacting point)

is about 1011 protons/16 microns (1/5 the width of a human hair). Protons at the maximal speed make

11245 turns (crosses) per second and each bunch crossing (about 7.5 m long) takes place inside detector

for 25 ns of bunch spacing or totally, a beam would make 2808 × 11245= about 32 millions crosses per

second, i.e., its crossing rate is 31.6 MHz which is considerably lower than the nominal one, 40 MHz,

when all 3564 (nominal number) bunches can be filled in a beam.

However, not all collision events but only inelastic events (or shortly, events) can be detected by a

detector. The probability of a process to occur is measured by the corresponding interaction cross section.

Therefore, the interaction cross section (denoted by σint), thus, the collision energy, is an important

parameter of a collider like the LHC. The event rate (R), however, depends not only on the collision

energy (more precisely, it grows with energy) but also another characteristic parameter of the collider

called the luminosity (L):
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R = L×σint . (3.1)

The latter is proportional to the beam intensities (n1 and n2), the number of bunches per beam (k) and

the beam collision frequency ( f ) and inversely proportional to the beam transverse sizes at the interaction

point (Sx and Sy):

L = k f
n1n2

4πSxSy
. (3.2)

Since the colliding beams are almost identical we can assume that n1 = n2 ≡ N, i.e., they have the

same intensity. In this case (3.2) becomes

L = A×N2, A ≡ k f
4πSxSy

. (3.3)

To observe new interesting processes which usually have very small cross sections it is necessary to

have a luminosity large enough. Typically, for the processes to be searched for by the LHC the design

luminosity is 1034 cm−2s−1. At the design energy, 14 TeV, the total p− p cross section is about 110 mb

which can be broken down to 60 mb, 40 mb and 12 mb for inelastic, elastic and single diffractive events,

respectively. Therefore, for the nominal luminosity 1034 cm−2s−1, about 600 million events per second,

or about 20 events per crossing, can be detected by a detector.

However, the beam intensity and the luminosity are not constants but decreasing functions of time:

N = N(t) and L = L(t). Their decays are described by the formula [61]

dN(t) =−L(t).σtot .nip.dt, (3.4)

where σtot is the total p− p cross section and nip is the number of interaction points. Assuming A is a

constant, i.e., the beam parameters hiden in A do not change, during operation, the solution of (3.4) is

N(t) =
N0

1+N0.A.σtot .nip.t
, (3.5)

where N0 ≡ N(0) is the initial beam intensity. Denoting the initial luminosity by L0 ≡ A.N2
0 we have the

following functions of the beam intensity and the beam luminosity

N(t) =
N0

1+ t/τ
(3.6)

and

L(t) =
L0

(1+ t/τ)2 , (3.7)
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where

τ ≡ N0

k.L0.σtot .nip
(3.8)

is the (initial) decay time of the beam intensity. Because all bunches in a beam are treated equally, it

is not difficult to see that the intensity for a bunch decays as N(t) in (3.6). The beam lifetime and the

luminosity lifetime are then given by the formulas

τb = (e−1)τ , (3.9)

and

τl = (
√

e−1)τ, (3.10)

respectively. With L0 = 1034 cm−2s−1 and N0 = 1011, as given above, the beam lifetime and the lumi-

nosity lifetime are about 150/nip hours and 60/nip hours, respectively. For one interaction point (i.e.,

nip = 1) the beam and the luminosity lifetimes are about 150h and 60h, respectively. The lifetimes be-

come shorter for more interaction points. There are, however, other factors (such as Toucheck effect,

different scatterings, etc.) reducing these lifetimes. The knowledge of the latter is very important for the

machine operation (to know approximately when to stop a circulating but already weakened beam and

start a new beam) [61].

During 2010, the data period used for the analysis performed in this thesis, the LHC ran with an

energy per beam of 3.5 TeV; a peak instantaneous Luminosity of 2×1032cm−2s−1; a number of bunches

per beam of 368. The total integrated luminosity delivered by the LHC for the whole period is 48 pb−1

in which 45 pb−1 were recorded by ATLAS with an efficiency of 94%. The delivered and recorded

integrated luminosity over the periods are displayed in Figure 3.3.

3.3 Coordinates for the LHC

There are several coordinates systems used in the LHC. The Cartesian system has an origin at the nominal

collision point, the positive direction of the x-axis points to the center of the LHC ring, the positive

direction of the y-axis is upward and the z-axis laying along the beam line has a direction to form with

the x- and y- axes a right-handed Cartesian coordinate system. Then the polar coordinate system is

defined by choosing the polar angle θ with respect to the z-axis, the azimuthal angle φ around this axis,

and the radial coordinate ρ =
√

x2 + y2.
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(a) Linear scale (b) Log scale

Figure 3.3: Integrated luminosity delivered by the LHC and recorded by the ATLAS detector during

2010.

In (high energy) hadron colliders, the parton model is used. We do not perform calculations directly

for protons but for partons (quarks, gluons,...). It makes difference as the partonic center-of-mass (CM)

frame is not the same as the hadronic CM frame. For the analysis of the pp collisions, the momentum

vector is usually given in the coordinates (pT , η , φ ), where the first one, pT , is the transverse momenum,

the second one, η , is called pseudo-rapidity (see the next subsection) and the last one, φ , is the above

mentioned azimuthal angle around the beam axis. Besides 1/pT , η and φ , a trajectory of a charged

particle can be parameterized by two more parameters, d0 and z0, where d0 is the transverse distance to

the beam axis at the point of closest approach (of the track), while is z0 is the distance from the origin

along the z-axis at the point of closest approach.

3.3.1 Transverse momentum and the azimuthal angle

Because the ambiguous motion between the parton CM frame and the hadron laboratory frame is along

the longitudinal beam direction (~z ), it is thus convenient to write the phase space element in the cylin-

drical coordinate as
d3~p
E

= d pxd py
d pz

E
= pT d pT dφ

d pz

E
, (3.11)

where φ is the azimuthal angle about the~z axis, and

pT =
√

p2
x + p2

y = psinθ (3.12)
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is the transverse momentum. In pp collider, an unbalance in pz can come from the incoming partons

themselves. So, the only quantity that one may require to equal zero after the interaction is the transverse

momentum pT . Events with production of undetectable particles (such as neutrinos or particles predicted

by SUSY) are characterized by the existence of missing pT .

3.3.2 Rapidity and pseudo-rapidity

The rapidity of a particle of momentum pµ is defined to be

y =
1
2

ln
E + pz

E − pz
. (3.13)

We define also the transverse energy

ET =
√

p2
T +m2, (3.14)

⇒ E2 = ~p2 +m2 = p2
T + p2

z +m2 = E2
T + p2

z . (3.15)

From (3.13) and (3.15) we have

cosh2 y ≡ e2y + e−2y +2
4

=
1
4

(
E + pz

E − pz
+

E − pz

E + pz

)
+

1
2

=
E2

E2 − p2
z
=

E2

E2
T
, (3.16)

thus (3.15) and (3.16) give  coshy = E
ET
,

sinhy = pz
ET
.

(3.17)

Using (3.17) and expressing px and py in terms of the transverse momentum pT and azimuthal angle φ

we represent a particle four-momentum as

pµ = (ET coshy, pT sinφ , pT cosφ ,ET sinhy). (3.18)

The phase space element can be given

d3~p
E

= pT d pT dφdy = ET dET dφdy. (3.19)
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The rapidity is not Lorentz invariant but changes just by a constant under a relativistic boost. Let us

consider the rapidity in a boosted frame (say, in the parton CM frame), and perform the Lorentz trans-

formation,

y′ =
1
2

ln
E ′+ p′z
E ′− p′z

=
1
2

ln
(1−β0)(E + pz)

(1+β0)(E − pz)

= y− y0, (3.20)

where β0 is the relative velocity of the boosted frame with its rapidity

y0 =
1
2

ln
1−β0

1+β0
. (3.21)

In the massless limit, E ' |~p|, we get

y → 1
2

ln
1+ cosθ
1− cosθ

= lncot
θ
2
≡ η , (3.22)

where η is the pseudo-rapidity, which has one-to-one correspondence with the scattering polar angle

π ≥ θ ≥ 0 for −∞ < η < +∞, for instance, when θ = π/2, η takes the value η = 0. We see in the

massless limit that the rapidity is equivalent to the pseudo-rapidity.

3.4 The ATLAS Detector

The ATLAS is a general purpose pp detector of the LHC. Consisting of many components designed to

detect different types of particle tracks produced from collisions, the ATLAS detector has four major

parts (counted from the center outwards): the inner detector, the calorimeters, the muon spectrometer

and the magnet systems. The inner detector tracks charged particles precisely, the calorimeters measure

the energy of particles, and the muon spectrometer determines tracks of muons. All are surrounded by

two magnet systems designed to bend charged particles in the inner detector and the muon spectrometer.

If the strength of the magnetic field is known, the particle momenta can be also measured. Particles like

neutrinos which do not interact with the detector can be inferred via an estimation of missing transverse

energy. An overall ATLAS lay-out is shown in Figure 3.4 and traces leaved by various types of particles

in detector components are illustrated in Figure 3.5.
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Figure 3.4: The ATLAS detector layout [19].

Figure 3.5: Traces of various types of particles leaved in components of the ATLAS detector [10].
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3.4.1 Inner detector

The basic function of the inner detector (see Figure 3.6), which is a silicon detector, is to track charged

particles, trajectories of which are bent by a 2 T solenoidal magnetic field, by detecting their interaction

with matter at discrete points so that detailed information about particles of different types including

their identities, momenta and their energy loss can be determined. The starting points of tracks can give

useful information for identifying particles. This is a “displaced vertex” problem. For example, if tracks

do not seem to point back to the original proton-proton collider point, this may be a sign that the particles

came from some decays such as those of the bottom quarks.

With a radius of 1.2 m beginning a few centimeters from the proton beam axis and a length of 7 m

along the beam pipe, the inner detector has three parts: the pixel detector, the semi-conductor tracker

(SCT) and the transition radiation tracker (TRT) presented as in Figure 3.6 below. The pixel and the

semi-conductor tracker cover the pseudo-rapidity range |η | < 2.5, and the transition radiation tracker

covers the range |η |< 2.0.

Figure 3.6: The inner detector layout [19]

The pixel detector being a very high-granular and high-precision semiconductor based tracker, is the

innermost part of the detector providing very high resolution three space-point measurements adjacent to

the beam pipe for vertexing of displaced decays such as those from B hadrons in the environment of the

very high particle multiplicity of LHC collisions. It contains three layers and three disks on each end-
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cap. The detecting material is made of silicon with a thickness of 250 µm. In total, the pixel detector has

1744 modules. Each module contains 16 readout chips and other electronic components. The smallest

unit that can be read out is a pixel, (50 in each 400 µm); there are roughly 47,000 pixels per module.

This size of pixel design guarantees extremely precise tracking very close to the interaction point.

The semi-conductor tracker (SCT) providing eight space-point measurements for determining par-

ticle vertices and trajectories, is the middle component of the inner detector which has four double layers

of silicon strips. It works in a similar way, therefore, it has a similar design to the pixel detector but with

long, narrow strips rather than small pixels. The SCT is the most critical part of the inner detector for

basic tracking in the plane perpendicular to the beam.

The transition radiation tracker (TRT), the outermost component of the inner detector, providing

approximately 36 measurements of particle trajectories in the bending direction and the electron identifi-

cation capability, is a combination of a straw tracker and a transition radiation detector. It contains many

small straws (351,000 in total). Each straw, with a diameter of 4 µm and a length of 144 cm, is filled

with gas that becomes ionized when a charged particle passes through. The ions produce a current in a

high-voltage wire running through the center of a straw. In addtion, TRT contains alternating materials

causing charged particles to produce transition radiation and leave much stronger signals in each straw.

Since the amount of transition radiation produced is greatest in highly relativistic particles, particle with

many very strong signals can be identified as electrons since electron is the lightest charged particle.

The inner detectors have been shown a very good performance with a similar behavior to the ex-

pectations. The tracking performance of the inner detector can be determined from reconstructions of

resonances of hadrons such as K0
s ,Φ,D mesons and Ω,Ξ,Λ baryons. As examples, the reconstructions of

mass of K0
s decaying into a pair of pions and J/ψ decaying into a pair of muons are illustrated in Figure

3.7 and 3.8, respectively. These studies allow to determine the momentum scale and the detector reso-

lution. The precision of momentum scale was measured at per mill level in low transverse momentum

region and at per cent level in higher transverse momentum region (up to 100 GeV) [21].

3.4.2 Calorimeters

The calorimeters (see Figure 3.9) are used to measure energies and positions of electrons, photons,

hadrons (detected as jets) and missing transverse energy. They are situated outside the solenoidal magnet
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Figure 3.7: Distributions of π+π− invariant mass (both tracks are in |η |< 1.2 region) in data (the black

circles) and Monte Carlo simulation (the histogram normalized to data) at K0
s mass range. The red line

is the line-shape function fitted to data [24].

Figure 3.8: Distributions of µ+µ− invariant mass in data at the J/ψ and ψ(2S) mass ranges. The red

line is the line-shape function fitted to data [21].
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that surrounds the inner detector. They consist of an inner barrel cylinder and two end-caps. Both the

barrel and the end-caps are split in an inner electromagnetic layer and a hadronic layer. The barrel part

of the electromagnetic (EM) calorimeter is an “accordion” Liquid Argon (LAr) calorimeter. In the end-

caps, the LAr technology is also used for the hadronic calorimeter. The calorimeters have the following

main components [64]: the EM barrel (EMB) covering a pseudo-rapidity range of |η |< 1.475, the EM

end-cap covering a range of 1.4 < |η | < 3.2, the tile scintillator hadronic barrel covering a range of

|η |< 1.7, the hadronic end-cap (HEC) covering a range of 1.5 < |η |< 3.2, and the forward calorimeter

(FCAL) covering a range of 3.1 < |η |< 4.9. The FCAL calorimeter provides both electromagnetic and

hadronic energy measurement.

Figure 3.9: The ATLAS Calorimeters.

Electromagnetic calorimeter

The EM calorimeter absorbs and, thus, determines the energy of particles interacting electromagnetically

such as electrons, photons. The energy-absorbing materials are lead and stainless steel, with a cryostat

around the EM calorimeter to keep it sufficiently cool (see Figure 3.10). This calorimeter are segmented

longitudinally into three layers named “strip”, “middle” and “back”. The cell size of 4η ×4φ is 0.025

× 0.025 in the middle layer , 0.003 × 0.1 in the trips of the EMB and larger at higher range of |η |. In

addition, there is also a presampler (PS) layer covering |η |< 1.8. The role of this layer is to improve the
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energy measurement for particles that start showering before entering the calorimeter.

The EM energy scale and the performance of the electromagnetic calorimeter can be determined

by reconstructing the invariant mass of di-photon and di-electron. With 2010 data produced by proton-

proton collision at
√

s = 7 TeV, the Z boson decaying into a pair of electrons was used to determine the

EM energy scale. The Z → ee events are selected with two opposite charged electrons having transverse

momentum greater than 20 GeV and an invariant mass falling on the range of Z line-shape. Figure 3.11

displays a very good agreement of e+e− invariant mass spectrum around the Z mass in Monte Carlo and

in the data calibrated by correcting the electron energy. The corrections of electron energy scale and

resolution are also applied for this analysis of pW
T spectrum measurement and will be discussed more

detail in Section 5.7 of Chapter 5.
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Figure 3.10: Longitudinal view of a quadrant of the EM Calorimeter [22].

Hadronic Calorimeter

The hadronic calorimeter (HCAL) absorbs and, thus, determines the energy of particles (protons, neu-

trons, etc.) that pass through the EM calorimeter but participate in the strong interaction. These particles

are hadrons. The energy-absorbing material is steel, with scintillating tiles that sample the energy de-
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Figure 3.11: The distribution of e+e− invariant mass at Z mass range in data (black points) and Monte

Carlo simulation (the histogram normalized to data entries).

posited (a reason for the name of “Hadron Tile Calorimeter”). The tile calorimeter is the main part of

the HCAL with 8 meters in diameter and covers 12 meters along the beam axis. It is divided into three

layers while the HEC component of HCAL is divided into four layers. The cell sizes in the HCAL are

larger than in the electromagnetic calorimeter. They range from 0.1 × 0.1 to 0.2 × 0.2.

Performance of HCAL can be determined by agreements of data and Monte Carlo expectations for

jets and missing transverse energy (Emiss
T ) quantities. In ATLAS with 2010 data, jets were reconstructed

by the anti-kt algorithm [20]. The fractional systematic uncertainty of jet energy scale as a function of

jet transverse momentum (p jet
T ) in the barrel region is shown in left plot of Figure 3.12. It is found to

be less than 3% in the range of p jet
T between 50 and 1000 GeV. Emiss

T is a sensitive variable to evaluate

the performance of the calorimeter in terms of noise dead cells, mis-calibration and mis-identification

of particles, etc. It is found that the Emiss
T measured in data is in a good agreement with the simulation.

For example, the Emiss
T resolution measured in data and simulated by Monte Carlo are compatible as

illustrated in the right plot of Figure 3.12.

In ATLAS, two algorithms are used to reconstruct particles based on calorimeter information. These

algorithms are detailed in [64]. The first one, which is called “sliding-window” algorithm, clusters

calorimeter cells within fixed-size rectangles. With fixed-size clusters built, this algorithm is an efficient

tool allowing to identify electron, photon and tau lepton and to reconstruct precisely electromagnetic
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Figure 3.12: Fractional systematic uncertainty of jet energy scale as a function of jet transverse momen-

tum and comparison of Emiss
T resolution as a function of total transverse energy in data and simulation.

showers and jets from tau lepton decay. The second one, which is called “topological” algorithm, clus-

ters around a seed cell neighboring cells without fixing number of cells as long as the cell energy is

significant compared to noise. This algorithms is thus an efficient tool for jets and missing transverse

energy reconstruction where clusters with noise suppressed are built with a large number of cells.

3.4.3 Muon Spectrometer

The muon spectrometer (MS) layout is illustrated in Figure 3.13. It is an extremely large tracking system,

beginning from a radius of 4.25 m around the calorimeters out to the full radius of the detector (11

m). With about one million readout channels, and a total area of its layers of 12,000 m2, the muon

spectrometer can provide particle tracking up to |η | = 2.7 and triggering up to |η | = 2.4. Its function

is to accurately measure the momenta of muons which in principle pass through other components of

the detector. Similarly to the inner detector, here, muons are curved by magnetic field so that their

momentum can be measured. In addition, the muon spectrometer can also identify muons.

The performance of muon spectrometer can be evaluated from reconstructions of the invariant mass

of well known particles decaying into two charged muons. Figure 3.14 shows the resonances obtained by

reconstructing the invariant mass of two opposite charge muons originating from a common vertex and

having transverse momentum (pT) greater than 15 GeV. In practice, the J/ψ resonance is used to study

the MS performance in the low pT region while the Z resonance is used to study the MS performance in
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Figure 3.13: Muon detector spectrometer layout [19].
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high pT region.

3.4.4 Magnet system

The magnet system (Figure 3.13) is used to bend charged particles so that their momenta can be mea-

sured. It contains two parts: the inner solenoid and the outer toroidal.

The inner solenoid produces a 2 Tesla magnetic field surrounding the inner detector. This strong

field can bend even very energetic particles to curve enough so that their momenta can be determined.

The outer toroidal magnetic field is produced by eight very large air-core super-conducting barrel

loops and two end-caps, all situated outside the calorimeters and within the muon system. This magnetic

field is 26 metres long and 20 metres in diameter.

Figure 3.15: The ATLAS Toroid [19].
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Chapter 4

Emiss
T from Hadronic Recoil in W , Z events

4.1 Introduction

We consider W and Z bosons signatures through their leptonic decay modes since these signatures have

low backgrounds. In particular, the W boson decays into a charged lepton and a neutrino associated to

the charged lepton ( W → `ν ) and the Z boson decays into two opposite charged leptons (Z → `` )

where charged leptons are electrons or muons. While charged leptons can be detected by the detector,

the neutrino cannot be “seen” by the detector but can be measured as missing transverse energy Emiss
T on

the transverse plane that is orthogonal to the beam direction.

In this chapter, we propose an algorithm for the reconstruction of missing transverse energy Emiss
T

in W → `ν events, starting from the reconstruction of the hadronic recoil and followed by a combina-

tion with charged leptons reconstructed as high transverse momentum objects [2]. The hadronic recoil

originates from parton shower. It contains “hard” jets that balances the boson transverse momentum and

“soft” components that includes particles produced by spectator quarks (known as “underlying event”)

and other proton proton collisions in the same bunch crossing, electronic noise, and residual energy in the

detector from previous bunch crossings (known as “pileup”) [4] (see also [30] for further descriptions

of hadronic recoil components). In this algorithm, the hadronic recoil is considered as a fundamental

quantity to be calibrated separately from the rest of the event, allowing transparent comparisons between

different processes.

The hadronic recoil is calculated from topo-clusters deposited in the calorimeters where the topo-

clusters are reconstructed by topological algorithm described in Section 3.4.2. In the hadronic recoil
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calculation, the double counting of calorimetric energy is avoided by excluding some cone(s) around the

lepton(s), and correcting the small bias induced by this exclusion by filling the cone with an estimate of

the expected underlying event energy in this cone.

The cone size parameter allows a check of the stability of the performance of the method and allows

to estimate the systematic uncertainty. The cone size affects, for example, the fraction of bremsstrahlung

photons that are excluded from the hadronic recoil calculation, and the amount of underlying event

energy needed to compensate for the excluded energy. These are non-trivial effects that need to be

monitored precisely.

Another advantage over the standard method of calculating Emiss
T (described in [25] and [31]) is that

the leptons can be used with optimal reconstruction and calibration. In particular, the muon momentum

combination of the Inner Detector and the Spectrometer can be used, and the muon energy deposit in the

calorimeters does not affect the results of the algorithm.

In this chapter, the algorithm is performed on simulation to study the dependence of the hadronic

recoil response on the event dynamics, and determine the resolution correction to cross-section measure-

ments, templates for W mass measurements.

This chapter is organized as follows. In Sections 4.2 and 4.3, all necessary concepts as well as

notations, data and event selection used are explained. In Section 4.4, we recommend a method to

calculate Emiss
T in W → eν events from the reconstructed electron and the hadronic recoil. Following

this calculation, in W → eν events, the resolution correction for Emiss
T can be deduced from resolution

corrections of the electron and the hadronic recoil. A resolution correction procedure for the recoil in

W → eν events is presented in Section 4.5, where, first of all, to validate the method, we try to use the

detector response obtained from simulation in W → eν events. In section 4.6, we apply the method to

W mass and W cross-section measurements. In section 4.7, we show the agreement between the recoil

response in W → eν events and in Z → ee events that allows for a data-driven detector response to the

hadronic recoil in W events.

4.2 Conventions and definitions

In the W → `ν events, the final state contains a lepton and a hadronic recoil reconstructed from the rest

of the event. The energy and momentum of these objects (neglecting mass) are denoted as follow:
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• Lepton: E`, −→p `.

• Cluster: Eclus, −→p clus. “Clusters” are considered as topo-clusters reconstructed from topological

algorithm (described in Section 3.4.2) excluding the topo-clusters that match to leptons.

• Hadronic recoil:

−→pT
R =

Nclus

∑
i=1

−→pT
clusi . (4.1)

The hadronic recoil here is actually the “raw” hadronic recoil which is defined as the vector sum

of momenta of all clusters on the transverse plane. Our “final” hadronic recoil calculated is cor-

rected for the underlying energy in the cone used to remove electron clusters in the hadronic recoil

calculation (will be discussed in Section 4.4.2).

• Hadronic activity:

ΣET =
Nclus

∑
i=1

Eclusi
T . (4.2)

The hadronic activity ΣET is the scalar sum of transverse energies of all clusters.

• Missing transverse energy and momentum from the hadronic recoil:

6−→pT =−
(−→pT

`+∑−→pT
R
)
. (4.3)

Our missing transverse energy and momentum (denoted as 6ET and 6−→pT) are calculated from the

hadronic recoil by using the transverse momentum imbalance of particles in the final state of

W → `ν events as given in formula 4.3.

• Missing transverse energy from standard calculation 6Estd
T in ATLAS [25]:

6Estd
x(y) = Emiss,calo

x(y) +Emiss,muon
x(y) , (4.4)

where Emiss,calo
x(y) (calorimeter term) is x or y component of the total energy deposited in the calorime-

ters and Emiss,muon
x(y) (muon term) is x or y component of the energy of muons measured in range of

pseudo-rapidity |η |< 2.7.

The calorimeter term is calculated using calorimeter information within range of pseudo-rapidity

|η |< 4.5 from cell-based algorithm:

Emiss,calo
x =−

Ncell

∑
i=1

Eisin(θi)cos(φi); Emiss,calo
y =−

Ncell

∑
i=1

Eisin(θi)sin(φi), (4.5)
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where Ei, θi and φi are the cell energy, the polar angle and the azimuthal angle respectively. Ncell

is the number of cells inside three-dimensional topo-clusters.

The muon term includes contributions from isolated and non-isolated muons [26].

In this chapter, the 6Estd
T from the standard calculation is used as a baseline for a cross-check of the

performances of the 6ET calculated by the proposed method.

• Transverse mass of W boson:

mT =
√

2pe
T pν

T(1− cos(φ e −φ ν)). (4.6)

• Bias and resolution: bias and resolution of a quantity are defined as the mean and the RMS

respectively of the distribution of the difference between that quantity from reconstruction and

from truth.

e

νe/

 / WΖ

R

x

y

Figure 4.1: Definition of parallel and perpendicular axes in W and Z events.

The corresponding energy and momentum on the transverse plane are denoted by ET, pT and similarly

for those on the x, y, z axes and on parallel (‖), perpendicular (⊥) axes (as expressed in Figure 4.1).

The parallel and perpendicular axes are defined to be orthogonal to each other on the transverse plane in

which the parallel axis is chosen to be the direction of true boson vector. The component of the hadronic

recoil is maximal on the parallel axis while minimal on the perpendicular axis.
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4.3 Data and event selection

This study relies on fully simulated samples of W → eν containing around 100k events and Z → ee

containing around 200k events. The samples are generated using PYTHIA, and require at least one

lepton within the detector acceptance.

In W → eν events we select exactly one electron in the final state passing “medium” requirements

[2] with Ee
T > 20 GeV and |ηe|< 1.37 or 1.52 < |ηe|< 2.47. And in the Z → ee events, the final state is

selected to have exactly two opposite charge electrons passing medium requirements with Ee
T > 20 GeV

and |ηe|< 1.37 or 1.52 < |ηe|< 2.47.

Finally, since the aim of this chapter is limited to the technical validation of the proposed method,

we do not consider any backgrounds and triggers.

4.4 Emiss
T from the hadronic recoil in W → eν events

Here we outline a method of studying Emiss
T based on the hadronic recoil in W events as given in equation

4.3. To demonstrate the method, all plots as well as numbers in this section are obtained in W → eν

events.

In this method of calculating Emiss
T from the hadronic recoil, we first discuss the need of an exclusion

cone, and its impact on the performance in Subsection 4.4.1. Then in Subsection 4.4.2 we discuss the

effect of replacing the energy. Finally in Subsection 4.4.3 we discuss advantages an limits of the proposed

method in a comparison with the standard one.

4.4.1 Avoiding electron double counting

If the hadronic recoil is computed by all topo-clusters deposited in the calorimeters, −→pT
e of the electron

will be counted twice in equation 4.3. The effect of this is shown in Figure 4.2 where the red line is the

distribution of (6ET
reco− 6ET

true), the difference between the reconstruction and the truth of 6ET calculated

from equation 4.3, and the blue line is that of 6ET
std used as a criteria to evaluate the performance of

6ET. The blue line having an almost zero mean value as expected while the red line having a mean value

of about 33 GeV comes from the fact that the electron is counted in the sum of all topo-clusters. Thus

the electron is counted twice in the formula 4.3 creating a big bias in 6ET calculation. This is called the

“double counting” problem. To solve this problem we exclude all clusters in the cone 4R around the
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electron cluster.
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Figure 4.2: Distribution of the difference from the true 6ET of the reconstructed 6ET (“reco(2)”) and the

reconstructed 6Estd
T (“reco(1)”).

The variation of the resolution and the bias of 6ET as a function of the cone size 4R are shown in

Figure 4.3. Figure 4.3(a) indicates that, with a cone size 4R = 0.05 the double counting problem is still

present while with a cone size above 0.1, the electrons are completely excluded from the clusters but the

6ET resolution degrades when more and more information is removed from the recoil calculation. Figure

4.3(b) shows that the larger the cone size 4R the more underestimated the hadronic recoil. This is a

consequence of removing the underlying energy within the cone 4R.

So the procedure of calculating the hadronic recoil which is graphically presented in Figure 4.4

includes three steps: first summing vectorially −→pT of all topo-clusters deposited in calorimeters; then

removing a big enough cone of clusters around the electron cluster to avoid the double counting problem;

and finally compensating the underlying event excluded in the cone to correct for the recoil energy. The

recoil energy correction is especially needed for the recoil behavior in Z and W to be similar since the

number of exclusion cones which is equal to the number of leptons in the final states are different in W

and Z samples. In the next section we will discuss in detail how to replace this energy.

4.4.2 Recoil energy replacement

To recover the recoil energy and thus 6ET we need to compensate the underlying energy excluded.
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Figure 4.3: Dependence of 6ET resolution (4.3(a)), and 6ET scale bias (4.3(b)) on 4R.

Figure 4.4: Graphical representation of the hadronic recoil calculation, on the example of the W → lν

final state.
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For each event, our hadronic recoil contains two compo-

nents: the hadronic recoil −→pT
R1 in zone 1 of clusters outside

the cone of removed clusters around the electron (zone 2)

and the recoil −→pT
R2 recovered in zone 2,

−→pT
R =−→pT

R1 +−→pT
R2 , (4.7)

where −→pT
R1 is a vector sum of transverse momenta of all

clusters in zone 1

−→pT
R1 =

Nclus1

∑
i=1

−→pT
clusi , (4.8)

and −→pT
R2 is determined by the energy measured in a cone of the same size 4R (named zone 3) around a

point P which is outside the exclusion cone and at the ηe of the electron.
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Figure 4.5: 4.5(a) Hadronic activity ΣET in zone 3 versus the surface of the zone. The blue line corre-

sponds to the case of choosing the placement of zone 3 randomly in zone 1 while the green line is drawn

when choosing the placement of zone 3 which is separated in 4φ from both electron and hadronic recoil

of zone 1; 4.5(b) pT of the recoil in zone 3 versus 4φ(P,Elec) in the case of 4R = 0.2.

With the idea of replacing the underlying energy, the ΣET of clusters in zone 3 versus (4R)2, the

surface of the zone, should be linear as expressed in Figure 4.5(a). There, the blue line is obtained when

the point is taken randomly in zone 1. This line doesn’t pass the origin of coordinate system implying

that when the surface is zero the hadronic activity in zone 3 is not zero but over-estimated by about

10% of the energy replacement. To explain this we plot the recoil pT in zone 3 versus the 4φ(P,Elec)
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between the point P and the electron when 4R = 0.2 as shown in Figure 4.5(b). The blue line in Figure

4.5(b) shows that the recoil energy in zone 3 depends on the position of the point defining this zone in

distance from positions of the electron and the recoil −→pT
R1 . The recoil energy in zone 3 increases when

the point is near the electron (because of the Bremsstrahlung) and the recoil −→pT
R1 .

To avoid these effects we choose a placement of zone 3 which is separated in 4φ from both electron

and hadronic recoil of zone 1. The result of this is plotted by the green lines in Figure 4.5. In Figure

4.5(a), the green line is linear and passes the origin of the coordinate system as expected. In Figure 4.5(b),

where the point is chosen randomly further away from the electron than π/4 and the recoil −→pT
R1 further

than π/3 in the case of 4R = 0.2, the recoil energy (about 180 MeV on average) in zone 3 is stable.

The difference between the blue line and the green line in the range of 4φ(P,Elec) < π/3 indicates a

contamination of the recoil by the Bremsstrahlung energy that needs to be corrected for. The size of this

effect is about 40 MeV.

After choosing a good position of the point to define zone 3, we calculate the vector −→pT of the recoil

in this cone then rotate it to the place of zone 2 around the electron by the angle between the point and

the electron to obtain the recoil replacement −→pT
R2 .
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Figure 4.6: 4.6(a) The agreement between the distribution of 6ET calculated from the recoil (“reco(2)”)

and the distribution of 6ET
std (“reco(1)”) when 4R = 0.2; 4.6(b) The stability of the 6ET calculated

from the recoil when changing the size of exclusion cone 4R, the red line: 4R = 0.1 and the blue line:

4R = 0.3.

The 6ET is recalculated from the recoil by using formula 4.3 event by event. The results of its dis-
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tribution are shown in Figure 4.6 where Figure 4.6(a) shows the agreement of the distribution of the 6ET

based on the recoil and that of the 6ET
std in example of cone size 4R = 0.2 and Figure 4.6(b) exhibits the

stability of the 6ET distribution with respect to different 4R. However 4R = 0.2 gives the best resolution

for 6ET as seen in Figure 4.3(a). In addition, 4R = 0.2 is an expectation cone size which is associated

with the size of sliding window cluster. Therefore in applications we will use this exclusion cone size.

We use this method of reconstructing 6ET based on the hadronic recoil which is so-called “hadronic

recoil” algorithm rather than use the 6ET
std since it still gives the similar performance with the 6ET

std while

it has a good separation between lepton and recoil so it is transparent between µ and e channels. With the

energy replacement done, it gives a better resolution for hadronic recoil as well as Emiss
T . Additionally,

it is possible to calibrate from Z to W events as the recoil behaviors in Z and W are similar. More

advantages of the method will be discussed in the next section.

4.4.3 Advantages and limitations of the method

Advantages

The fundamental quantity in our algorithm is the hadronic recoil. We therefore compare directly the

performance of the hadronic recoil from the proposed algorithm to that from the standard calculation.

In the following examples, we will see our hadronic recoil has an improvement in bias and resolution

compared to the standard one.

Firstly, in Figure 4.7, the correlation between reconstructed and true pW
T measured as the hadronic

recoil is displayed as obtained from both calculations, in the W → eν channel. The hadronic recoil

algorithm displays many outliers, i.e. events where the response is clearly off-diagonal.

Secondly, we display the impact of the lepton-induced calorimetric energy, and of the underlying

event energy substitution, in the W → µν channel. As explained above, in case lepton-induced calori-

metric energy is present in the event, it should properly be subtracted from the estimation of the recoil.

If this is not done, the recoil is biased towards the direction of the lepton. As a result, the measured value

of p⊥(W ) is maximally biased when the lepton and W directions are aligned; the bias is 0 when their

directions are orthogonal. As can be seen from the left plot in Figure 4.8, the size of the effect in the

muon channel is about 2 GeV (the red line). Replacing the standard calculation by the −→pT
R1 which is the

raw recoil in our calculation , the bias reduces to a few hundred MeV (the green line). It becomes identi-

cally 0 when the underlying correction is applied (the blue line). Correspondingly, the overall resolution
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Figure 4.7: Correlation histogram for preco
T (W ) vs. ptrue

T (W ). Left : standard algorithm. Right : hadronic

recoil algorithm.

is significantly improved as shown on the right plot in Figure 4.8.
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Figure 4.8: Left : average value of preco
⊥ (W )− ptrue

⊥ (W ), as a function of the angle between the lepton

and the W boson transverse momenta, for the standard algorithm, and for the hadronic recoil algorithm.

Right : resolution obtained from the standard algorithm, and from the hadronic recoil algorithm.

Limitations

The first limitation of the hadronic recoil algorithm is that in its present form, the algorithm implicitly

assumes isolated leptons, as each associated cone is replaced by an underlying event estimate, sampled

from a quiet region in the same event. When applied to jet events, where identified leptons are mostly not

isolated, this procedures biases the event topology, replacing part of the jet by underlying event. Hence,
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in the next chapter of measuring the pW
T in data, the event selection and background subtraction still rely

on the standard Emiss
T calculation; after these steps, the transverse momentum spectrum is reconstructed

and unfolded from the hadronic recoil calculation described in the previous sections.

The second limitation of the hadronic recoil algorithm is that in events where a hard, large-angle

photon is produced in the W decay and reconstructed, this photon is attributed to the recoil. As it is

difficult to reliably identify FSR photons among the hadronic activity, this is an intrinsic limitation,

which we mention here for reference and will be discussed in the next chapter.

4.5 Resolution corrections

Recoil response is difficult to model, both from detector and physics point of view [4]. When we

compare simulation to data, we will first have to improve the simulation to better match the data, and

then only perform the physics measurement. The first step consists of these resolution corrections. In

this chapter, we consider the MC truth as our simulation to be corrected; and the full simulation as our

data. Example of measurements where this can be applied are cross-section and W mass.

4.5.1 Resolution corrections for the recoil in W → eν events

To deduce resolution corrections for 6ET and mT quantities from the hadronic recoil, we need to correct

the resolution of the vector recoil −→pT
R or of its components resolved along axes. The plot in Figure 4.9

shows that it is possible to make independent resolution corrections for two components of the recoil

along parallel (pR
‖ ) axis and perpendicular axis (pR

⊥) since they have no correlation.

Resolution corrections for some MC truth quantity can be done by adding (event by event) to the

truth quantity a random number which has a Gaussian form

smeared truth = truth+Rand.Gaus(∆(α),σ(β )). (4.9)

This Gaussian random number is governed by two parameters (so-called “smearing parameter”): the

first one, denoted as ∆, is the scale bias of data comparing to simulation depending on some variable(s)

called α , and, the second one, denoted as σ , is the resolution of the difference between data and simu-

lation depending on some variable(s) β . The variables, on which these parameters depend, are chosen

among true quantities since we are correcting the MC truth. The effects of these parameters on a true
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Figure 4.9: Correlation histogram for pR
‖ (reco− truth) vs. pR

⊥ (reco - truth).

distribution were studied in [36]. The quantity obtained after this correction, so-called “smeared truth”,

is expected to have the same behavior as that in data.

An important step of the resolution corrections procedure is to find sensitive variable(s) for these

parameters.

Scale bias and resolution of the recoil

The recoil bias along parallel axis versus pR,truth
‖ is shown in Figure 4.10(a). The origin of this bias is un-

seen hadrons. After correcting event by event for this, we still observe a bias versus 4φ(−→pT
e,truth,−→pT

W,truth),

defined as the opening angle between vector momenta of true electron and true W boson on the trans-

verse plane, as shown in Figure 4.10(b). This is a result of the imperfect energy replacement procedure

and the Bremsstrahlung energy contamination of the recoil discussed in section 4.4.2.

It is obvious that pR,truth
‖ and 4φ(−→pT

e,true,−→pT
W,true) are sensitive variables for the bias of parallel

recoil. Additional to the pR,truth
‖ variable, the 4φ(−→pT

e,true,−→pT
W,true) variable is needed for the recoil

resolution correction to obtain a better result in correcting 6ET which is recomputed from the recoil and

the electron as mentioned before.

The resolution behavior of the recoil along the parallel axis as shown in Figure 4.11(b) is the sigma

of Gaussian fit of (pR,reco
‖ − pR,truth

‖ − bias) slice distribution in bins of hadronic activity ΣET (Figure

4.11(a) shows an example of the fit in a bin of ΣET). In this correction procedure, the Gaussian fits will
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Figure 4.10: 4.10(a) Bias of the recoil along parallel axis versus pR,truth
‖ in W → eν events; 4.10(b) Bias

of the recoil along parallel axis versus 4φ between directions of the true electron and the true boson on

the transverse plane in W → eν events after correcting the bias in bins of pR,truth
‖ (as shown in 4.10(a)).
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Figure 4.11: 4.11(a) Gaussian fit of pR
‖ (reco − truth) slice at a bin of ΣET after correcting the

bias; 4.11(b) Resolution behavior of the recoil along parallel axis in bins of ΣET in W → eν events.
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Figure 4.12: (4.12(a)) Bias of the perpendicular recoil versus 4φ between the true electron and the true

boson; (4.12(b)) Resolution of the perpendicular recoil versus ∑ET in W events.

give better results since the smearing is chosen to have a Gaussian form. In addition, here, the resolution

is extracted after correcting the scale bias in order to separate the effect of the scale bias and that of the

resolution (see [36] for more detail explanation).

For smearing parameters of the recoil along perpendicular axis, we can find similar variables as for

the parallel recoil one expects. The hadronic activity ΣET is still a good variable for parameterizing

the resolution as shown in Figure 4.12(b). However, as a consequence of choosing the parallel axis to

be the direction of the true boson vector −→pT
B,truth on the transverse plane, the perpendicular component

of the truth recoil pR,truth
⊥ = 0, so there is only one sensitive variable, that is 4φ(−→pT

e,true,−→pT
W,true), to

parameterize the bias of the perpendicular recoil.

Results of correcting the recoil

Once sensitive variables to explore the scale bias and resolution are found, the smeared quantities can be

obtained as follow, for example, with the recoil along parallel axis:

pR,smear
‖ = pR,truth

‖ +Rand.Gaus
(

∆(pR,truth
‖ ,4φ(−→pT

e,true,−→pT
W,true)),σ(ΣET)

)
(4.10)

Here we model the dependence of the scale bias on two variables. The formula 4.10 is applied event

by event and the smeared distribution of the parallel recoil obtained is shown in Figure 4.13(a). To

evaluate the compatibility between the smeared parallel recoil pR,smear
‖ obtained after the correction and

the reconstructed parallel recoil pR,reco
‖ , we plot the mean of the difference between them (pR,reco

‖ −
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pR,smear
‖ ) in bins of 4φ(−→pT

e,true,−→pT
W,true) as shown in Figure 4.13(b). The plot shows a bias of 21±

302 (MeV) implying that the resolution correction of parallel recoil has no bias within the statistical

uncertainty. Or on the other way we can conclude that the 6p‖smear distribution is smeared from the true

distribution to be in a good agreement with the reconstructed distribution 6p‖reco as expected.
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Figure 4.13: 4.13(a) Distributions of the true, reconstructed and smeared recoil along the parallel

axis; 4.13(b) Evaluation of the agreement between the smeared and reconstructed recoil along the

parallel axis: ∼ 21±302 (MeV).

For the recoil along perpendicular axis, similarly, applying the formula 4.11 event by event to obtain

the smeared distribution we can get the result as shown in Figure 4.14. The bias of resolution correction

for the perpendicular recoil evaluated by Figure 4.14(b) is about 10±285 (MeV).

pR,smear
⊥ = pR,truth

⊥ +Rand.Gaus
(

∆(pR,truth
⊥ ),σ(ΣET)

)
, (4.11)

4.5.2 Resolution corrections for 6ET and mT

Resolution corrections of 6ET can be computed from those of the recoil and the electron by using equation

4.3 and similarly for mT by using equation 4.6. In this chapter, to see only effects of the recoil resolution

corrections, we use directly the reconstructed electron instead of smeared electron when calculating

smeared 6ET and smeared mT .

Figure 4.15(a) shows the agreement between the reconstructed and the smeared 6ET spectra. This

agreement is evaluated by plotting the distribution of bin by bin χ values defined as the difference be-
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Figure 4.14: 4.14(a) Distributions of the reconstructed and smeared recoil along the perpendicular axis

(the true recoil along this axis is zero); 4.14(b) Evaluation of the agreement between them: ∼ 10±285

(MeV).

tween the reconstructed and the smeared 6ET histograms divided by the square root of the sum of recon-

structed and smeared uncertainty squared. Similarly, the result for the mT distribution is shown in Figure

4.16. χ plots shown in Figures 4.15(b) and 4.16(b) indicate a small bias of 6ET
smear and msmear

T spectra

obtained after resolution corrections comparing to those in data.

These results obtained in W events validate a good method for smearing and reconstructing Emiss
T and

mT based on the recoil. To achieve realistic results, the detector response to the recoil can be extracted

from Z events.

Once the smeared distributions of 6ET and mT are in good agreement with the reconstructed distri-

butions, we can reproduce the data by correcting the MC truth to measure precisely the W mass and W

cross-section which is discussed in more details in the next section.

4.6 Applications of resolution corrections method

We apply the method to two measurements: W cross-section and W mass.
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Figure 4.15: 4.15(a) Distributions of the true, reconstructed and smeared 6ET; 4.15(b) Bin by bin χ

values distribution to evaluate the agreement between the smeared and reconstructed 6ET distributions.
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Figure 4.16: 4.16(a) Distributions of the true, reconstructed and smeared mT ; 4.16(b) Bin by bin χ

values distribution to evaluate the agreement between the smeared and reconstructed mT distributions.
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4.6.1 Wcross-section measurement

Experimentally, the total cross section σW of W production, measured from its leptonic decay for exam-

ple, is determined as follows (backgrounds are neglected here):

σW =
1

BR(W → `ν)
1∫

L dt
Nobs

AW
, (4.12)

where BR(W → `ν) is the branching ratio for the leptonic decay of W boson; Nobs is the number of

observed signal events;
∫

L dt is the integrated luminosity and AW is the acceptance of the signal, defined

as the fraction of reconstructed signal events remaining after the selection cuts.

From Equation 4.12, to measure the W cross-section, we need to know the acceptance of leptons and

Emiss
T . Using the resolution corrections method to reproduce the data we can calculate the acceptances of

Emiss
T and lepton with some selection cuts. In addition, since the precision of W cross-section measure-

ment depends on that of acceptance calculations, the uncertainty of resolution corrections will decide

the precision of the W cross-section. Thus, to examine the resolution correction method mentioned in

the previous section, we plot the acceptance of the reconstructed Emiss
T depending on various cut values

of 6ET
reco in comparing to that of smeared Emiss

T . As seen in Figure 4.17(a), the acceptance of 6ET
reco at

given cuts (varying from 1 GeV to 100 GeV) has almost the same value as that of 6ET
smear. The agree-

ment between them is evaluated by (Areco −Asmear)/Areco quantity. For example we plot the distribution

of this quantity with cuts on 6ET varying (step 1 GeV) from 10 GeV to 30 GeV in Figure 4.17(b) which

shows a very good agreement (bias less than (0.03±0.08)%) between the acceptance of 6ET
reco and that

of 6ET
smear.

Very good results (bias less than (−0.08±0.09)% with the cuts between 20 GeV and 60 GeV on mT )

are also obtained when doing similarly for the W transverse mass quantity (mT ) plotted in Figure 4.18,

again validate the resolution corrections method.

4.6.2 W mass measurement

The W mass can be measured by using the leptonic decay channel of W with the final state including

a lepton and a neutrino where the neutrino is detected as missing transverse energy. Since the Emiss
T is

determined only on the transverse plane, the W mass cannot be constructed as the invariant mass of the

lepton and the neutrino. The W mass is thus measured by using other kinematic variables such as mT , p`T

or Emiss
T with the template method as described in [71].
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Figure 4.17: 4.17(a) Acceptance of MC truth (green line) and that of reconstructed (red line), smeared

(blue line) Emiss
T with the cuts varying from 1 GeV to 100 GeV; 4.17(b) (Areco −Asmear)/Areco values at

different cuts on 6ET varying with step 1 GeV from 10 GeV to 30 GeV.
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Figure 4.18: 4.18(a) Acceptance of MC truth (green line) and that of reconstructed (red line), smeared

(blue line) mT with the cuts varying from 1 GeV to 100 GeV; 4.18(b) (Areco −Asmear)/Areco values at

different cuts on mT varying with step 1 GeV from 20 GeV to 60 GeV.
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The templates method

The idea of template method is to produce a series of distributions of some quantity corresponding to

various input W mass values. These template distributions are compared to the data distribution to find

the best fit and the input W mass associated with this best fit template will be the W mass measured.

We make the template distributions by correcting the MC truth distribution as presented in Section

4.5. To create different template distributions with different W mass values (called template masses) we

re-weight event by event the smeared distribution with a weight determined by the Breit Wigner (BW)

probability density function:

weight =
BW (m,Mtemp

W ,Γtemp)

BW (m,Mtruth
W ,Γtruth)

, (4.13)

where m is the MC true W mass in a given event; Mtruth
W and Γtruth is respectively the mean and the width

of the W mass spectrum of the MC truth while Mtemp
W and Γtemp are those of the templates.
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Figure 4.19: template distributions of W transverse mass corresponding to the template masses: 79 GeV

(blue), 80.8 GeV (red) and 82.6 GeV (green).

For example, we create 3 templates of mT distribution corresponding to 3 input W mass values of

79 GeV, 80.8 GeV and 82.6 GeV as plotted in Figure 4.19 by smearing the MC truth (Mtruth
W = 80.39 GeV

and Γtruth = 2 GeV) with the weights given by equation 4.13. Once the templates are generated, they are

compared to the data distribution by using the χ2 method as explained in [71]. We plot a graph of χ2

values versus the corresponding template masses then fit it as a function of χ2(Mtemp
W ) having a parabola

form with a minimum point. The value of Mtemp
W at this minimum point is the W mass measured Mdata

W
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and the template corresponding to this W mass has the best fit to the data with a χ2 value equal to the

χ2
min.

W mass measurement with mT templates

Starting from the MC truth (Mtruth
W = 80.39 GeV; Γtruth = 2 GeV), templates are generated with a series

of input W mass values with 25 MeV steps. Then, the χ2 versus input mass curve is fitted using the

following parabola function:

y =
(x− p0)

2

p2
1

+ p2. (4.14)

With this fit function, p0, p1 and p2 are alternately the W mass measured Mdata
W , the uncertainty and the

χ2
min. We measure a W mass of 80.37±0.079 (GeV) with a statistical uncertainty of 79 MeV. Obviously,

this mass value is unbiased within the statistical uncertainty. This corresponds to a minimum χ2 value of

χ2
min/do f = 120.4/100 (see Figure 4.20(a)). Figure 4.20(b) shows the reconstructed mT distribution as

well as the template which is closest to the best fit.
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Figure 4.20: 4.20(a) Parabola fit of the χ2 values depending on various input W mass values in mT

templates; 4.20(b) Reconstructed mT distribution and the template closest to the best fit.

W mass measurement with 6ET templates

Similarly to the mT templates, we can make the Emiss
T templates to measure the W mass. The results

are shown in Figure 4.21 where the W mass is measured to be 80.33± 0.156 (GeV) with the statistical
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uncertainty of 156 MeV and χ2
min/do f = 84.2/70. These results are compatible (within the statistical

uncertainty) with those obtained in the case of mT templates.
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Figure 4.21: 4.21(a) Parabola fit of the χ2 values depending on various input W masses in Emiss
T tem-

plates; 4.21(b) reconstructed 6ET distribution and the template closest to the best fit.

4.7 Calibration of hadronic recoil response in Z data

As mentioned in Section 4.5, hadronic recoil −→pT
R and the hadronic activity ΣET are good variables

to parameterize the detector response to the hadronic recoil. Therefore, if the performance of these

quantities are similar in W events and Z events, we can transfer the behaviors of the recoil response

calibrated in Z events to W events. This way will give realistic results without relying on MC truth since

in the Z events, two well-measured leptons are used to calibrate the true recoil [4].

Similar to the W events, the hadronic recoil in Z events is reconstructed from topo-clusters excluding

topo-clusters associated to electrons. The similar distributions of the number of clusters (fig. 4.22(a))

and those of hadronic activity (fig. 4.22(b)) in W and Z events imply that the energy scale of clusters is

compatible in these samples. Since the number of clusters and the energy scale of clusters are compatible,

the hadronic recoil performances in both samples are compatible. Therefore, as shown in Figure 4.23, the

scale bias is compatible for the parallel recoil in W and Z events. In addition, since the hadronic activity

ΣET is similar in W and Z, the resolution behavior of the recoil is thus similar as seen in Figure 4.24.

The “pull” distributions with mean ∼ 0 and RMS ∼ 1 in Figures 4.23(b) and 4.24(b) show quantitatively

that the recoil bias and the recoil resolution in W and Z events are statistically compatible.
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Figure 4.22: Comparing number of clusters and ΣET distributions in W → eν and Z → ee events.
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Figure 4.24: Resolution of recoil resolved along axis in W → eν and in Z → ee events.

The method of correcting recoil in W events is validated as presented in the previous section. Once the

scale bias and the resolution behaviors of the recoil in W and Z events are similar, the recoil can be

corrected successfully by parameterizing the recoil response in Z data.

4.8 Summary

We presented an alternative algorithm for Emiss
T computation in W events starting from the hadronic

recoil. This algorithm has a number of advantages over the standard one such as improvement in bias and

resolution and transparent between channels. This method is especially suited for events with leptons.

Additionally, in this method, the free parameter which is the cone size used to exclude lepton clusters,

allows studying the stability of results and specific correction to be applied to the energy replacement

and Bremsstrahlung effect.

The hadronic recoil calculation presented here is for electron channel but it can be applied similarly

for the muon channel since this calculation, by the construction, is independent on the leptons in the final

state. To be reconstructed as a fundamental object, this hadronic recoil is a good input for electroweak

boson measurements while the standard algorithm has several deficiencies. In the standard algorithm,

firstly, the default inputs in terms of reconstruction objects (electrons, muons, jets, ...) do not necessarily
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match the present analysis selections. Secondly, the hadronic recoil is indeed determined from Emiss
T

variables. There is no dedicated calculation of the hadronic recoil, only Emiss
T is provided. This implies

that no particular attention is paid to the interpretation of lepton-induced calorimetric energy deposits.

These are correctly included in the overall energy imbalance, but no decision is made concerning their

origin, i.e. whether they are related to pW
T (the hadronic recoil) or to the W decay particles.

Determining the sensitive parameters governing the recoil response, we could simulate the response

with very small bias: the acceptance bias is less than 0.03% in W cross-section measurement and the W

mass bias is much smaller than the statistic sensitivity of our exercise (about 80 MeV).

Finally, we showed that Z events could be used to calibrate the recoil response. Further work in this

direction is developed and first applied for the pW
T spectrum measurement with 2010 data at LHC which

will be presented in Chapter 5.
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Chapter 5

Measurement of pW
T spectrum with ATLAS

data produced by proton-proton collisions

at
√

s = 7 TeV

5.1 Introduction

This chapter describes a measurement of the transverse momentum spectrum of W boson with electron

channel decay using the 2010 ATLAS data set produced at the LHC by proton-proton collisions at
√

s= 7

TeV . This data corresponds to 31 pb−1 of integrated luminosity. The work in this chapter is also reported

partially in [29].

In this analysis, the background-subtracted reconstructed pW
T distribution is unfolded to the propa-

gator, or “Born-level”, pT distribution. The detector response for the unfolding is obtained from Z data

by the data-driven method (as discussed in Section 4.7 of Chapter 4) which is performed in electron and

muon channels combined to get more statistic. The unfolded pW
T distribution is then corrected for the

detector efficiency to get the final result.

The analysis proceeds along the following steps : event selection; background subtraction; unfolding

of the transverse momentum spectrum; correction to the fiducial cross section, differential in the un-

folded transverse momentum spectrum; and normalization of the result. These steps are mathematically
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formulated below. The background-subtracted spectrum is:

Sreco = N − B, (5.1)

δSreco = δN ⊕ δB, (5.2)

where N and B are the observed event count and the background estimation, δN is the statistical uncer-

tainty, and δB the uncertainty on the background estimation. All quantities at this stage are binned in the

reconstruction-level W boson transverse momentum. The background-subtracted transverse momentum

spectrum is unfolded under the transformation given at (5.3) by introducing the response matrix R,

Sun f = R−1 Sreco, (5.3)

δSun f = R−1(δN) ⊕ R−1(δB) ⊕ (δR−1)Sreco. (5.4)

The response matrix is determined from the simulation, and incorporates parametrized data-driven

corrections determined from the Z control sample (see Section 5.5). Its uncertainty, δR, accounts for

finite Monte Carlo statistics, for bias induced by the parametric model and the choice of the input physics

model, and for the precision of the data driven corrections. Also here, R−1 is not strictly the inverse of

the response matrix R. Rather, R−1 X represents the unfolding of X using the response matrix. After

the application of unfolding, all quantities are binned in the truth-level W transverse momentum. Both

reconstruction-level and truth-level binning of pW
T for this analysis are given in Section 5.5.1.

Statistical uncertainties are propagated through the unfolding procedure by mean of Poisson fluc-

tuations applied to the input distributions. In particular, R−1(δN) is obtained by generating pseudo-

experiments, varying the bin contents around the actual observation within the expected uncertainties,

repeating the unfolding step and recording the spread around the central result. The statistical component

of (δR−1)Sreco is obtained similarly, but randomizing the bin contents of R.

The unfolded spectrum is corrected to a fiducial cross section each bin as follows:

σ(pW
T ) =

Sun f (pW
T )

CW (pW
T )L

, (5.5)

δσ
σ

(pW
T ) =

δSun f

Sun f
(pW

T ) ⊕ δCW

CW
(pW

T ) ⊕ δL
L

(5.6)

σ(pW
T ) is the cross section averaged over the corresponding pW

T bin, and CW (pW
T ) is a factor correcting

for event loss and lepton migration effects. This factor is computed from the simulation, as the number of

events passing all reconstruction-level cuts, divided by the number of events passing the kinematic cuts at
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the generation level. Since it is to be applied after having unfolded the transverse momentum spectrum,

it is computed bin by bin in the generator-level pW
T , and includes data driven smearing corrections for the

lepton resolution, and scaling factors for the lepton efficiency:

CW (pW
T ) =

∑i Θi Φ(pW
T ) SFi

∑i Θ′
i Φ(pW

T )
, (5.7)

where the sum is over all events in the simulation sample. Θ is 1 for an event passing the reconstruction-

level cuts after applying the relevant smearing corrections, and 0 otherwise; SF is an event weight calcu-

lated from the trigger and reconstruction scale factors, estimated for each event as a function of the lepton

reconstruction-level kinematics. Θ′
i is 1 for events passing the kinematic cuts at the generator level, and

0 otherwise. Φ(pW
T ) is 1 if the event falls in the pW

T bin under consideration, and 0 otherwise. The uncer-

tainty on CW accounts for generator bias as above, finite MC statistics, and the smearing correction and

scale factor uncertainties.

Finally, the resulting spectrum is normalized to unit integral. This step allows to significantly reduce

the uncertainties that are strongly correlated across the spectrum.

Following above strategy of the analysis, this chapter is organized as follows. First, the data and

Monte Carlo samples are described in Section 5.2, followed by the criteria used to select W → eν can-

didate events, in Section 5.3. Section 5.4 gives the background calculations. The construction of the

response matrix relating the true pW
T , pW,true

T , to the reconstructed pW
T , pW,reco

T , from a combination of Z

and W Monte Carlo and data is described in Section 5.5. The procedure which uses the response matrix

to unfold the pW,reco
T distribution back to a measurement of the pW,true

T distribution is described in Sec-

tion 5.6. The correction of the measured pW,true
T distribution for the W → eν reconstruction efficiency is

given in Section 5.7. The treatment of statistical and systematic uncertainties is detailed in Section 5.8,

including the propagation of uncertainties through the unfolding procedure and uncertainties arising from

the unfolding procedure itself. Finally, Section 5.9 shows the results of the analysis.
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5.2 Data and Simulation Samples

This analysis is based on approximately 31.43 pb−1 of data collected from September 25th to October

29th, 2010 (periods G2 to I2). There are about 105k W → eν candidates selected from these data periods.

The choice of dataset was determined as a compromise between maximizing the available luminosity

while maintaining stable trigger and reconstruction conditions throughout the sample. In addition, this

analysis used simulated samples (given in Section 5.2.3) to model background contaminations, correct

measured values for efficiency and acceptance effects, and determine detector response. In order to

better match data, the simulated samples are corrected by event re-weighting based on the number of

reconstructed vertices and applying electron momentum smearing and scaling. This section describes the

requirements placed upon the collected data, the simulated samples that were used, and the corrections

that were applied to them.

5.2.1 Data Quality Requirements and Integrated Luminosity

All selected events must pass certain requirements for the proper functioning of the detector, as described

by a Good Runs List (GRL). In particular, the common W /Z GRL was used, which requires stable beam

conditions at
√

s = 7 TeV as well as good working conditions for all parts of the detector and trigger used

including solenoid, toroid, calorimeters, inner detector, L1 trigger hardware, and luminosity monitors.

For the W → eν analysis, the data used corresponds to an integrated luminosity of about 31.43 pb−1

with an uncertainty of 3.4% [3] as measured using van der Meer scans. Data periods A-G1 are excluded

from this analysis, at a cost of 3.7 pb−1 . This choice is made in order to have a consistent data sample

between the electron and muon channels in which the muon trigger conditions are stable. This ensures

that the running conditions and calorimeter response are completely identical, enabling the combination

of the response matrices for the two channels as illustrated in Section 5.5.

The data was processed using Atlas Production release 15.6.13.2 and analyzed from D3PDs produced

by Standard Model W /Z group production.

5.2.2 Electron Trigger Requirements

Candidate W → eν events are selected from data passing the EF e15 medium trigger. This trigger is

used consistently for periods G2-I2. In the Monte Carlo, this trigger is not available in the configuration

implemented in the HLT, so the trigger L1 EM14 is used instead, and the data / Monte Carlo scale factors
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used to correct the trigger efficiency are defined with this trigger for the denominator.

5.2.3 Simulation Samples

Simulation samples used in this analysis are listed in Table 5.1 including their production cross section

multiplied by the relevant branching ratios and their total number of events. Wherever possible, we

use simulated data samples that included a simulation-based model of additional interactions known as

“pileup”. The number of reconstructed primary vertices is used as a proxy for the number of interactions.

Events from samples with pileup were re-weighted so that the distribution of the number of primary

vertices would match the one observed in data.

Signal Monte Carlo, W → eν sample, is used to derive the data driven response matrix, to calculate

efficiency corrections, and to estimate systematic uncertainties. Z → ee Monte Carlo sample is used

in the production of the data driven response matrix and, along with W → τν , Z → ττ , and tt̄ Monte

Carlo samples, to estimate the electroweak background. QCD multi-jet Monte Carlo modeled by “JF17”

sample, is used as part of the QCD background estimate to extrapolate isolation efficiencies of QCD

events from the control to the signal region. The MADGRAPH samples used include the photon phase

space pγ
T > 10 GeV and ∆R(γ, `)> 0.5, and the cross section quoted in Table 5.1 correspond to that phase

space.

Monte Carlo corrections

In order to model better detector conditions, it is necessary to correct the Monte Carlo to match the

observed data. Firstly, since the data was collected over periods of increasing instantaneous luminosity,

the pileup observed is different over periods and is not the same as modeled by the Monte Carlo as

shown in Figure 5.1(a). The Monte Carlo is thus needed to reweight according to the number of primary

vertices to correctly match the level of activity observed in the data. For the analysis with electron decay

channel, the number of reconstructed primary vertices must be measured having at least 3 tracks to

reduce beams Halo. In addition, the number of primary vertices is counted in events which pass the GRL

requirement, pass the trigger requirement, and have at least an electron with ET > 18 GeV passing the

Robust Medium [27] selection. The distributions of number of reconstructed vertices as well as primary

vertex weight obtained for W → eν sample in individual data periods are shown in Figure 5.1.

Because an identical procedure was used to model pileup in all of the simulated data samples, the
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Process Generator Cross-section (nb) Nevt(x106)

W → eν PYTHIA 10.46 6.5

Z → ee PYTHIA 0.989 1.0

W → τν PYTHIA 10.46 1.0

Z → ττ PYTHIA 0.989 0.10

(W+ → e+ν)γ (without pileup) MADGRAPH+PYTHIA 0.028 0.05

(W− → e−ν̄)γ (without pileup) MADGRAPH+PYTHIA 0.019 0.05

(W+ → τ+ν)γ (without pileup) MADGRAPH+PYTHIA 0.025 0.05

(W− → τ−ν̄)γ (without pileup) MADGRAPH+PYTHIA 0.017 0.05

tt̄ (without pileup) MC@NLO 0.165 1.0

t → (W → eν)b (t-channel) MC@NLO 0.0071 0.01

t → (W → τν)b (t-channel) MC@NLO 0.0071 0.01

“JF17” PYTHIA 1.15 ×106 10.

Table 5.1: Simulated data samples used in the analysis. All samples include pileup except where noted.

primary vertex weight applied for W → eν Monte Carlo as listed in Table 5.2 is used for all simulated

pile-up samples. The weight for an event with a given number of vertices is defined as the ratio of the

fraction of events with that number of vertices in data to the fraction with that number in simulation.

Additionally, Monte Carlo samples are corrected with trigger and reconstruction scale factor and the

reconstructed lepton pT are scaled and smeared according to the results of resolution studies using the Z

mass constraint, as described in Section 5.7.
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Figure 5.1: 5.1(a): Distributions of number of primary vertices in W → eν Monte Carlo sample and in

different periods of data; 5.2(b): Weights according to number of primary vertices used to correct for the

pileup simulation in W → eν Monte Carlo.

Npv G2 to G6 H I1 I2 G2 to I2

1 1.9463 ± 0.0047 1.8704 ± 0.0043 1.0730 ± 0.0025 1.4395 ± 0.0040 1.4846 ± 0.0026

2 1.2204 ± 0.0025 1.1937 ± 0.0023 1.0038 ± 0.0017 1.1218 ± 0.0024 1.1089 ± 0.0014

3 0.7979 ± 0.0019 0.8132 ± 0.0019 0.9664 ± 0.0017 0.9126 ± 0.0022 0.8901 ± 0.0012

4 0.5457 ± 0.0020 0.5870 ± 0.0020 0.9658 ± 0.0021 0.7724 ± 0.0025 0.7658 ± 0.0014

5 0.3957 ± 0.0025 0.4550 ± 0.0025 0.9897 ± 0.0033 0.6775 ± 0.0035 0.7003 ± 0.0020

6 0.2914 ± 0.0036 0.3764 ± 0.0039 1.0673 ± 0.0059 0.6286 ± 0.0057 0.6855 ± 0.0033

7 0.2216 ± 0.0058 0.3229 ± 0.0066 1.1558 ± 0.0116 0.5940 ± 0.0103 0.6900 ± 0.0062

8 0.1933 ± 0.0110 0.3319 ± 0.0137 1.3595 ± 0.0265 0.5801 ± 0.0208 0.7669 ± 0.0138

9 0.2065 ± 0.0254 0.4186 ± 0.0347 1.6832 ± 0.0692 0.5895 ± 0.0468 0.9222 ± 0.0355

10 0.2805 ± 0.0708 0.3949 ± 0.0795 2.0110 ± 0.1877 0.8782 ± 0.1395 1.1154 ± 0.0977

Table 5.2: Primary vertex weights and their statistical uncertainties applied for W → eν Monte Carlo

sample in individual data periods and in the full data period.
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5.3 Event Selection

W → eν candidates are selected with one high quality electron having ET (pT ) > 20 GeV, Emiss
T >

25 GeV, and mW
T > 40 GeV. The details of the quality requirements are given in the following subsections.

5.3.1 Reconstruction level Event Selection

The selection of W → eν candidates can be divided into three categories: (a) collision-like event se-

lection, which requires the reconstruction of a primary vertex (b) high ET electron selection, and (c)

W → eν selection, which places requirements on missing transverse energy Emiss
T and W transverse mass

mT . These cuts are summarized in Table 5.3.

Collision-like Event

Trigger EF e15 medium

Jet Cleaning Cleaning Cuts (see [50] )

OTX Cleaning Object Quality Checks (see [49])

Primary Vertex At least one PV with Ntrk ≥ 3

High ET electron

Electron Kinematics ET > 20 GeV

|ηe|< 1.37 or 1.52 < |ηe|< 2.47

Electron Quality Robust Tight [27]

W → eν

Missing ET Emiss
T > 25 GeV

Transverse Mass MT > 40 GeV

Table 5.3: Selection of W candidates for electron channel analysis

The “collision-like” event selection begins with the trigger requirement detailed in Section 5.2.2. In

order to prevent the inclusion of events containing large noise spikes in the calorimeter, which could bias

the Emiss
T , cuts are applied on the quality, timing, and energy distribution of jets in the event, as described

in [50]. Also, the event is required to have at least a primary vertex reconstructed from at least three

tracks.

The electron selection has been discussed and motivated in detail in Refs. [27] and [2]. For this
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analysis, we select events containing at least one electron passing the “Robust Tight” requirements [27]

with ET > 20 GeV and |ηe| < 2.47, excluding the transition region, 1.37 < |ηe| < 1.52, between the

barrel and end-cap calorimeters.

The W → eν candidate selection is completed by the Emiss
T and mT thresholds, which require that the

event is kinematically consistent with the decay of a W boson into an electron and a neutrino. The Emiss
T

definition used is MET_LocHadTopo. This Emiss
T definition is chosen in order to maintain a consistent

candidate sample with the W asymmetry analysis, and because it is better-suited for use in the QCD

multi-jet background estimates (see Section 5.4). In periods G2-I2, a total of 104,904 W → eν candidates

satisfy all of the event selection described here.

The Table 5.4 lists the cut flow for data as well as for signal and backgrounds expectations. The

number of events of simulation samples listed are normalized to the integrated luminosity of 31.43 pb−1

by using theoretical cross section predictions given in Table 5.1. After all steps of event selection, the

reconstructed pW
T distribution observed in data in a comparison with that predicted by the Monte Carlo

simulation with the same integrated luminosity are illustrated in Figure 5.2.
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Figure 5.2: Observed and predicted pW
T distributions after all selection cuts. Total number of events in

each Monte Carlo sample is normalized to the data luminosity of 31.43 pb−1.

5.3.2 Control plots after the event selection

This section presents event distributions observed in comparisons with predictions after the transverse

mass cut. At this stage, the QCD background is obtained from the simulation, which explains the im-

perfect agreement. Figure 5.3 illustrates the lepton transverse momentum and pseudo-rapidity, missing
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Cutflow Data W → eν W → τν Z → ee Z → ττ ttbar st JF17

Presel 1743816 176438.8 19565.0 23873.4 4688.5 1074.1 214.0 22811639.5

Medium 1735775 161699.9 11194.3 22839.3 2624.8 886.7 170.6 4181674.9

Zveto 1726316 158170.7 10934.3 12532.1 2407.3 760.9 159.8 3997946.7

Rtight 395515 126385.9 7652.7 9972.8 1608.8 607.7 127.6 732222.3

MET 111780 100011.6 3973.0 286.5 475.5 521.0 105.7 23702.7

mT 104904 98291.6 3082.7 243.3 187.0 411.6 88.4 6149.9

PV reweighted: 104904 98464.8 3073.3 226.8 181.3 411.6 88.5 5162.9

Table 5.4: W → eν cutflow for data periods G2 to I2 and Monte Carlo normalized to
∫

L = 31.43

pb−1. The “Presel” cut is a pre-selection cut done by requiring events satisfying the collision-like event

selection and having at least one Robust Loose electron [27] with ET > 20 GeV and |ηe| < 1.37 or

1.52 < |ηe| < 2.47. The “Medium” cut requires events having at least one Robust Medium electron.

The “Zveto” cut vetoes events having more than one Robust Medium electrons. “Rtight” cut requires

events with a Robust Tight electron. “MET” and “mT ” are the cuts on missing transverse energy and

W transverse mass. “PV reweighted” is the step applying the event weight according to the number of

primary vertices for Monte Carlo samples.
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transverse energy, and transverse mass distributions in W → eν events.

We will return to the W boson transverse momentum distribution, including data driven background

estimates where relevant, at the end of Section 5.4.
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Figure 5.3: Lepton transverse momentum and pseudorapidity, missing transverse energy, and transverse

mass distributions after the event selection. The jet background is as predicted by the Monte Carlo.

5.3.3 Generator-level Event Selection

The efficiency correction described in Section 5.7 is defined in terms of W events generated in the fiducial

volume of the detector. This is the subset of W events passing the following requirements at generator

level which are the same as for muon channel (in order to combine both channels for the final results

which will be presented in Section 6.1):

1. p`T > 20 GeV

2. |ηe|< 2.4
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3. pν
T > 25 GeV

4. mW
T > 40 GeV

These requirements approximate the reconstruction-level selection defined in the previous sections. Though

the generators do include initial and final state QED effects, the generator-level kinematics above are

taken at the Born level. This effectively amounts to subtracting the QED corrections. Correspondingly,

the W boson momentum is equal the sum of the Born level lepton kinematics, and pT (W ) refers to the

boson propagator momentum. Variations around this convention are discussed in Section 5.10.
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5.4 Background Calculations

Background subtraction is performed by estimating the contamination of the W candidate sample in bins

of pW
T , as reconstructed using the hadronic recoil algorithm described in Chapter 4. Electroweak, tt̄ and

single top background shapes and acceptances are determined using Monte Carlo simulation. The total

number of events in each Monte Carlo sample is normalized to the data luminosity of 31.43 pb−1 by

using theoretical cross section predictions as listed in Table 5.1. Both the shape and normalization of

the QCD background are estimated from data. In the procedure of QCD backgrounds estimation, the

Emiss
T from standard definition [25], MET_LocHadTopo, is used as a control variable to separate signal

from background. As with all of the background estimates, this procedure is performed in bins of pW
T

calculated from hadronic recoil algorithm to get the QCD background shape.

5.4.1 Backgrounds from W , Z, tt̄ and single top production

In W → eν selection, non-signal W and Z decays, along with isolated leptons produced by tt̄ and single

top events, make up roughly 4% of the total selected sample. In particular, the largest backgrounds are

from W → τν in which the τ decays into the electron, Z → ee where a single electron is lost, Z → ττ ,

and tt̄ and single top events involving at least one semi-leptonic decay. The W → τν , Z → ee and Z → ττ

backgrounds are collectively referred to as the “electroweak” background; tt̄ and single top backgrounds

are merged and referred to as “top” background in which the single top background represents about

20% of the total top background.

The shape of these backgrounds is estimated from Monte Carlo simulation by applying the appropri-

ate selection described in Section 5.3 and applying the corrections (re-weighting according to primary

vertex and smearing the resolution of electron energy) described in Section 5.2.3. The total number of

events in each background sample is determined by scaling the sample according to its theoretical cross

section as given in Table 5.1 and the measured luminosity. The separate contributions from the top and

electroweak background is shown in Figure 5.4, and the resulting total number of electroweak and top

events per GeV per bin in pW
T is shown in Figure 5.5.

Systematic uncertainties on the electroweak and top backgrounds estimate include uncertainties on

the scale factors used to correct the electron reconstruction efficiencies, a 3% uncertainty due to the

variation of selection efficiency and acceptance on the PDF set used, taken from Ref. [66], as well as

an uncertainty introduced by electron resolution smearing, and an uncertainty on the theoretical cross
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Figure 5.4: Stacked electroweak, tt̄ and single top backgrounds in the electron channel.

section used to normalized these background samples. The scale factor uncertainties are computed as

described in Section 5.7.1. The smearing error is taken to be 100% of the difference between the

background with smearing applied, and without smearing applied. The uncertainty on the cross section

is taken to be 5% and completely correlated for all of the W and Z backgrounds. For the top background,

the uncertainties on the cross section are taken to be 6% for tt̄ and 10% for single top, fully correlated to

each other and uncorrelated to the W and Z backgrounds. Finally, the overall estimate is assigned an 3.4%

uncertainty due to the uncertainty on the total luminosity. The statistic uncertainties on all electroweak

and top backgrounds are treated fully uncorrelated between backgrounds. The resulting uncertainties on

the total electroweak and top backgrounds in bins of pW
T , are shown in Figure 5.5. The total uncertainty

is obtained by summing in quadrature all sources of uncertainties mentioned.

76



 [GeV/c]W
T

p
0 50 100 150 200 250 300

E
W

 a
n

d
 T

o
p

 B
ac

kg
ro

u
n

d
 E

ve
n

ts
 [

p
er

 G
eV

/c
]

0

20

40

60

80

100

120

140

160

0 50 100 150 200 250 300
-210

-110

1

10

210

 [GeV/c]W
T

p
0 50 100 150 200 250 300

E
rr

o
r 

o
n

 B
ac

kg
ro

u
n

d
s 

[%
]

0

5

10

15

20

25  Error from Smearing

 Error from PDF

 Error from Cross Section

 Error from Reconstruction

 Statistical Error

 Total Error

Figure 5.5: Estimated strength of all electroweak and top backgrounds and uncertainties, as a function of

pW
T . Note that an addition 3.4% uncertainty for the luminosity estimate is applied, but not shown here.

5.4.2 QCD background estimation

The sources of QCD background in W → eν selection include electrons from heavy-quark decays, elec-

trons from conversions and hadrons faking electrons where QCD jet objects (i.e. quarks, gluons) are

misidentified as high energy electrons [23]. At LHC, the rate of producing QCD jets events is very

large. The QCD jets events is thus the dominant background component for W → eν analysis. In ad-

dition, the jet production cross-section and fragmentation properties are not well understood. Therefore

the QCD jets production and the fake rate is difficult to be modeled precisely by current Monte Carlo

and induce a significant uncertainty on the magnitude of this background. For these reasons, it is needed

to develop methods to estimate QCD background from the data. These techniques are so-called “data-

driven” estimations.

In this analysis, we use the data-driven method of template fit to the Emiss
T spectrum where the Emiss

T is
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determined from standard definition [25]. This technique uses the prediction for the shape of the signal

and background distributions in the form of two histogram templates, one for the QCD background

and one for everything else which is so-called “signal” template, including the W → eν signal and all

electroweak and tt̄ backgrounds. By using the Emiss
T as a discriminating variable, we perform a binned

maximum likelihood fit to the data accounting for the finite Poissonian statistics of the templates [12].

This is the same technique as used for the W lepton charge asymmetry measurement [13], however, the

fit is performed in bins of pW
T reconstructed from the hadronic recoil algorithms as described in Chapter

4 to provide the shape of the QCD background for this analysis.

The signal template is obtained from the combination of W → eν , W → τν , Z → ee, Z → ττ and

tt̄ Monte Carlo samples described in Section 5.2. These samples are selected by applying the full event

selection listed in Table 5.3 except for the Emiss
T threshold. The signal template is used to estimate, based

on Monte Carlo simulation, the contributions from W → eν signal, electroweak and tt̄ backgrounds to the

W → eν data. The relative normalization of the various contributions is set by their respective theoretical

cross sections. The statistical uncertainty on these samples is included as an error on the template, but

their systematic uncertainties as mentioned in Section 5.4.1 are neglected.

The QCD background template is taken from a data control sample selected by applying the full

W → eν candidate selection as listed in Table 5.3, but the Emiss
T threshold is skipped and some of the re-

quirements for “tight” electron identification are reversed. In particular, the electron candidate must pass

the “loose” identification requirements and the track quality requirements from the “medium” electron

category. However, the electron candidate must fail at least one of the remaining “medium” or “tight”

requirements. These remaining requirements refer mainly to the signature of the electromagnetic shower

in the innermost compartment of the calorimeter (the “strips”) and the TRT high threshold hits. No re-

quirements to reject conversions were applied. To veto the contribution from W → eν signal, events with

isolated electrons are rejected by applying a cut on isolation variable which is track-based or calorimeter-

based isolation in a cone of 0.3 normalized to the electron transverse energy. The track-based isolation

can be measured by summing up transverse momentum of the tracks surrounding the electron cluster

while the calorimeter-based isolation can be measured by summing up transverse energy of calorimeter

cells in the chosen cone. This modified W → eν selection was tested in the QCD dijet Monte Carlo

sample JF17 as given in Table 5.1 to confirm that it does not bias the Emiss
T template.

Figure 5.7 shows the fit to the template in three different bins of pW
T in the low-, medium-, and high-
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Figure 5.6: Template fits of the QCD background in the electron channel. Three ranges are displayed :

4 < pW
T < 8 GeV; 85 < pW

T < 95 GeV; 170 < pW
T < 210 GeV.

pT parts of the spectrum. The fit quality remains generally good even as the Emiss
T spectrum shifts and

the number of events in the data being fit and in the templates drops off with increasing pW
T . The shift in

the signal templates is the result of the neutrino momentum increasing with increasing pW
T .

The systematic uncertainty on the background is determined by varying the requirements used to

generate the QCD background Emiss
T template. The template selection itself was varied by applying the

following requirements one at a time, instead of simultaneously: track isolation; calorimeter isolation;

failure of at least one “medium” or “tight” cut; finally, a track veto was applied. The experimental

uncertainty was assessed by varying the electron candidate energy within its uncertainty of 3%. The

physics model dependence of the fit was estimated by extracting the W signal templates from MC@NLO

instead of our baseline generator PYTHIA.

Table 5.5 gives the results of the QCD background estimates, along with the statistical and systematic

uncertainties for each bin. The results are also shown as Figure 5.7.

5.4.3 Treatment of the Wγ process

In the present measurement, the inclusive W process is considered as the signal to be measured. In

particular, events containing hard, isolated photons in the final state are not addressed explicitly. This

choice is justified below.

We first assess the quality of the PYTHIA + PHOTOSmodel of this process. We consider the Wγ phase

space region defined by pT (γ)> 10 GeV, and ∆R(l,γ)> 0.5, and compare the PYTHIA predictions with

an explicit matrix element computation as obtained from MadGraph. The lepton and photon distributions
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W pt bin NQCD total systematic (%)

0 - 4 GeV 345±40 38.0

4 - 8 GeV 870±46 25.4

8 - 15 GeV 1440±39 14.0

15 - 23 GeV 1215±23 8.7

23 - 30 GeV 719±16 4.7

30 - 38 GeV 510±12 5.9

38 - 46 GeV 298±9 4.9

46 - 55 GeV 201±7 10.6

55 - 65 GeV 138±6 11.3

65 - 75 GeV 90±5 8.7

75 - 85 GeV 59±4 12.8

85 - 95 GeV 42±4 21.4

95 - 107 GeV 27±4 32.2

107 - 120 GeV 26±4 27.2

120 - 132 GeV 24±4 44.7

132 - 145 GeV 14±3 28.7

145 - 175 GeV 11±3 24.8

175 - 210 GeV 22±4 12.6

210 - 300 GeV 7±2 100.8

Table 5.5: QCD background vs. pT (W ), in the electron channel.

80



 pT(W) [GeV]

0 50 100 150 200 250 300

 (
d
a
ta

 e
s
ti
m

a
te

)
Q

C
D

 N

10

210

3
10

 pT(W) [GeV]

0 50 100 150 200 250

 (
%

)
Q

C
D

σ 

100

50

0

50

100

150 Fit Range 025 GeV

Fit Range 15100 GeV

No track Isolation

No cluster Isolation
Electron Energy Scale (3%)

Electron Energy Scale (+3%)

No track requirement on template

Fail at least 1 medium, 1 tight cut

Fail at least 1 medium, 1 tight cut + isolation

Signal Template from MC@NLO (in rel.16)

Figure 5.7: Estimated QCD background in the electron channel, and evaluation of the associated uncer-

tainty.

obtained in both cases are significantly different, as can be seen in Figure 5.8. In particular, the lepton

transverse momentum spectrum is much harder in MadGraph, and the lepton-photon opening angle is

larger in this case.

On the other hand, the fiducial selection efficiency remains very similar in both cases, as shown in

Figure 5.9, indicating the fiducial cross section measurement is insensitive to these differences. The

cross sections for this process are also very similar: the fraction of PYTHIA events satisfying the Wγ

signal definition is 0.5% which, normalizing to the inclusive cross sections given in Table 5.1 gives

σPYTHIA
W γ = 50 pb. The MadGraph prediction is σMadGraph

Wγ = 58 pb, agreeing within ∼15%.

We conclude form this study that the rate of events with hard photons from the W production vertex

is correctly predicted by PYTHIA, and that the event selection for this event category is under control.

From the above numbers and the residual differences between the two generators, we can assign a 0.1%

systematic to this part of the signal model, independently of pW
T . The normalized observable being

measured, 1/σdσ/d pW
T , is not affected by this uncertainty.

5.4.4 pT (W ) distribution with data-driven QCD background

We present here the improved pW
T distributions, replacing the Monte Carlo QCD background prediction

by the measurements described above. As can be seen from Figure 5.10, very satisfactory agreement is

obtained.
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Figure 5.8: Final state, truth-level lepton and photon distributions, as obtained from the PYTHIA and

MadGraph generators.
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from the PYTHIA and MadGraph generators.
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Figure 5.10: Observed and predicted pT (W ) distribution in W → eν events, including data-driven jet

background determination.
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5.5 Definition of the Response Matrix

The response matrix used in the unfolding as described in Section 5.6 expresses the transformation

between the true quantity to be measured and the observed quantity. In this analysis of pW
T measurement,

the response matrices are defined as pW,true
T , pW,reco

T correlation histograms in which the pW
T is calculated

from the hadronic recoil algorithm given in Chapter 4 , with the binning of each axis is defined in Section

5.5.1.

To define the response matrix for this analysis, we proceed in three steps as detailed below. First

estimations of the response matrices are obtained from the Monte Carlo signal samples. The response

is then parametrized, in order to smooth the matrices, compensating for the limited size of the samples,

and preparing for subsequent data-driven corrections to the response parameters. This parametrization

comes at the cost of a potential bias, to be evaluated. Corrections to the response parameters are then

estimated from Z events, defining our baseline response matrices.

5.5.1 Binning

Exploiting the hadronic recoil algorithm described in Chapter 4 and its performance, we define the

binning of our unfolded measurement to minimize the bin size while maintaining stability in the unfold-

ing. We define a slightly finer binning for the reconstruction-level pW
T distribution, in order to provide

more information to the unfolding procedure while keeping sufficient statistics for reliable background

subtraction. We use the following bin boundaries, in GeV:

• Reconstruction-level, pW,reco
T , distribution : 0, 4, 8, 15, 23, 30, 38, 46, 55, 65, 75, 85, 95, 107, 120,

132, 145, 160, 175, 192, 210, 250,300, 400, 500.

• Truth-level (unfolded), pW,true
T distribution : 0, 8, 23, 38, 55, 75, 95, 120, 145, 175, 210, 300, 400,

500.

While the binning of the final result is considered in the limit of 300 GeV, the binning on both recon-

struction and truth level applied during the unfolding process are extended to 500 GeV in order to avoid

edge effects due to migration outside of the range of response matrices.

Figure 5.11 displays the expected purity of the measurement bins in electron and muon channel,

as calculated from the PYTHIA signal samples. The purity is defined as the fraction of events with

pW,reco
T falling in the same bin as pW,true

T .
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Figure 5.11: Purity in electron and muon channels.

5.5.2 Monte Carlo based response matrices

A first estimate of the response matrices is obtained from simply plotting the correlation histograms

obtained from the Monte Carlo, populated by the simulated events surviving the event selections. The

response matrices for electron and muon channels as obtained from the PYTHIA signal samples are

displayed in Figure 5.12.
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Figure 5.12: Monte Carlo based response matrices in the electron and muon channels.

5.5.3 Response parametrization

The two dynamical variables that affect the response to ptrue
T , the true hadronic recoil, are the hadronic

activity of the event, ΣET , and ptrue
T itself. Other event characteristics, such as the lepton kinematics, are

not relevant when using the hadronic recoil calculation defined in Chapter 4.
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Following the parametrization procedure as described in Chapter 4, we parametrize the hadronic

recoil response in two components which are parallel and perpendicular to the direction of the true

transverse momentum of W boson. At each point in (ΣET , ptrue
T ) space, the response on both components

is gaussian to a very good approximation. This property is justified in appendix A, and can be seen as

resulting from the central limit theorem. The gaussian response is defined by a bias ∆, essentially function

of ptrue
T , and resolution terms σ‖ and σ⊥, function of both ptrue

T and ΣET , so that our parametrization reads:

p‖(ptrue
T ,ΣET ) = ptrue

T +G(∆MC
W (ptrue

T ),σ MC
W (ptrue

T ,ΣET )); (5.8)

p⊥(ptrue
T ,ΣET ) = 0+G(0,σMC

W (ptrue
T ,ΣET )). (5.9)

where G is the gaussian probability density function. This way of parameterization is called “smearing”

technic in which two components of the hadronic recoil are reconstructed by smearing the truth, given

their bias and resolution respecting to the truth. Performing (5.8) and (5.9) event by event to get the

p‖ and the p⊥, the hadronic recoil is then reconstructed by preco
T =

√
p2
‖+ p2

⊥. The distribution of the

hadronic recoil obtained from this parametrization is expected to be the same as that reconstructed from

the hadronic recoil calculation given in Chapter 4.

Fits to the bias ∆ as a function of ptrue
T are shown in Figure 5.13(a). As advertised, the bias along

ΣET is negligible and we neglect this component (see Figures 5.13(b) and 5.13(c)). As can also be seen,

∆W = 0 when ptrue
T =0, and since ptrue

⊥ is identically 0 we assume no bias along this direction.

Fits to σ‖ and σ⊥ are displayed in Figure 5.14, showing good agreement between the channels

as expected from the hadronic recoil algorithm. This allows for a combination of fits obtained from

individual channels. The dependence of σ‖ and σ⊥ as a function of ptrue
T is illustrated in Figure 5.15.

Along the parallel projection, where the influence of the recoil jet is maximal, a dependence vs. ptrue
T

is observed as expected. Along the perpendicular projection, no such dependence is seen. Hence, we

parametrize σ‖ as a function of ΣET separately in three different regions of ptrue
T : ptrue

T ≤ 8 GeV, 8 <

ptrue
T ≤ 23 GeV, ptrue

T > 23 GeV.

The quality of the fits and the parameterization procedure are checked by comparing the distributions

of the parallel and perpendicular recoil obtained by the smearing technique and those calculated from

the hadronic recoil algorithm. A very good agreement between them as shown in Figures 5.16 (for the

parallel component of the recoil) and 5.17 (for the perpendicular component of the recoil) estimated in

W → eν Monte Carlo sample can validate the proposed parameterization method.
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(b) Averaged bias of parallel recoil in bins of ΣET after correct-

ing the bias shown in Figure 5.13(a), which was observed along

the true recoil ptrue
T .
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(c) Averaged bias of perpendicular recoil in bins of ΣET .

Figure 5.13: Fits to the recoil bias in simulated W events (in red: electron channel, in green: muon chan-

nel and in blue: combined channel). The bias is defined as the mean of the distribution of reconstructed

minus true hadronic recoil .
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Figure 5.14: Fits to the recoil resolution in simulated W events (electron channel in red, muon channel in

green and combined channel in blue), averaged over ptrue
T , as a function of a+b

√
(ΣET) . The resolution

is the RMS of the bias distribution. “Para recoil” (σW,MC
‖ ) refers to the component of the recoil along

the direction of the boson, and “perp recoil” (σW,MC
⊥ ) refers to the component perpendicual to the boson

direction.
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Figure 5.15: Dependence of the parallel and perpendicular recoil resolution curves on ptrue
T in simulated

W events. In red: 0 < ptrue
T ≤ 8 GeV; in green: 8 < ptrue

T ≤ 23 GeV; in blue: ptrue
T > 23 GeV. Fit function:

f (x) = a+b
√

x
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Figure 5.16: Comparison of the distributions of the parallel recoil obtained from the smearing technic

(red) and reconstructed from the hadronic recoil algorithm (black).
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Figure 5.17: Comparison of the distributions of the perpendicular recoil obtained from the smearing

technique (red) and reconstructed from the hadronic recoil algorithm (black).

89



The parametrized response matrices is determined from the correlation between the true pW
T and the

pW
T obtained by the smearing technic. This parametrized response matrix is expected to be similar with

the nominal one determined in Section 5.5.2. Therefore, in order to have another check for the quality of

the parametrization played in the aspect of response matrix, we compare the pW
T distributions obtained by

folding the truth-level pW
T distribution by this parametrized response matrix and by the nominal response

matrix. The result of this closure test is displayed in Figure 5.18. A systematic uncertainty related to this

procedure is assigned to the measurement, as described in Section 5.8.
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Figure 5.18: Comparison of the distributions of pW,true
T folded by the nominal (black) and by the

parametrized response matrices (red).

5.5.4 Data driven corrections and baseline response matrices

The response parameters corrected is tuned from Z data as follow:

∆cor
W = ∆MC

W +(∆data
Z −∆MC

Z ), (5.10)

σW,cor
‖,⊥ = σW,MC

‖,⊥ +(σ Z,data
‖,⊥ −σ Z,MC

‖,⊥ ). (5.11)

The bias and resolution parameters measured in Z events are extracted from the momentum imbalance

between the measured hadronic recoil and dilepton transverse momentum. Fits to these parameters in Z

Monte Carlo and data are displayed in Figures 5.19 and 5.20.

In the calculation of the response parameters, events from Z data, Z Monte Carlo, and W Monte

Carlo are all reweighted to match the ΣET distribution observed in the W data. This is done to correct
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for the different ΣET distributions expected for W and Z production, as well as any inaccuracies in the

modeling of the ΣET distribution in the Monte Carlo. The ΣET distributions used to calculate the event

weights as well as ΣET event weights are shown in Figure 5.21.
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Figure 5.19: Fits to bias of parallel recoil in data (red) and simulation (green) of Z events: ∆Z = a+

b.
√

p`+`−T . The bias (∆Z) is defined as the mean of the distribution of reconstructed minus true hadronic

recoil where the true hadronic recoil is against the dilepton transverse momentum, ~pT
true =−~pT

`+`− .

5.5.5 Corresponding Systematic Uncertainties

The systematic uncertainties corresponding to this procedure are the following:

• the assumed functional form of the response parametrization, and its statistical precision as ob-

tained from our finite-size samples;

• the assumption that the data driven correction can be read off from data - Monte Carlo discrepan-

cies in Z events;

• the statistical precision of the parameter fits in Z data and Monte Carlo.

These will be evaluated in Section 5.8.
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Figure 5.20: Fits to resolution of recoil along parallel and perpendicular projections in data (red) and

simulation (green) of Z events: σ Z
‖,⊥ = a+ b

√
(ΣET). The resolution (σZ) is defined as the width of

the distribution of reconstructed minus true hadronic recoil where the true hadronic recoil is against the

dilepton transverse momentum. “Para recoil” (σZ
‖ ) and “perp recoil” (σ Z

⊥) refer to the component of the

recoil along and perpendicular to the direction of the dilepton transverse momentum, respectively.

92



SumEt [GeV]

0 100 200 300 400 500 600 700 800 900

N
o

rm
al

is
ed

 e
n

tr
ie

s

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

0.05

Electron channel

dataWenu

mcWenu

mcZee

dataZee

Electron channel

(a) ΣET distributions in electron channel.
SumEt [GeV]

0 100 200 300 400 500 600 700 800 900

N
o

rm
al

is
ed

 e
n

tr
ie

s

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

0.05

Muon channel

dataWmnu

mcWmnu

mcZmm

dataZmm

Muon channel

(b) ΣET distributions in muon channel.
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Figure 5.21: ΣET distributions ((a) and (b)) in W Monte carlo (red), Z Monte Carlo (green) and Z data

(blue) versus that in W data (black) and ΣET event weight ((c) and (d)) for W Monte Carlo, Z Monte

Carlo and Z data.
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5.6 Unfolding Methods

In experiments, the distribution of the measured observable is smeared and distorted from that of the

corresponding true physical quantities due to detector effects, such as limited acceptance, imperfect

efficiency, and finite resolution. Mathematically, given some true variable x (to be determined in an

experiment) distributed according to its probability density function (p.d.f.) f (x), can not be measured

perfectly due to both experimental and statistical uncertainties. As a result, instead of measuring x one

typically measures a related variable y distributed according to a different p.d.f g(y). The relation between

f (x) and g(y) can be expressed as a convolution of the true distribution f (x) with a kernel A(y,x) such

that,

g(y) =
∫

A(y,x) f (x)dx. (5.12)

(5.12) is known as the first kind of Fredholm integral equation. The kernel A(y,x) is the response func-

tion describing the detector effects on the measurement. In practice, a known background contribution

estimated from data and simulation has to be added to the right hand side of equation (5.12). But in this

section with the purpose of presenting the methodology, to be simple, this contribution is ignored. From

this equation, the true distribution f (x) can be determined from knowing the response function A(y,x)

and measured distribution g(y). This procedure of determining the true distribution f (x) is usually called

“unfolding” or “deconvolution” or “unsmearing”.

For the numerical solution of equation 5.12, the distributions can be presented by histograms and

the resolution function can be presented by a matrix in order to have a finite set of parameters. Equation

5.12 then becomes having a matrix form

y = Ax. (5.13)

The vector y presents a histogram with n bins of measured quantity while the vector x presents a his-

togram with m bins of the true quantity to be measured. The transformation from x to y is performed by

the so-called response matrix A with a dimension of n×m . The elements of the response matrix ai j can

be considered as the probability for a true value x j to be measured as a value yi.

Assuming that the response matrix A depends on only detector effects and is known, the equation

(5.13) can be solved for x, given the vector y. The detector response can be modeled by using Monte
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Carlo simulation of underlying physics where the interactions of predicted particles with the matter

content of detector are simulated. In addition, it may be possible to use control regions of the data

itself to create a fully or partially data-driven response matrix. For our case of pW
T measurement, the

determination of the response matrix is described in details in Section 5.5.

Actually, given the response matrix, there are two methods of determining the underlying true distri-

bution from a measured spectrum:

• Smearing: by varying the parameters of the underlying physics model, then smearing them with

the detector model, one can obtain a series of smeared distributions. These smeared distributions

are compared to the measured data and the best fit obtained would determine the true measured

distribution.

• Unfolding: using MC determined detector smearing, one can invert the smearing effects of the

measured data to produce directly a measured true distribution, i.e. look for a solution of the form

x = A−1y.

The smearing method is preferable to use in case the main goal of the measurement is to compare with

an existing theory since it is mathematically more simple than the unfolding method. However, the

unfolding method is needed in order to easily compare results with other experiments or with theoretical

models which may be developed in the future. In addition, for experiments with complex underlying

theories and intricate detectors, smearing may be extremely computationally intensive. For these reasons,

we have chosen to unfold our results.

There are many unfolding procedures in which a few of them aimed for high energy physics are well

described in [14, 35, 52, 67]. In addition, a formal discussion of the method of statistical and computa-

tional inverse problems can be found in [60]. In this section, We will describe three of these methods

including the bin-by-bin unfolding method, unfolding based on regularized matrix inversion method and

Bayesian unfolding method based on Bayes’ theorem.

5.6.1 Notation

In this section, we use the following notation:

• One dimensional histograms or vectors are denoted by small letters (e.g. x, y)

• Two dimensional histograms or matrices are denoted by capital letters (e.g. A)
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• Bold letters indicate a vector or matrix (e.g. x, A)

• Regular (non-bold) letters indicate a scalar (e.g. τ)

• Regular letters with indices indicate vector or matrix elements (e.g. x j, Ai j)

• Summation is NOT implied over repeated indices. Summation is explicit (e.g. ∑
j

Ai jx j)

• Covariance matrices are indicated by a bold and capital V followed by the variable in parentheses

or as a subscript (e.g. for vector y the covariance matrix is V(y) or Vy)

5.6.2 Bin-by-bin unfolding

Bin-by-bin is the simplest of three unfolding methods presented here. In this method, the true histogram

xdata to be measured in data is unfolded bin by bin from the observed data histogram ydata as follows:

xdata
i = ydata

i /Ci. (5.14)

where i is the bin number and Ci is a correction factor describing the ratio of observed to true events

in bin i of histograms. This correction factor is calculated from Monte Carlo simulation for the signal

process as given by this formula,

Ci = ysim
i /xsim

i . (5.15)

Here ysim
i and xsim

i are the contents of bin i of observed and true histograms respectively in a given

simulation sample.

This method has number of advantages. First it is conceptually very simple and it can neglect the

unavoidable correlations between adjacent bins. However, it has also a number of disadvantages. The

most important one is that all of the corrections are within bin, as reflected by the name of the method. In

addition, it cannot take into account large migrations of events from a bin to the others. Thus this method

can give a reliable result only if the amount of migration is negligible and if the standard deviation of the

smearing is smaller than the bin size so that the bin purity is high enough. The reason is that when bin

purities are low, the unfolded result is highly biased to the control sample used to produce the bin-by-bin

corrections.

In this measurement, the bin-by-bin unfolding is not used as it is expected that the bin-to-bin migra-

tion will be a large effect.

96



5.6.3 Response Matrix Inversion

Difficulties with Matrix Inversion

To illustrate the difficulties of matrix inversion, we will discuss a simple example which is similar to the

one given in [14]. Assuming that the response matrix A is a square n×n matrix. This assumption is just

a case of the response matrix form where it is reversible to examine problems of unfolding with matrix

inversion. But in general, the unfolding techniques do not require the response matrix to be symmetric.

In this case, a direct solution x̂ can be computed as

x̂ = A−1y with covariance matrix: V(x̂) = A−1V(y)(A−1)T . (5.16)

Where V(y) is the covariance matrix of the measured data. This data covariance matrix signifies the

amount by which the data y may differ from the expectation of the smeared true distribution Ax. This

solution has nice statistical properties, in that the expectation E of the solution is unbiased because

E[x̂] = A−1E[y] = A−1AE[x] = E[x]. (5.17)

Although the solution x̂ may be unbiased, this solution is in practice not satisfactory when the response

matrix has large off-diagonal elements (this can happen for example if the bin size is too small compared

to the measurement resolution). In this case of large bin-to-bin migration, this inversion procedure can

introduce large oscillations in the solution and cause the covariance matrix of the solution to become

extremely large (essentially to account or these oscillations). Explanations with illustrations by figures

for this problem is also detailed in [34].

Mathematically, to understand the source of these oscillations, we can look at the equation for the

solution x̂ as given at (5.16). In this example, A is a symmetric matrix and can be diagonalized by using

this transformation,

A = UDUT , (5.18)

where U is an orthogonal matrix satisfying UUT = 1 (with columns which are the eigenvectors u j of the

matrix A), and D is diagonal with entries that are the eigenvalues λ j of A (in decreasing order). We can

now rotate equation (5.13) with the multiplication of UT

UT y = UT Ax = UT UDUT x = DUT x
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By defining c = UT y and b = UT x, we arrive at the new equation with diagonal response matrix,

Db = c (5.19)

From equation (5.19), we can see that each of the elements of b and c transform independently of other

elements and satisfy the simple equation c j = λ jb j. Inversion of D to solve for the elements b j is now

paramount to dividing each element c j by the corresponding eigenvalue λ j, i.e. b j = c j/λ j. The final

step to unfolding would proceed by multiplying b with U,

x = Ub = ∑
j

b ju j = ∑
j

c j

λ j
u j. (5.20)

By looking at the solution as obtained in (5.20), we can easily explain for the problem mentioned. The

c j elements come from the transformation UT y and thus contain all of the statistical fluctuations of the

original data. When the eigenvalues λ j are very small (much smaller than 1), the coefficients b j become

very large. Eventually, for very small eigenvalues λ j, the solution x will be dominated by one or by few

of the coefficients b j with small eigenvalues and large statistical errors. And this leads to a completely

unsatisfactory of solution x.

Regularized Matrix Inversion

The difficulties of matrix inversion as indicated by the above example in Section 5.6.3 are known as an

ill-posed problem with unfolding. There are several techniques to solve this problem but in this section

we only concentrate on one method called Tikhonov regularization [84], which is nicely reviewed in [51].

In fact, the solutions described in the following sections have been implemented within the ROOT data

analysis framework classes TUnfold and TUnfoldSys [79, 80].

In this section, the response matrix A is not any more required to be a square matrix but rather than

a form of size n×m, where n ≥ m is assumed. With this form of the response matrix, the measured

histogram y can be of size n and the true histogram which is the solution of unfolding method x can be

of size m. This choice of number of bins in the measured histogram to be greater than number of bins

in the true histogram is to perform better the regularization when choosing parameters and to reduce

correlations between bins of the unfolded solution [14].

Finding regularized solutions to inversion problems involves a trade-off between the size (or amount)

of regularization and the quality of the unfolding fit to the data. We thus can pose this matrix inversion
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problem as least-squares minimization problem where,

χ2 = (Ax−y)T V−1
y (Ax−y)+ τ2(Lx)T (Lx). (5.21)

Here τ is the regularization parameter which must be chosen by the user (or an optimization method for

finding the ”best” τ must be chosen, as discussed in Section 5.6.3), and L is so called Tikhonov matrix

defining a regularization condition on the unfolded solution x. The χ2 in equation (5.21) contains two

parts. The first one, (Ax−y)T V−1
y (Ax−y), is the standard χ2 measuring the residual between our data

y and the unfolded solution x taking into account both the response matrix A and the errors on the data

Vy. The second one, (Lx)T (Lx), can be though of as the ”size” of the regularization condition. The

parameter τ then determines the relative importance of the regularization and the residual of the fit.

In this method, the unfolded x can be solved by requiring a minimization of the χ2 given at (5.21)

respecting to x

dχ2

dx
= 0 = (A)T V−1

y (Ax−y)+(Ax−y)T V−1
y (A)+ τ2(L)T (Lx)+ τ2(Lx)T (L)

= ((AT V−1
y A+ τ2LT L)x−AT V−1

y y)+((AT V−1
y A+ τ2LT L)x−AT V−1

y y)T

→ (AT V−1
y A+ τ2LT L)x = AT V−1

y y. (5.22)

From (5.22), in priciple, for a given value of τ we can get a corresponding unfolded solution

xτ = (AT V−1
y A+ τ2LT L)−1AT V−1

y y. (5.23)

The covariance matrix for the solution can be then calculated as follows:

V(xτ) = Vx = (AT V−1
y A+ τ2LT L)−1AT V−1

y A(AT V−1
y A+ τ2LT L)−1. (5.24)

Equations (5.23) and (5.24) are the general solutions to our unfolding problem, and will be used for

the computational determination of our solutions and uncertainties using the TUnfoldSys software in

ROOT [79, 80]. In the next section we will discuss these solutions in some particular cases of parameter

τ and matrix L.
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Impact of Regularization

A simple example to see an impact of regularization is to consider a case where L is the identity matrix,

L = I. In this case the equation (5.23) becomes

(AT V−1
y A+ τ2I)x = AT V−1

y y, (5.25)

and AT V−1
y A should have a symmetric form to be consistent in dimension with the identity matrix as

expressed in equation (5.25). With a symmetric form, we can diagonalize AT V−1
y A by decomposing it

to UΛUT where U is the matrix of eigenvectors of AT V−1
y A and Λ the diagonal matrix of associated

eigenvalues. Also here we define z = AT V−1
y y then we will have

(Λ+ τ2I)UT x = UT z

As before, defining b = UT x and c = UT z, we arrive at the diagonal equation,

(Λ+ τ2I)b = c → bi =
ci

λi + τ2

where λi is an eigenvalue associated to the eigenvector ui of the matrix AT V−1
y A. Now left multiplying

b by U, we find,

xτ = Ub = ∑
j

b ju j = ∑
j

c j

λ j + τ2 u j (5.26)

The role of the regularization parameter can be seen clearly from the equation (5.26). Similarly with

the case before where there is no contribution of the regularization, we know that the coefficients c j con-

tain statistical fluctuations of the measured histogram. Several coefficients c j will have statistical errors

making their values consistent with zero. However, now these coefficients are no longer simply divided

by the eigenvalue but the eigenvalue plus the regularization parameter squared . So these coefficients are

not amplified when the eigenvalues are small if we choose the τ parameters big enough. In other words

we can say, the regularization parameter τ serves to damp the importance of small eigenvalues and thus

save the solution from being dominated by statistical noise. This damping behavior is also found for

more general regularization conditions L. However, if the regularization is too large the solution will

only minimize the regularization condition and will not fit the data. For this reason one must choose an
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optimal value of τ to keep both roles for the unfolded solution : damping statistical fluctuations and fit

with the data. In the next sections we will discuss more about this.

Regularization Conditions

In the example in the previous section, the matrix L in equation (5.23) has a particular form which is

the identity matrix. In principle, this matrix can have any form but for this purpose, there are typically

three kinds of this matrix (as expressed below) which give constraints on the size, derivative (first deriva-

tive) or curvature (second derivative) of the solution. These choices of the matrix L are considered as

regularization conditions.

Lsize =



1 0 0 · · · 0

0 1 0 · · · 0
...

...
...

. . .
...

0 0 0 · · · 1


Lderivative =



1 0 0 · · · 0 0

−1 1 0 · · · 0 0

0 −1 1 · · · 0 0
...

...
...

. . .
...

...

0 0 0 · · · −1 1



Lcurvature =



1 1 0 0 · · · 0 0 0

1 −2 1 0 · · · 0 0 0

0 1 −2 1 · · · 0 0 0
...

...
...

...
. . .

...
...

...

0 0 0 0 · · · 1 −2 1

0 0 0 0 · · · 0 1 1



As mentioned, each regularization condition imposes a different constraint on the solution. The size

condition constrains the overall solution to not grow large in any bin; the derivative condition constrains

that the bin-to-bin differences of the solution to be small; and the curvature condition constrains the

solution to be smooth. In practice, people usually examine all three conditions and choose the condition

which will give of the smallest expected unfolding bias.
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Regularization Parameter Optimization

Once a condition L has been chosen, the solution as given in equation (5.23) depends on the regular-

ization parameter τ . While there are several algorithms proposed to choose an optimal value of τ , we

present here the ”L-Curve” algorithm [51]. The aim of this algorithm is to balance the residual against

the regularization in the χ2 function given in equation (5.21). To do this, in particular, we plot the two

quantities of the χ2 against each other, i.e. as a curve. Defining ||Axτ −y||V = (Axτ −y)T V−1
y (Axτ −y)

and ||Lxτ ||= (Lxτ)
T (Lxτ), we have the curve

(
log||Axτ −y||V , log||Lxτ ||

)
(5.27)

parameterized by the regularization parameter τ . A generic L-Curve showing the general features of the

curve can be seen in Figure 5.22.
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Figure 5.22: The Generic L-Curve.

Figure 5.22 shows that there are essentially three regions of the L-Curve. One is vertical region where

decreasing τ , the regularization size ||Lxτ || increase while the residual ||Axτ −y||V does not change. In

this region, the solution is dominated by the statistical noise of the data. Another one is horizontal region,

where the residual increases while the regularization size almost does not change when increasing τ .
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Here, the solution is over-regulated and will show large differences with the data. In the elbow of the

curve, there is an optimal point at which the solution is neither over or under regulated. This region of

the L-Curve has the maximum curvature κ of the curve. Thus, in the L-curve algorithm, the point of

maximum curvature κmax [51] will correspond to the value of τL to be chosen.

Disadvantages of the matrix inversion method

Although the response matrix inversion algorithm based on the regularization method using L-Curve

optimization has number of advantages as discussed, we don’t choose it for our analysis because of the

following reasons:

• The regularization constraints typically penalize large curvature or size changes in neighboring

bins in order to damp oscillations. In the case of this analysis, the distribution is rapidly falling,

with a quickly rising peak in the first two bins. Many times the χ2 optimization penalized this

expected feature, which resulted in large biases in the final result.

• Both the χ2 minimization and the L-Curve optimization are very computationally expensive. As

the uncertainty propagation framework of this analysis described in Section 5.8 is based heavily

upon the use of toy Monte Carlo and pseudo-experiments, the added computational burden of this

technique made things considerably more difficult.

• The L-Curve optimization algorithm has difficulties evaluating optimal regularization parameters

in the case of smooth L-Curve distributions as observed in this analysis. Because the L-Curves

were found to be very smooth, the error on the optimal value of the regularization parameter was

large, resulting in a large overall error.

• This method only works in dealing with one dimensional observables.

5.6.4 Bayesian Unfolding

Bayesian unfolding method is our choice to perform the unfolding for this analysis. This method is an it-

erative unfolding algorithm that uses Bayes theorem. It is another approach of unfolding and has number

of advantages with respect to other unfolding methods [38] such as it can be applied to multidimensional

variables; it can take into account any kind of smearing and migration from the true values to the ob-

served ones; it does not require matrix inversion and it is implemented in the RooUnfold package, which
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makes using it ROOT very simple and fast. With a fast calculation, it makes uncertainty calculations

via toy Monte Carlo and pseudo-experiments, as described in Section 5.8, computationally feasible. In

addition, as an iterative method, it thus contains only one parameter which is the number of iterations.

This parameter is not only easily understood but also easy to search and optimize over it since good

solutions occupy a relatively small phase space in this parameter.

Mathematically, in the Bayesian unfolding method, the probability distribution of true events can be

determined as follows (given the observed data and the response matrix):

P(x | y,A, I), (5.28)

where, as before, x is the true distribution, y is the measured distribution, A is the response matrix, and

the new variable, I, is the underlying assumptions of the analysis, which are usually left implicit.

From Bayes theorem, equation (5.28) can be written as

P(x | y,A, I) ∝ P(y | x,A, I) ·P(x | I) (5.29)

where the first term on the right is the likelihood of the observed data, and the second term is the prior

on the underlying truth distribution.

By looking at equation (5.29) one can see that the unfolded value is strongly influenced by the

underlying prior distribution. This can cause a problem in the sense that, in practice, a Monte Carlo is

usually used to produce a prior, the unfolded value will be biased towards the truth distribution of the

Monte Carlo used. On the other hand, this method can meet a similar problem related to the measurement

uncertainties due to statistical fluctuations in the finite measured sample as seen in the regularized matrix

inversion. To solve these problems, Bayesian unfolding uses an iterative method in which the number of

iterations is requireed to be a regularization parameter.

The iterative procedure proceeds as follows. The first iteration uses the supplied Monte Carlo truth

distribution as the prior distribution to solve equation (5.29). Then for next iterations, the result from the

previous iteration is used as the prior. The more iterations that are run, the closer to the Monte Carlo

truth distribution the unfolded distribution becomes. However if the number of iterations performed is

too large, the unfolded distribution will converge toward a distribution which shows strong fluctuations

around the true one. The reason of this is explained more detail in [38]. Thus, the number of iterations

serves to balance the strength of the bias with the size of the oscillations, exactly as the regularization

104



parameter did in the regularized matrix inversion technique described in Section 5.6.3. In general, the

number of iterations taken is small (roughly 10), as otherwise the statistical errors become very large.

105



5.7 Reconstruction Efficiency Correction

Following the unfolding which does not deal with the acceptance, it is necessary to correct for the effects

of varying event selection efficiency as a function of pW,true
T . To do this, signal Monte Carlo is used to

calculate the event selection efficiency correction CW (pW,true
T ) in bins of pW,true

T . This efficiency corrects

the distribution from the pW,true
T spectrum of events passing all of our selection at reconstruction level

to the pW,true
T spectrum of events passing the kinematic selection at truth level. The event reconstruction

efficiency is corrected for differences between data and simulation in trigger efficiency, reconstruction

efficiency, and lepton momentum resolution. Finally, a systematic uncertainty is assessed based upon the

uncertainties on the correction factors applied, dependence on the generator used to model the signal,

and uncertainties due to lepton pT and η .

5.7.1 W → eν Event Reconstruction Efficiency

The event selection efficiency correction Ci
W is calculated for each true pW

T bin i using equation (5.30).

It is the ratio of the sum of reconstruction weight, namely wreco, over all events passing reconstruction

selections as described in Section 5.3.1 to the sum of true weight, namely wtrue, over all events generated

in the fiducial volume of the detector as given in Section 5.3.3. In this analysis, equation (5.30) is

performed in bins of pW,true
T to calculate bin by bin in pW,true

T the selection efficiency. The true weight

wtrue is simply the generator weight which is equal to 1 for PYTHIA generator. The reconstruction weight

wreco is defined in equation (5.31) where SFreco is the reconstruction scale factor, the ratio between the

electron identification efficiency measured in data and predicted by the Monte Carlo. Here, only the

data/MC scale factor of electron identification efficiency is considered since the electron reconstruction

and trigger efficiencies can be reliably taken from Monte Carlo. All these are described in details on

the Egamma twiki page [46] and documentations quoted there but will be summarized briefly in the

following subsections.

Ci
W =

∑
events, bin i

wreco

∑
events, bin i

wtrue
, (5.30)

where

wtrue = wgen and wreco = wtrue ×SFreco(ηe), (5.31)

and the sum in both the numerator and denominator is over all events generated in pW,true
T bin i.
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The resulting central values of selection efficiency in bins of pW,true
T are shown in top half of Figure

5.23. Here the generator used is PYTHIA. Monte Carlo sample is smeared by applying resolution cor-

rection for electron energy to have the same resolution as in data (more details about this is described

in Section 5.7.1). Uncertainties on the selection efficiency are also studied as shown in bottom half of

Figure 5.23. These uncertainties are due to the following sources:

• Uncertainty on the reconstruction scale factor SFreco: by varying the SFreco a sigma away from its

central value, an uncertainty of about 2% on the efficiency correction is observed.

• The difference between with and without smearing MC sample according to electron energy reso-

lution correction.

• Generator: re-weighting PYTHIA to RESBOS via the ratio of the truth distributions. The effects of

this on the efficiency factor are very small.

• MC statistical uncertainty: it is assigned from the number of simulated events used to calculate

the correction factor. This error becomes significant at higher value of pW
T where there are fewer

simulated events.

PDF uncertainties on the efficiency correction are not explicitly calculated here. In the recent mea-

surement of Z transverse momentum distribution at ATLAS [28], this uncertainty is found to be 0.1%

across the spectrum. Due to the large correlation of W and Z production under PDF variations, a similar

figure is expected here and can safely be neglected in comparison with other uncertainties.

Those uncertainties are treated as uncorrelated so the total uncertainty on efficiency correction as

shown by the black line in Figure 5.23 is a quadratic sum over all individual uncertainties mentioned

above.

Reconstruction, trigger and identification efficiencies of electron

In this analysis, electron candidates which are isolated and with high pT (above 20 GeV) are passed

robuster Tight cut [48]. The electron reconstruction is thus based on clusters reconstructed in the electro-

magnetic calorimeter, in association with a matched Inner Detector track. The reconstruction efficiency

was studied by using W , Z and J/ψ tag and probe method. Results from those studies which are men-

tioned here [46] indicate that the reconstruction efficiency in Monte Carlo and in data agree within a
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Figure 5.23: Event selection efficiency CW , and its uncertainties, as a function of pW,true
T in electron

channel.

systematic uncertainty of 1.5% so no data/MC scale factor according to this efficiency measurement

needs to be applied.

The trigger efficiencies on plateau normalized to offline cuts used in this analysis as listed in table 5.6

are above 99% with an associated systematic <1% and the data/MC scale factor is unity within statistical

uncertainty. The trigger scale factor is thus not included in equation (5.31) for the weight of wreco.

Offline Medium Offline Tight

Data 98.67 ± 0.10 99.03 ± 0.09

MC 99.235 ± 0.006 99.538 ± 0.005

Scale Factor 0.9943 ± 0.0010 0.9950 ± 0.0009

Table 5.6: Electron trigger efficiencies in Monte Carlo and Data and Data/MC scale factor [46].

The identification efficiency was also measured with tag and probe method using W and Z. For this

analysis, measurements of efficiencies and Data/MC scale factor are performed in 8 bins of ηe with a

range of Ee
T between 20 and 50 GeV. Results of scale factors as well as their errors including statistical
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and systematic uncertainties for robuster Tight electron are listed in Table 5.7.

Eta bin [−2.47,−2.01] [−2.01,−1.52] [−1.37,−0.8] [−0.8,0]

SF tight 0.925 ± 0.034 0.995 ± 0.024 1.006 ± 0.021 0.982 ± 0.018

Eta bin [0,0.8] [0.8,1.37] [1.52,2.01] [2.01,2.47]

SF tight 0.987 ± 0.018 1.033 ± 0.025 1.028 ± 0.045 0.936 ± 0.034

Table 5.7: Data/MC scale factor of identification efficiency for robuster Tight electron [46].

Electron energy resolution

Studies of the e+e− invariant mass distribution [47] in Z → ee events show that the Monte Carlo does

not model correctly the electron energy resolution (see Figure 5.24). So a smearing procedure is applied

to Monte Carlo to correct for this discrepancy. In particular, the resolution of electron energy in Monte

Carlo is corrected by smearing event by event the electron energy as described in formula (5.32) and

(5.33). There, E and Ecorr are respectively the electron energy before and after the correction; S and C

are sampling and constant terms and ∆S and ∆C are their systematic uncertainties. The sampling and

constant terms are measured in data by using formula (5.34) with an upper limit on the constant term as

given by equation (5.35). Their values and uncertainties are listed in Table 5.8.

Ecorr = E +gRandom → Gaus(0,∆σ), (5.32)

with

∆σ =

√(
S.(1+∆S).

√
E
)2

+(C.(1+∆C).E)2 −
(

S.
√

E
)2

− (C.E)2, (5.33)

Eta bin ]0.0,1.4[ [1.4,2.5[

S 0.1 ± 0.2 0.1 ± 0.2

C 0.007 ± 1.0 0.007 ± 4.0

Table 5.8: Sampling and constant terms and their systematic uncertainties in Barrel and Endcap.

After the smearing correction, the e+e− invariant mass distributions in Z → ee Monte Carlo are in a

very good agreement with those in data as shown in Figure 5.25.
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σ
E

=
S√
E
⊕C, (5.34)

C ≤
√

2.

√(
σdata

E

)2

−
(

σMC

E

)2

. (5.35)

(a) Barrel (b) End-cap

Figure 5.24: e+e− invariant mass distributions in Z → ee data (the red curve) and Monte Carlo (the blue

curve) before the smearing correction.

(a) Barrel (b) End-cap

Figure 5.25: e+e− invariant mass distributions in Z → ee data (the red curve) and Z → ee Monte Carlo

(the blue curve) after the smearing correction.
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5.8 Calculation of Uncertainties

Procedures of uncertainties calculation presented here are the same as described in [29]. In this mea-

surement, unfolding and normalization introduce non-negligible correlations between bins in the final

result. Therefore, the uncertainty propagation framework in this analysis is based around the production

and propagation of covariance matrices. In particular, the uncertainties on the background estimation

described in section 5.4 are converted to covariance matrices after unfolding using pseudo-experiments.

The uncertainties on the response matrix and those due to bias of the unfolding algorithm are also re-

ported as covariance matrices and combined with the background covariance matrices. Finally, the un-

certainties on the efficiency correction described in section 5.7 are combined, and the final, normalized

result is presented with a covariance matrix for both the statistical and systematic uncertainties. The

statistical uncertainty of the result is also determined using pseudo-experiments, as the unfolding intro-

duces non-trivial statistical effects. This section describes the details of the calculation of the covariance

matrices, which are listed in Table 5.9, and their propagation to the final answer.

Source Covariance Name Evaluation Method

QCD Bkg Subtraction VQCD Pseudoexperiments

WZ Bkg Subtraction VWZ Pseudoexperiments

top Bkg Subtraction Vtop Pseudoexperiments

SumET reweighting Vsumet On/Off comparison

Lepton resolution and scale Vsmearing On/Off comparison

Generator dependence Vtruth Comparison with RESBOS

Fit parameterization Vf it Comparison with Generated

Fit statistics Vf itstats Pseudoexperiments

Unfolding Bias Vbias Closure Test

Unfolding Statistical Errors V un f olding
stat Pseudoexperiments

Efficiency correction Ve f f Analytic Propagation

Table 5.9: Sources of uncertainty.
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5.8.1 Statistical Formulation

A number of uncertainty calculations in this analysis use pseudo-experiments, in which either the re-

sponse matrix or the reconstructed signal Monte Carlo is fluctuated and a covariance matrix is pro-

duced. The statistical formulation of this process is described here. Consider a histogram, x, with n bins,

whose elements are x = x1, . . . ,xn. For each pseudo-experiment, a new histogram, xj, with elements

xj = x j
1, . . . ,x

j
n is measured. Three quantities are built from this set of p measurements.

First, the average histogram, E is defined by

Ei =
1
p ∑

j
x j

i (5.36)

Next, the covariance matrix V is defined by

Vi j =
1

(p−1) ∑
k

[(
xk

i −Ei

)(
xk

j −E j

)]
(5.37)

The covariance matrix has a number of nice properties. In particular, the diagonal elements are

the square of the standard deviation of that bin. Ignoring correlations between bins, then, one may

plot the square root of the diagonals to represent the uncertainty. This also means that for uncorrelated

uncertainties, summing in quadrature is equivalent to adding covariance matrices. However, because

the covariance matrices include the absolute variance of each bin, and there are large variations in the

number of entries per bin in this analysis, it is difficult to visual uncertainties using covariance matrices.

For example, if the first bin has 10,000 events with an uncertainty of 1%, while the last bin has 10 entries

with an uncertainty of 10%, the diagonal element of the covariance matrix for the first bin will be roughly

10,000 times larger than that for the last bin.

To allow easier visualization, a third quantity, the correlation matrix, ρ , is also calculated:

ρi j =
Vi j√
ViiVj j

(5.38)

The correlation matrix has the nice property that the diagonals are, by construction, 1, and the off

diagonals are between −1 and 1. Entries which have correlations near 1 tend to vary up and down

together, while those with correlations near −1 tend to vary oppositely, and entries with correlations near

0 tend to be independent.
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5.8.2 Background subtraction uncertainties

The background uncertainties described in section 5.4 are converted to a final covariance matrix in a

two step process. First, the background estimations are varied within their uncertainties over 1000 trials.

Next, the data is background subtracted using the estimated background for each trial, and unfolded. The

resulting covariance matrix is used as the uncertainty for the background subtraction.

The backgrounds are broken into three groups: W/Z style backgrounds ( W → τν , Z → ``, and

Z → ττ), tt̄ background, and the QCD background. The uncertainties are broken into two types: shape

errors, which are considered 100% uncorrelated bin-to-bin, and scale errors, which are considered 100%

correlated bin-to-bin. For the electroweak backgrounds, the shape errors are taken to be the statistical

error, the PDF error, and the scale factor errors, while the scale error is taken to be the cross section error.

For the QCD, the total error is taken as a shape error.

For each pseudo-experimental trial of the background variations, the background estimate is pro-

duced as follows. First, a luminosity is picked according to a gaussian distribution centered around the

nominal value with a width of 3.4%. The W/Z and tt̄ backgrounds are scaled according to this luminos-

ity, while the QCD is left unchanged. Next, for the W/Z and tt̄ backgrounds, a scale value is picked from

a gaussian distribution centered around one, with a width given by the scale error, and the background

group is scaled by that amount. Note that this technique accounts for the fact that the cross section un-

certainties on the W/Z style backgrounds are all correlated, while the cross section uncertainty on the tt̄

is uncorrelated with those results. Finally, for each background group, the estimate is changed bin by bin

according to the shape error. In order to allow visualization of the uncertainty due to each source, each

trial actually produces four background estimates: one where only the W/Z backgrounds are varied, one

where only the tt̄ background is varied, one where only the QCD is varied, and one where all three are

varied simultaneously. As there are small correlations between the samples (due mainly to the luminos-

ity appearing in both WZ and tt̄), only the final estimate, where all three groups are varied at once and

labeled VBKG, is used in the final analysis.

The pseudo-experiment variations of the backgrounds then are translated into covariance matrices.

For each trial, the estimated background for that variation is subtracted from the observed data, and the

result is unfolded using the nominal response matrix. The uncertainty covariance matrices for the back-

ground subtraction, which are termed VWZ , Vtt̄ , and VQCD, are calculated over the pseudo-experiments

according to equation (5.37). The resulting diagonals of the covariance matrix, for each background var-
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ied separately, along with all three varied at once, is shown in Figure 5.26, while the correlation matrices

are shown in Figure 5.27 .

W pT (GeV)
0 50 100 150 200 250 300

U
nc

er
ta

in
ty

 [%
]

0

1

2

3

4

5

6

7

8

9

10
Statistical Error

QCD Background Uncertainty

(a) QCD
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Figure 5.26: Diagonal elements of background uncertainty covariance matrices for the electron channel

broken down by sample, and for the total background.

5.8.3 Statistical uncertainty and unfolding bias

Two sources of unfolding uncertainty are considered in this analysis. First, the unfolding algorithm

tends to enlarge the statistical errors on the sample, as well as produce correlations between bins. This

statistical uncertainty is calculated by poisson fluctuating the Monte Carlo 100 times and comparing

with the nominal truth distribution. Second, there is a small but non-negligible systematic uncertainty

due to inherent bias in the unfolding algorithm. This is calculated by folding and then unfolding the same

sample with the nominal response matrix.

To calculate the statistical uncertainty following unfolding, which is used as the final statistical un-

certainty for the result, pseudo-experiments involving poisson fluctuating the Monte Carlo is used. For
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Figure 5.27: Correlation matrices for the background uncertainty of the electron channel broken down

by sample, and for the total background. In all cases, the colors range from -1 to 1.

each trial, the reconstructed signal Monte Carlo is scaled to the number of events observed in data after

background subtraction, and each bin value is sampled according to a poisson distribution with parameter

equal to the number of entries in the bin after scaling. The fluctuated reconstruction level Monte Carlo

is then unfolded using the nominal response matrix, and the answer is compared with the (unfluctuated)

Monte Carlo truth distribution for selected events. The resulting difference is used to fill the covariance

matrix for the statistical uncertainty after unfolding, termed, V un f olding
stat .

The other source of uncertainty in the unfolding process is the bias of the algorithm. This is under-

stood by dividing the Monte Carlo into two samples: a sample for building the response matrix, and a

sample for evaluating the systematic. The reconstructed Monte Carlo distribution of the second sample

is then unfolded using a response matrix built from filling the truth and reconstruction values from the

first sample. The result is then compared with the truth distribution in the second sample for selected

events, and the full bin-by-bin difference is taken as the systematic uncertainties. A diagonal covariance
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matrix, Vbias, is built using these uncertainties. The diagonal elements of the unfolding statistical and

systematic covariance matrices are shown in Fig. 5.28, and the correlation matrices for the unfolding

statistical uncertainty are shown in Fig. 5.29.
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Figure 5.28: Diagonal elements of the covariance matrix of the electron channel for systematic and

statistical uncertainties due to unfolding.

5.8.4 Response matrix uncertainties

There are two types of uncertainties on the response matrix determination which are considered here.

The first type is due to fluctuations in the formulation of the response due to the statistics of the data and

Monte Carlo samples. Covariance matrices for these types of uncertainties are calculated by sampling

from the fitting functions described in Section 5.5, producing many copies of the response matrix varied

within error, and then unfolding many times. This process is repeated for 1000 trials. The second type is

due to uncertainties in the formulation of the response matrix from the reweighting procedure described

in Section 5.5. Covariance matrices for these types are produced by folding the sample with the nominal

response matrix, and then unfolding with the response matrix under study. As each contribution is

independent, the resulting covariance matrix for the uncertainty of the response matrix is taken as the

sum of the covariance matrices produced in these studies.

Fluctuations in the fitted results of the response matrix formulation are propagated to the systematic

covariance matrix by performing pseudo-experiments in which the fit parameters are varied within their
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Figure 5.29: Correlation matrix for the unfolding statistical uncertainty for the electron channel.

allowed errors. First, the nominal fits are performed on the Z data, the W Monte Carlo, and the Z

Monte Carlo, and the parameter errors and covariances are recorded. For each pseudo-experiment, the fit

parameters for all three data samples are sampled from the fit errors using Cholesky decomposition (see

[1] for the ROOT implementation used in this analysis) in order to correctly account for the correlations

between the fit parameters. The filling of the response matrix described in Section 5.5 is then repeated

with the sampled fit parameters, and a new response matrix is produced. The background subtracted

data is then unfolded with each produced response matrix, and the systematic covariance matrix, called

Vf itstat is produced from the trials.

Systematic uncertainties for the reweighting and fitting procedure described in Section 5.5 are pro-

duced by comparing the results of unfolding signal Monte Carlo with the the various weightings removed

with the nominal unfolding. Four types of systematics are considered. PYTHIA is used to form the nom-

inal response matrix, so it is necessary to determine the effects of the underlying truth distribution used

to sample the fitted response matrix. To determine this, the signal Monte Carlo is unfolded with the

data driven response matrix sampled using PYTHIA Monte Carlo and another sampled using RESBOS

Monte Carlo. Similarly, the effects of sumet reweighting and lepton resolution smearing and scaling are

probed by comparing the results of unfolding the signal Monte Carlo with sumet reweighting and lepton

momentum smearing turned off with the results of unfolding with the nominal response matrix. Finally,

the effects of the fitting procedure itself are considered by comparing the results of unfolding with a
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response matrix built by fitting the signal Monte Carlo with a response matrix built by simply filling the

matrix with the truth and reconstructed values of the Monte Carlo. In all cases, the maximum bin-by-bin

difference, shown as a dashed line, is taken as the systematic, and a diagonal covariance matrix is built

using those values. This results in four systematic covariance matrices, termed Vsumet , Vsmearing, Vtruth,

and Vf it .

The diagonal elements of the reweighting and fitting covariance matrices are shown in Figures 5.30-

5.33 The correlation matrices for the fit paramaterization uncertainty and the fit statistical uncertainty are

shown in Figures 5.34.
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(a) Bias from a single exercise
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(b) Averaged bias from 100 pseudo-experiments

Figure 5.30: Parametrization bias in the electron channel, obtained from folding with the MC response

matrix, and unfolding with the parametrized response matrix.
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(a) Bias from a single exercise
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(b) Average bias from 100 pseudo-experiments

Figure 5.31: Generator bias in the electron channel, obtained from folding with the PYTHIA response

matrix, and unfolding with the RESBOS response matrix.
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(a) Bias from a single exercise
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Figure 5.32: Systematic uncertainty due to the electron scale and resolution uncertainty, entering via the

Z-based data driven corrections.
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(a) SumET reweighting
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Figure 5.33: Uncertainty due to the SumET reweighting precision and to the parametrization precision,

in the electron channel. The uncertainty is obtained from 200 random configurations, and the given

uncertainty is the resulting spread on the unfolded result.
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Figure 5.34: Correlation matrix for the fit paramaterization uncertainty and the fit statistical uncertainty

for the electron channel.
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5.8.5 Efficiency Calculation

The efficiency correction uncertainties are typically small compared with other uncertainties, and the

efficiency corrections themselves are relatively flat. Thus, we consider uncertainties on the efficiency to

be bin-by-bin uncorrelated, and there use a diagonal covariance matrix to represent its uncertainties.

5.8.6 Propagation and Normalization

In general, the propagation of uncertainties using covariance matrices is accomplished via simple addi-

tion if the uncertainties are uncorrelated among each other. However, for more complicated operations

like unfolding and efficiency correction, the propagation of the matrices becomes more complicated. The

precise steps used to propagate the statistical and systematic uncertainties are described here.

The observed data is initially assigned a systematic covariance matrix of all zeroes, and a diagonal

statistical covariance matrix with entries equal to the number of entries in each bin of the data. After

background subtraction, the statistical covariance matrix is unchanged, while the systematic covariance

matrix is taken to be a diagonal covariance matrix with the simple errors described in Section 5.4. These

uncertainties are used only for visualizing the results at this stage, and then are removed for the unfolding

step. Following unfolding, the covariance matrices described in the proceeding section are used. The

statistical covariance matrix of the data is taken from the results of the process described in section 5.8.3,

while the systematic covariance matrix is taken to be the sum of the covariance matrices described in

Sections 5.8.2, 5.8.4, and 5.8.3.

Mathematically, this may be written as:

Vstat =V un f olding
stat

where Vstat is the statistical covariance matrix of the data, and V un f olding
stat is the statistical covariance

due to unfolding that is determined using pseudo-experiments as described in Sec. 5.8.3 and

Vsyst =VBKG +Vbias +Vsumet +Vsmearing +Vtruth +Vf it +Vf itstat

where Vsyst is the systematic covariance matrix of the data, VQCD, VW/Z , and Vtt̄ are the covariance

matrices of background uncertainties, Vbias is the covariance matrix of the unfolding bias, and Vsumet ,

Vsmearing, Vtruth, Vf it , Vf itstat are the various response matrix covariance matrices.
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The efficiency correction step requires a division, which results in an amplification of the covariance

matrix. To simplify this calculation, as discussed, the covariance matrix for the efficiency correction is

assumed to be diagonal. The statistical covariance matrix is updated as follow:

V i, j
stat →

V i, j
stat

εiε j

where V i, j
stat is the i j-th entry of the data statistical covariance matrix and εi is the value of the effi-

ciency correction in the i-th bin. Similarly, the systematic covariance matrix is updated by:

V i, j
syst →

V i, j
syst

εiε j
+

(
σi

εi

)2(xi

εi

)2

where xi is the unfolded measurement (before efficiency correction) in the i-th bin, and σi is the

uncertainty on the i-th bin of the efficiency correction. The first term is the original covariance matrix

rescaled for the efficiency correction so that it stays in proportion with the central value. The second

term is the added covariance matrix for the contribution of the uncertainties on the efficiency correction.

It is diagonal because there are no correlations between the bins for the efficiency correction.

Following efficiency correction, the last step is normalization. Typically, scaling by a number simply

multiplies the covariance matrix by that number. However, in the case of normalization, the operation

itself introduces correlations between bins. For example, in a two binned histogram, fluctuations up in

the first bin result in smaller results for the second bin after normalization. To account for this effect, the

following normalization procedure is used in this analysis:

Consider a histogram with bins x1, . . . ,xn, and a covariance matrix V. The transformation x → y

transforms the covariance matrix by

V → AVAT (5.39)

where Ai j =
[

δyi
δx j

]
. Let N = ∑i xi be the total number of events and Ni = N − xi be the sum of events

not in the i-th bin. Then, the normalization transformation is

xi →
xi

Ni + xi

which yields

Aii =
Ni

N2
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Ai j =
−xi

N2 (i 6= j)

Both the final statistical and systematic covariance matrices are transformed according to equation

5.39 using the above values.

5.9 Results

Following event selection, described in Sections 5.3.1, the resulting pW
T distribution is background sub-

tracted using the background estimation described in Sections 5.4.1 and 5.4.2. The results of this are

shown in Figure 5.35 which is compared with reconstruction level PYTHIA signal Monte Carlo. The

associated uncertainties shown here are described in Section 5.8.2.
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Figure 5.35: W → eν sample after background subtraction compared with reconstruction level PYTHIA

signal Monte Carlo.

The observed spectrum is then unfolded using iterative Bayesian unfolding, described in section

5.6.4 using 3 iterations, and the channel combined data driven response matrix described in section 5.5.

The uncertainties were calculated according to the methods described in section 5.8. The results of the

unfolding, compared with the truth level distribution of events passing the event selection from PYTHIA
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Monte Carlo are shown in Figure 5.36. The associated statistical and systematic correlation matrices are

shown in Figure 5.37.
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Figure 5.36: W → eν sample after Bayesian unfolding compared with truth level PYTHIA signal Monte

Carlo from events passing event selection.

The unfolded spectrum is then corrected to the fiducial volume via a Monte Carlo based efficiency

correction described in Section 5.7. The results of this correction are shown in Figure 5.38 and is com-

pared with the truth level distribution of events in the PYTHIA signal Monte Carlo that fall within the

fiducial volume defined in Section 5.3.3. The statistical and systematic correlation matrices are shown in

Figure 5.39.

The final step is to normalize the distribution. This is done according to the procedure described

in Section 5.8.6. The results of the normalization are shown in Figure 5.40. The final statistical and

systematic correlation matrices are shown in Figure 5.41.
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(b) Systematic Correlation Matrix

Figure 5.37: Statistical and systematic correlation matrices following bayesian unfolding.
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Figure 5.38: W → eν sample after efficiency correction compared with truth level PYTHIA signal Monte

Carlo from events within the fiducial volume.
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Figure 5.39: Statistical and systematic correlation matrices following efficiency correction.
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Figure 5.40: W → eν sample after normalization compared with truth level PYTHIA signal Monte Carlo

from events within the fiducial volume.
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Figure 5.41: Statistical and systematic correlation matrices following normalization.
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5.10 Translation to alternate signal definitions

Measuring the pW
T from leptonic decay (into electron or muon), in its baseline form, the measurement

is corrected to the Born level lepton kinematics, and pW
T corresponds, in the unfolded measurement,

to the W boson propagator kinematics. The measured spectrum is a differential fiducial cross section,

normalized to unity.

We present here variations around these definitions, and how the measured spectrum is transformed

accordingly. In all cases, the analysis modifications are performed at the truth level, correcting to a

different reference signal, and lead to corrections factors which are illustrated below.

There are two categories of alternatives. The first category, described in Sections 5.10.1 and 5.10.2,

redefines the W boson transverse momentum from final state kinematics, which are affected by channel-

dependent QED corrections, rather than from the propagator. This has the advantage of expressing the

measurement in terms of physical quantities, rather than a virtual intermediate state. Its disadvantage

is that the Born level kinematics are universal, and allow to combine the electron and muon channel

measurements.

In the second category, we vary the definition of the phase space to which the differential cross section

is corrected. In the baseline analysis, the W signal is considered inclusively, and the fiducial phase space

is defined by pT (l) > 20 GeV, |η l| < 2.4, pT (ν) > 25GeV , and MT > 40 GeV. In the variations, we

study an alternate definition of the signal, defined by excluding the events that contain a hard, wide-

angle photon related to the hard vertex and treating this component as a background; we also study the

impact of correcting the cross section to the full leptonic phase space before normalizing the obtained

distribution.

5.10.1 pW
T from bare charged leptons

In this study, we unfold to the W boson transverse distribution computed from bare leptons (i.e. “after”

FSR radiation) :

pT (W ) = pT (lBorn)+ pT (νBorn) → pT (Wbare) = pT (lbare)+ pT (νbare)

Due to the electron-muon mass difference, the radiation pattern differs in both channels. As can be

seen from Figure 5.42, this definition results in a spectrum that differs from the baseline by up to 4%

in the electron channel, and up to 2% in the muon channel. The deviation is maximal and positive for
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pT (W ) 30 GeV, and negative in the low- and high-pT (W ) regions. This can be applied to each channel

separately, and results in distributions that are different by nature.
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Figure 5.42: pT (W )-dependent correction factors converting the baseline measurement into the W boson

transverse momentum distribution defined from bare leptons.

5.10.2 pT (W ) from dressed charged leptons

The W boson transverse distribution is now computed from dressed leptons, by which we mean that

any photons emitted from the hard vertex, and satisfying ∆R(γ, l)< 0.2, are added to the charged lepton

momentum:

pT (W ) = → pT (Wdressed) = pT (ldressed)+ pT (νbare)

This definition is closest to the experimental definition of pT (W ), described in Chapter 4. The cor-

rection factors are illustrated in Figure 5.43. In this case, the correction factors in electron and muon

channels agree within the statistical uncertainty of the simulated sample, so they can be applied to the

combined measurement.

5.10.3 Excluding Wγ events from the signal definition

In the baseline measurement, we correct to the truth-level fiducial volume defined in terms of Born

kinematics, so that all FSR photons are included in the lepton momentum. However, in the measured

pW
T , hard photons emitted at large angle are not recombined to the charged lepton, and contribute to the

reconstruction level pT (W ) distribution. Monte Carlo may then be used to correct for this effect, but this
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Figure 5.43: pT (W )-dependent correction factors converting the baseline measurement into the W boson

transverse momentum distribution defined from dressed charged leptons.

then relies on a proper QED model for this region. The present exercise evaluates the effect of excluding

from the signal definition any event satisfying, at the truth level:

pT (γ)> 10 GeV,∆R(γ, l)> 0.2

and perform the unfolding to the corresponding reference. Figure 5.44 shows the impact of this change,

as the ratio of measurement results as based on this alternate definition and the baseline measurement. Af-

ter normalization of the distribution, the impact on its shape is smaller than 0.1% for pT (W )< 100 GeV,

and elsewhere smaller than 0.3%. As in the previous section, the effect is identical in both channels, the

correction factors can be applied on the combined measurement.
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Figure 5.44: pT (W )-dependent correction factors converting the baseline measurement into the W boson

transverse momentum distribution defined by excluding events containing hard, large angle photons from

the signal definition.

5.10.4 Normalized differential 4π cross section

Finally, we present the impact on the measured shape of correcting, bin by bin in pW
T , to the total lepton

phase space instead of the fiducial cross section. The effect is large, up to 20% at pW
T ' 80 GeV. The

correction factors as a function of pW
T are shown in Figure 5.45.
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Figure 5.45: pT (W )-dependent correction factors converting the baseline measurement into the W boson

transverse momentum distribution defined from correcting, in each bin of pT (W ), to the total lepton

phase space.
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5.11 Summary

We have described a measurement of the true transverse momentum spectrum of W boson produced by
√

s = 7 TeV proton-proton collisions at the LHC with the ATLAS detector. The data used corresponds to

an integrated luminosity of 31.43 pb−1 . The work presented in this chapter was for W → eν channel (the

W → µν channel was only used to study and calibrate the hadronic recoil response). A similar analysis

using W → µν channel can be proceeded as described in [29]. Both measurements in individual channels

can be combined to get more statistic for the final result which will be presented in Chapter 6.

The pW
T was reconstructed as the hadronic recoil calculated by the hadronic recoil algorithm proposed

in Chapter 4. After expected backgrounds from Z → ee, W → τν , tt̄, and QCD multijet events were

subtracted, the resulting spectrum was unfolded using a Bayesian unfolding algorithm.

Unfolding requires the definition of a response matrix which relates the true to the reconstructed

pW
T for events passing all of the W selection. For this analysis, the response matrix was constructed by

parameterizing the bias and resolution of pW,reco
T with respect to pW,true

T as a function of ΣET and pW,true
T .

This parameterization of the response can then be fitted to the hadronic recoil observed in the Z data,

using dilepton transverse momentum p`
+`−

T measured from lepton pair as the true pZ
T . After corrections

for differences between Z and W kinematics, most notably the slight difference in the ΣET distributions,

these fits can be used to model the W response with minimal dependence on the detector simulation.

The unfolded spectrum is the pW,true
T spectrum of all events passing the event selection. Using sim-

ulated signal events to model the detector response, this was corrected back to the pW,true
T spectrum of

all events produced in the fiducial volume of the analysis, that is, all events produced with kinematic

features such that they are likely to be reconstructed and pass the event selection.

Uncertainties on the unfolded, corrected spectrum were calculated as covariance matrices to ac-

count for bin-to-bin correlations introduced by the unfolding. The statistical uncertainty on the unfolded

spectrum was evaluated through pseudo-experiments modeling the propagation through the unfolding

procedure of possible statistical fluctuations in the selected data sample. Systematic uncertainties were

evaluated for the the background normalization and shape, the modeling of the calorimeter response

through the response matrix, the bias introduced by the unfolding procedure itself, and uncertainties on

the efficiency correction.
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Chapter 6

Channel combination and comparisons to

theoretical predictions and pZ
T

measurement

The measurement of pW
T spectrum performed in electron channel as presented in Chapter 5 can be applied

similarly for muon channel. With the result obtained for muon channel as described in [29], we can

combine the results for electron and muon channels into a single result to have more statistic. The

resulting distribution combined is then compared to current Monte Carlo generators in order to test

the theoretical predictions for pW
T spectrum. In addition, the combined result is compared to the pZ

T

measurement in which the pZ
T is reconstructed as the transverse momentum of lepton pair in the final

state as described in [28].

In this chapter, we present firstly in Section 6.1 a procedure for channels combination. The combined

result in comparisons with theoretical predictions and pZ
T measurement are given in Section 6.2.

6.1 Combination procedure

The electron and muon results are combined at the level of the fiducial cross section. By defining a

common fiducial volume for the two channels, the cross sections may be corrected to this common

phase space, which allows the results to be combined. The uncertainties on the two channels are sorted

according to whether they are correlated between the two channels or not, and a joint covariance matrix

133



describing the uncertainty on both measurements is constructed. Using this covariance matrix, we define

a chisquared between the two measurements and a common underlying distribution. This chisquared

is minimized to find the best estimate of the common underlying distribution, which is the combined

measurement.

In this section, we first show the general pattern of the solution, and then turn to a detailed discussion

of the combination procedure.

6.1.1 χ2 definition and least squares solution

The χ2 to be minized is defined as:

χ2 = (X− X̄)TC−1(X− X̄) (6.1)

where X is the joint histogram of measured N-bin distributions in the electron and muon channels, i.e the

2N-sized vector X = {Xe
1 , ...,X

e
N ;X µ

1 , ...,X
µ
N }, X̄ = {X̄1, ..., X̄N ; X̄1, ..., X̄N} is the vector of averages to be

determined, and C−1 is the complete, 2N ×2N covariance matrix :

C =

 Ce Ceµ

Ceµ Cµ

 . (6.2)

The 2N ×2N matrix C is constructed from 4 blocks of N ×N matrices specified by channel-index. Two

diagonal blocks Ce and Cµ are the covariance matrices determining uncertainties in individual chan-

nels (electron and muon, respectively) in which all sources and calculations of uncertainty considered

are described in Section 5.9. Off-diagonal block Ceµ is the covariance matrix reflecting the sources of

uncertainty that correlate both channels.

The χ2 minimization and combined uncertainty calculation is performed in two ways: numerically,

using the program MINUIT [58], and analytically. The analytical solution, following the discussion in the

Statistics section of the PDG [72], is

X̄ = (HTC−1H)−1HTC−1X, (6.3)

where H is a 2N ×N matrix specifying the structure of the eqation system:
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H =



1 0
. . .

0 1

1 0
. . .

0 1


. (6.4)

Finally, the combined covariance matrix is:

C̄ = (HTC−1H)−1. (6.5)

Results presented in this chapter are derived using the analytical solution.

6.1.2 Construction of the two-channel covariance matrix

The full covariance matrix of equation (6.2) is constructed as follows. Each source of uncertainty is

categorized as being correlated or uncorrelated between the two channels, and correlated or uncorrelated

between bins. All of the uncertainties considered for this measurement are assigned to one of these four

categories in Table 6.1. For each source of uncertainty, a 2N×2N covariance matrix is constructed using

equation (6.2). Then the resulting set of 2N ×2N matrices is summed.

For a given source of uncertainty, the 2N × 2N covariance given in equation (6.2) is constructed

from 4 blocks of N ×N matrices in which two diagonal blocks Ce and Cµ , covariance matrices from

electron and muon measurements, respectively, are known (see Section 5.8). The only component which

needs to be determined is the off-diagonal block Ceµ , covariance matrix representing the uncertainty that

correlates between channels. As discussed in Section 5.8 of Chapter 5, the N ×N covariance matrices

for uncertainties that are not correlated between bins are diagonal, and those for uncertainties that are

correlated between bins contain off-diagonal elements. Thus, similarly, if the source is uncorrelated

between the channels, the off-diagonal blocks Ceµ have zero entries, and if the source is correlated

between the channels, the off-diagonal blocks Ceµ have nonzero entries. We therefore have two cases of

determining the joint covariant matrix corresponding to a given source of uncertainty.

If the source of uncertainty is uncorrelated between the channels, the 2N × 2N covariance matrix

contains only the diagonal blocks,
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C =

 Ce 0

0 Cµ

 . (6.6)

If the source of uncertainty is correlated between the channels, the diagonal blocks are still filled

by copying the covariance matrices from the individual channels. The off-diagonal blocks are not zero

and filled using the assumption that if the channels are correlated, they are 100% correlated. This is

a reasonable assumption since in this analysis, as mentioned in Section 5.8, the sources of uncertainty

that are correlated between the channels are the response matrix uncertainties and some of the back-

ground uncertainties, such as the luminosity and cross sections used to normalize the electroweak and

top backgrounds. If a particular uncertainty is 100% correlated between the channels, then the correla-

tions between bins, as represented by the correlation matrix for that uncertainty, is identical. This can be

seen, for example, in the correlation matrices for the fit parameterization uncertainty and the fit statistical

uncertainty shown in Figures 6.1 and 6.2 for the electron and muon channels respectively. Although

the correlation matrices are the same, the overall normalization of the two covariance matrices may be

different.
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Figure 6.1: Correlation matrix for the fit parameterization uncertainty (left) and the fit statistical uncer-

tainty (right) for the electron channel.

Therefore, to calculate the off-diagonal blocks of the joint 2N ×2N covariance matrix, we factorize

out the correlation matrix from the overall magnitude of the covariance. For example, for one covariance

matrix, one can write (as in equation (5.38)):

Vi j =
√

ViiVj j ×ρi j . (6.7)

For the ideal case where we in fact have identical correlation matrices for the two channels, we can then
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Figure 6.2: Correlation matrix for the fit parameterization uncertainty (left) and the fit statistical uncer-

tainty (right) for the muon channel.

just take the geometrical average of the magnitudes:

Ceµ
i j (ideal) =

√√
Ce

iiC
e
j j

√
Cµ

ii C
µ
j j ×ρi j . (6.8)

The geometrical average reduces to the expected answer in simple cases such as having 0 or 100%

correlation between bins. In reality, though, we don’t get completely identical correlation matrices for

the two channels. To smooth out differences between the channels in bins with small correlations and low

statistics, while preserving the important sign information about the correlations, we take the geometrical

average of the covariance matrices. The resulting formula is:

Ceµ
i j =

√√
Ce

iiC
e
j j

√
Cµ

ii C
µ
j j ×

1
2

(
ρe

i j +ρµ
i j

)
. (6.9)

Note also that the efficiency correction performed at the end of the analysis chain sculpts the covariance

matrices but does not modify the correlation matrices.

For the uncertainties on the electroweak and top backgrounds that are correlated between the bins

and the channels, to properly account for these correlations, the covariance matrices resulting from the

luminosity and scale (cross section) variations must each be held separate from each other and the other

variations, passed through unfolding separately, and combined only at the end. This differs from the

procedure described in Sec. 5.4 but should result in a consistent covariance matrix.
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Correlated among

bins channels both neither

Statistical (Unfolded)

QCD MJ Bkg Shape W /Z + top lumi scale

top Bkg Shape top Bkg Scale

W /Z Bkg Shape W /Z Bkg Scale

Unfolding Bias

Generator dependence Lepton resolution and scale

Fit Parameterization Fit Statistics

SumET reweighting

Efficiency Correction

Table 6.1: Categorization of uncertainties by correlation pattern.

6.2 Combined pW
T spectrum and comparisons to theoretical predictions

and pZ
T measurement

The common fiducial volume used for both electron and muon channel is described in Section 5.3.3 of

Chapter 5. The fiducial cross sections (dσ/d pW
T ) binned in pW,true

T for the electron and muon channels

are combined using the procedure described in Section 6.1. These inputs are compared in Figure 6.3

with a very good agreement evaluated by the ratio from them as shown in the bottom part of the figure.

The normalized, fiducial cross sections (1/σ)(dσ/d pW
T ) measured in individual channels, for different

definitions of lepton kinematics, are listed in Table 6.2.

The combined result of pW
T distribution presented here is normalized to the unity and the bin contents

are divided by the bin width. This result is then compared to theoretical predictions and measurement

of pZ
T reconstructed from lepton pair. Firstly, the combined, normalized pW

T distribution or fiducial cross

section, (1/σ )dσ/d pW
T , are compared with the prediction from RESBOS considered as a reference for

this measurement (see Figure 6.4).

In case all uncorrelated uncertainties are considered, the combined result corresponds to a minimal χ2

defined in equation (6.1) of χ2/ndo f = 9.56/13. When the correlations between the channels are taken

into account, as currently modeled, the combined result gives a minimum of χ2/ndo f = 12.33/13. Here,
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Figure 6.3: Electron and muon channel fiducial cross sections binned in pW,true
T . The top panel shows the

cross sections overlaid in log scale, and the bottom panel is the ratio between them.

in Figure 6.4, the error bars shown are the square roots of the diagonal elements of the total covariance

matrix and include both the statistical and the systematic uncertainties. Particularly, the contributions

of the various sources of uncertainty to the individual channel results, and to the combination result are

displayed in Figure 6.5. In the lower range of pW
T , below ∼ 50 GeV in electron channel and below ∼ 120

GeV in muon channel, the total uncertainty on individual channel measurements is between 5% and 8%

at each bin of the spectrum. The larger uncertainty on the electron measurement in the pW
T range between

50 and 150 GeV is due to the dominant of the uncertainty on the electron efficiency. The uncertainty on

both electron and muon measurements increase up to 17% at higher pW
T range, pW

T < 200 GeV. In the

combined measurement, the uncertainty is improved as expected. The total uncertainty on the combined

result is about 4% in the range of pW
T < 100 GeV. It increases slightly up to 10% with increasing pW

T

until 200 GeV. In all cases, the uncertainty increases dramatically at the last bin of the spectrum because

of the low statistic. The detail combined results in all bins of pW,true
T are listed in Table 6.3.

There has been, recently, two measurements of pW
T spectrum performed at Tevatron by CDF [6] and

D0 [5] collaborations. The results of these measurements with comparisons to theoretical predictions

are shown in Figure 6.6. The CDF result uses 2496 W → eν candidates selected from data corresponding

to 4.1 pb−1. The reconstructed pW
T spectrum is corrected back to the parameterized true pW

T distribution
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Figure 6.4: Normalized differential cross section obtained from the combined electron and muon mea-

surements, compared to the RESBOS prediction.

on a bin-by-bin basis. The D0 collaboration measured the pW
T spectrum using 7132 W → eν candidates

selected from data corresponding to 12.4 pb−1 of integrated luminosity. The reconstructed pW
T spectrum

was compared with the theoretical prediction which had been smeared by an empirical model of the

detector resolution and good agreement observed within the uncertainties. Both of these results are

limited by the number of candidate events used, and by the partial unfolding which does not take into

account bin-to-bin correlations.

Obviously, this pW
T spectrum measurement at LHC, with more statistic (about 100,000 events for each

channel) and fully correction accounting for bin-to-bin correlations using the data-driven response tuned

from Z events, is the first real measurement resulting in a better precision than two earlier measurements

at Tevatron. In addition, larger statistic allows us to extend the range of pW
T so that the measurement

becomes more robust in testing the QCD calculations at higher region of the spectrum.

In order to test QCD calculations for the pW
T spectrum produced at LHC as described in Chapter 2, we

compare the normalized differential cross section (1/σ)dσ/d pW
T obtained from the combination mea-

surement to theoretical predictions modeled by various event generators including PYTHIA, RESBOS,

SHERPA, ALPGEN + HERWIG, POWHEG + PYTHIA and MC@NLO. In addition, the combined result is

compared with perturbative QCD calculations from DYNNLO and MCFM. All these comparisons are

illustrated as the ratio of (1/σ)dσ/d pW
T from the predictions and measurement to RESBOS prediction
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shown in Figure 6.7.

Overall the pW
T spectrum, the predictions from PYTHIA, RESBOS, SHERPA and ALPGEN + HERWIG

describe the measurement within 20%, especially, PYTHIA and RESBOS tuned from the Tevatron provide

the best predictions for the LHC data. MC@NLO and POWHEG + PYTHIA, the NLO event generators

interfaced with parton shower algorithms, give a reasonable description of the data for pW
T < 38 GeV,

but both underestimate the data for pW
T > 38 GeV, with a deficit gradually increasing up to 40% at high

pW
T .

The pW
T distribution from the DYNNLO and MCFM predictions are similar at the same order of

O(αs) and O(α2
s ) which are, respectively, the leading order and next to leading order calculation for W

+ 1 parton production. These predictions do not include resummation effects so they are not expected

to predict the data well at low pW
T because of the diverging prediction for vanishing pW

T as discussed

in Chapter 2. Therefore, the lowest bin (pW
T < 8 GeV) is omitted from Figure 6.7. At higher range of

pW
T , the O(αs) order from these calculations underestimate the data about 30% at pW

T ∼ 23 GeV and

get closer to data with increasing pW
T . The O(αs) prediction from FEWZ is not shown in Figure 6.7

but is in agreement with those from DYNNLO and MCFM calculations at the same order. The O(α2
s )

predictions, which are wihtin 15% of data for the entire range of pW
T , describe better the data than those

at O(αs).

Finally, we compare the combined result to the measurement of (1/σ)dσ/d pZ
T described in [28]. The

combined measurement of (1/σ)dσ/d pZ
T , in comparisons with predictions from various Monte Carlo

generators is displayed in Figure 6.8. In the high pZ
T range, all predictions except for the MC@NLO are

in agreement with the measurement within uncertainties. In the low pZ
T range, FEWZ shows the largest

deviation from the data in particular below ∼ 20 GeV while PYTHIA and RESBOS still provide good

predictions for the measurement. This behavior of data/MC comparison in pZ
T spectrum measurement

is compatible with that in pW
T spectrum measurement. In particular, the ratio of data to the RESBOS

prediction from the two measurements overlaid in Figure 6.9 shows the similar trends, though, the pW
T

measurement with 10 times more statistic gives more reliable results in a better agreement with the

theoretical prediction at high pT range. This implies that W and Z productions differ from the generators

in the same way, describing the pW
T and pZ

T spectrum. This confirms that the QCD mechanisms are

universal between the two productions.
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pW
T Bin (1/σ)(dσ/pW

T. ) (GeV−1)

[GeV] W → eν uncert. (%) W → µν uncert. (%)

propag. dressed bare p stat. syst. propag. dressed bare p stat. syst.

0−8 5.60 5.55 5.42 10−2 0.4 2.8 5.44 5.39 5.35 10−2 0.4 2.6

8−23 2.50 2.52 2.56 10−2 0.4 2.9 2.52 2.54 2.55 10−2 0.3 2.6

23−38 6.66 6.76 6.96 10−3 0.9 4.7 6.96 7.06 7.11 10−3 0.8 4.7

38−55 2.46 2.46 2.46 10−3 1.3 4.8 2.55 2.55 2.55 10−3 1.3 4.0

55−75 9.39 9.35 9.19 10−4 2.0 7.4 1.04 1.04 1.03 10−3 2.0 3.9

75−95 3.75 3.73 3.64 10−4 3.4 9.5 4.40 4.37 4.34 10−4 3.3 4.1

95−120 1.82 1.80 1.75 10−4 4.1 10.8 1.92 1.90 1.88 10−4 4.4 4.9

120−145 9.56 9.49 9.19 10−5 6.0 10.1 7.35 7.29 7.21 10−5 7.5 6.4

145−175 3.57 3.54 3.43 10−5 7.9 10.4 3.99 3.96 3.91 10−5 11.0 5.8

175−210 1.59 1.58 1.52 10−5 10.0 8.9 1.88 1.86 1.84 10−5 14.7 7.4

210−300 4.71 4.67 4.49 10−6 12.2 15.5 4.68 4.66 4.55 10−6 17.9 13.1

Table 6.2: The normalized, differential cross section (1σ)(dσ/d pW
T ), measured in W → eν and W → µν

events, for different definitions of pW
T . The Born-level definition (“propag.”), the analysis baseline, ig-

nores the leptons and takes the W momentum from the propagator. The “dressed” and “bare” definitions

of pW
T are calculated using the momenta of the leptons from the W decay. In the “dressed” case, the

charged lepton momentum includes the momenta of photons radiated within a cone of ∆R = 0.2 centered

around the lepton. In the “bare” case, the charged lepton momentum after all QED radiation is used. The

factor p is the power of ten to be multiplied by each of the three cross section numbers for each channel.

It has been factorized out for legibility.
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(a) Electron Channel Measurement
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(b) Muon Channel Measurement
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(c) Combined Measurement

Figure 6.5: Fractional uncertainties on the normalized (1/σ)dσ/d pW
T results for the electron, muon, and

combined data, with the contributions from different categories shown.
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pW
T Bin (1/σ)(dσ/d pW

T ) ResponseMatrix Backgrounds Efficiency Statistical Total

[GeV] (GeV−1) uncert. (%) uncert. (%) uncert. (%) uncert. (%) uncert. (%)

0−8 5.510 ·10−2 1.91 0.26 0.76 0.22 2.48

8−23 2.512 ·10−2 1.69 0.28 0.87 0.24 2.42

23−38 6.766 ·10−3 3.20 0.57 1.28 0.57 4.31

38−55 2.523 ·10−3 2.34 0.65 1.44 0.84 3.78

55−75 1.025 ·10−3 1.78 0.74 1.74 1.19 4.09

75−95 4.263 ·10−4 1.61 1.15 2.13 1.91 4.94

95−120 1.896 ·10−4 1.98 1.94 2.67 2.68 5.99

120−145 7.985 ·10−5 2.84 3.30 3.16 4.78 7.91

145−175 3.710 ·10−5 1.98 2.66 3.66 5.72 9.31

175−210 1.692 ·10−5 2.00 3.72 3.84 7.75 10.56

210−300 4.803 ·10−6 2.69 7.81 4.26 9.28 14.40

Table 6.3: Measured pW
T using combined electron and muon data, with all uncertainties shown by source.

(a) CDF result [6] (b) D0 result [5]

Figure 6.6: Measurement of pW
T spectrum at Tevatron by CDF and D0 with comparisons to the theoretical

predictions.
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Figure 6.7: Ratios of combined measurement (using electron and muon decay modes) and various pre-

dictions to RESBOS for (1/σ)(dσ/d pW
T ): (a) theoretical predictions modeled by various Monte Carlo

generators; (b) perturbative QCD calculations at O(αs) and O(α2
s ) from DYNNLO and MCFM.

Figure 6.8: Combined measurement of pZ
T spectrum in electron and muon channels, with comparisons

to theoretical predictions modeled by various generators [28].
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Figure 6.9: The ratio of (1/σ)dσ/d pW
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BOS prediction, overlaid with the ratio of (1/σ)dσ/d pZ
T measured as described in [28] to the RESBOS
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Chapter 7

Conclusions

The differential cross section as a function of the transverse momentum of W bosons has been measured

for the range between 0 and 300 GeV in W → `ν events. The data used, with approximately 31 pb−1

integrated luminosity, was collected during 2010 run of the LHC at
√

s = 7 TeV of pp collisions, and

recorded by the ATLAS detector. This is the first complete measurement with taking into account the

bin-to-bin migrations, performing data-driven calibrations and improving uncertainties compared to the

previous measurements.

The measurement is compared to predictions modeled by different Monte Carlo event generators and

calculated from fix-order perturbative QCD by different programs. The predictions from event generators

such as ALPGEN + HERWIG, PYTHIA, RESBOS, and SHERPA match the data within 20% over the entire

pW
T range. For the next to leading order generators interfaced with parton shower algorithms, MC@NLO

provides the closest description of the data for pW
T < 38 GeV, but MC@NLO and POWHEG + PYTHIA

both underestimate the data at higher pW
T . Fixed-order perturbative QCD predictions from the DYNNLO

and MCFM programs agree very well with each other. They predict fewer events at high pW
T at O(αs)

but the agreement with the measured distribution is significantly improved by the O(α2
s ) calculations.

In spite of using a very different technique from the measurement of the differential cross section

as a function of pZ
T , this measurement displays similar behaviors in comparisons with predictions. This

provides the first confirmation for the expected university of strong interaction effects between W and Z

productions. Also, this gives additional confidence in the measurement.

With the data-driven calibrations performed in this measurement, the dominant uncertainty sources

can be constrained with more data. For example, with the data available from the 2011 run now in
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progress of the LHC, future measurements should not only be improved statistical and systematic un-

certainties but also be able to measure the pW
T spectrum to at least double the current range in pW

T . In

addition, it should also be possible to measure the ratios of the W to Z and W+ to W− differential cross

sections as functions of the boson pT, which will further test the predictions of QCD.
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Appendix A

Response Gaussian Fits
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Figure A.1: Gaussian fits of (preco
‖ − ptrue

‖ ) slice in bins of ΣET in Z data and Z Monte Carlo.

150



Perp recoil(reco  truth) [GeV]

60 40 20 0 20 40 60
0

2

4

6

8

10

12

14

16

18

20

22

Bin 1 in SumEt

 = 3.0 GeVσData Zee, 

 = 2.2 GeVσMC Zee, 

Bin 1 in SumEt

Perp recoil(reco  truth) [GeV]

60 40 20 0 20 40 60
0

10

20

30

40

50

Bin 2 in SumEt

 = 3.7 GeVσData Zee, 

 = 3.2 GeVσMC Zee, 

Bin 2 in SumEt

Perp recoil(reco  truth) [GeV]

60 40 20 0 20 40 60
0

10

20

30

40

50

Bin 3 in SumEt

 = 4.0 GeVσData Zee, 

 = 3.9 GeVσMC Zee, 

Bin 3 in SumEt

Perp recoil(reco  truth) [GeV]

60 40 20 0 20 40 60
0

10

20

30

40

50

Bin 4 in SumEt

 = 4.8 GeVσData Zee, 

 = 4.4 GeVσMC Zee, 

Bin 4 in SumEt

Perp recoil(reco  truth) [GeV]

60 40 20 0 20 40 60
0

5

10

15

20

25

30

35

Bin 5 in SumEt

 = 5.0 GeVσData Zee, 

 = 4.8 GeVσMC Zee, 

Bin 5 in SumEt

Perp recoil(reco  truth) [GeV]

60 40 20 0 20 40 60
0

10

20

30

40

50

Bin 6 in SumEt

 = 5.5 GeVσData Zee, 

 = 5.2 GeVσMC Zee, 

Bin 6 in SumEt

Perp recoil(reco  truth) [GeV]

60 40 20 0 20 40 60
0

5

10

15

20

25

30

Bin 7 in SumEt

 = 5.4 GeVσData Zee, 

 = 5.4 GeVσMC Zee, 

Bin 7 in SumEt

Perp recoil(reco  truth) [GeV]

60 40 20 0 20 40 60
0

5

10

15

20

25

30

Bin 8 in SumEt

 = 5.7 GeVσData Zee, 

 = 5.7 GeVσMC Zee, 

Bin 8 in SumEt

Perp recoil(reco  truth) [GeV]

60 40 20 0 20 40 60
0

5

10

15

20

25

Bin 9 in SumEt

 = 5.5 GeVσData Zee, 

 = 5.8 GeVσMC Zee, 

Bin 9 in SumEt

Perp recoil(reco  truth) [GeV]

60 40 20 0 20 40 60
0

2

4

6

8

10

12

14

16

18

20

22

Bin 10 in SumEt

 = 6.3 GeVσData Zee, 

 = 6.1 GeVσMC Zee, 

Bin 10 in SumEt

Perp recoil(reco  truth) [GeV]

60 40 20 0 20 40 60
0

2

4

6

8

10

12

14

16

18

20

22

24

Bin 11 in SumEt

 = 6.1 GeVσData Zee, 

 = 6.3 GeVσMC Zee, 

Bin 11 in SumEt

Perp recoil(reco  truth) [GeV]

60 40 20 0 20 40 60
0

5

10

15

20

25

Bin 12 in SumEt

 = 6.7 GeVσData Zee, 

 = 6.5 GeVσMC Zee, 

Bin 12 in SumEt

Perp recoil(reco  truth) [GeV]

60 40 20 0 20 40 60
0

5

10

15

20

25

30

35

40

Bin 13 in SumEt

 = 6.9 GeVσData Zee, 

 = 6.7 GeVσMC Zee, 

Bin 13 in SumEt

Perp recoil(reco  truth) [GeV]

60 40 20 0 20 40 60
0

5

10

15

20

25

Bin 14 in SumEt

 = 7.3 GeVσData Zee, 

 = 7.0 GeVσMC Zee, 

Bin 14 in SumEt

Perp recoil(reco  truth) [GeV]

60 40 20 0 20 40 60
0

5

10

15

20

25

Bin 15 in SumEt

 = 7.5 GeVσData Zee, 

 = 7.1 GeVσMC Zee, 

Bin 15 in SumEt

Perp recoil(reco  truth) [GeV]

60 40 20 0 20 40 60
0

5

10

15

20

25

30

35

Bin 16 in SumEt

 = 6.9 GeVσData Zee, 

 = 7.4 GeVσMC Zee, 

Bin 16 in SumEt

Perp recoil(reco  truth) [GeV]

60 40 20 0 20 40 60
0

2

4

6

8

10

12

14

16

18

20

22

Bin 17 in SumEt

 = 7.9 GeVσData Zee, 

 = 7.7 GeVσMC Zee, 

Bin 17 in SumEt

Perp recoil(reco  truth) [GeV]

60 40 20 0 20 40 60
0

2

4

6

8

10

12

14

16

18

20

22

24

Bin 18 in SumEt

 = 7.9 GeVσData Zee, 

 = 8.0 GeVσMC Zee, 

Bin 18 in SumEt

Perp recoil(reco  truth) [GeV]

60 40 20 0 20 40 60
0

2

4

6

8

10

12

14

16

Bin 19 in SumEt

 = 8.9 GeVσData Zee, 

 = 8.3 GeVσMC Zee, 

Bin 19 in SumEt

Perp recoil(reco  truth) [GeV]

60 40 20 0 20 40 60
0

2

4

6

8

10

12

14

16

Bin 20 in SumEt

 = 8.8 GeVσData Zee, 

 = 8.4 GeVσMC Zee, 

Bin 20 in SumEt

Perp recoil(reco  truth) [GeV]

60 40 20 0 20 40 60
0

2

4

6

8

10

12

Bin 21 in SumEt

 = 8.6 GeVσData Zee, 

 = 8.7 GeVσMC Zee, 

Bin 21 in SumEt

Perp recoil(reco  truth) [GeV]

60 40 20 0 20 40 60
0

2

4

6

8

10

12

14

Bin 22 in SumEt

 = 10.2 GeVσData Zee, 

 = 9.2 GeVσMC Zee, 

Bin 22 in SumEt

Perp recoil(reco  truth) [GeV]

60 40 20 0 20 40 60
0

2

4

6

8

10

12

14

Bin 23 in SumEt

 = 9.7 GeVσData Zee, 

 = 9.3 GeVσMC Zee, 

Bin 23 in SumEt

Perp recoil(reco  truth) [GeV]

60 40 20 0 20 40 60
0

2

4

6

8

10

Bin 24 in SumEt

 = 14.0 GeVσData Zee, 

 = 9.8 GeVσMC Zee, 

Bin 24 in SumEt

Figure A.2: Gaussian fits of (preco
⊥ − ptrue

⊥ ) slice in bins of ΣET in Z data and Z Monte Carlo.
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