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3
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Chapter 1

Introduction

This first chapter will be aimed at providing necessary notions about nuclear re-
actors, nuclear waste production, and nuclear reactions that are needed to under-
stand the motivation for this work. More specifically, the case of 241Am will be
detailed, with its impact on the radio-toxicity of the spent fuel, together with the
current status of the nuclear data on this isotope.

1.1 Nuclear technology and radioactive waste

1.1.1 History of nuclear technology

The discovery of the neutron

After the discovery of the atomic nucleus in 1910 by Ernest Rutherford [1], the
fundamental particles used to describe matter are essentially the electron, the
proton, and the α particle, which has no known structure at this time. Therefore
the structure of, say, 13C is three α particles plus a proton and an electron. Nuclear
physicists have worked with this picture of the nucleus until 1932, when James
Chadwick, starting with earlier observations made by Irene Joliot-Curie, assumes
the existence of an unknown particle emitted when α particles collide 9Be or 10B
[2]. Using a rigorous analysis of the data, he must conclude that this new particle
has to be neutral, and possess a mass similar to the one of the proton. He calls it
the neutron, and gets the Nobel prize in 1935. Right after this striking discovery,
many nuclear physics groups in the world start to bombard every available nucleus
with neutrons. In 1936, the first neutron resonances are observed [3], and in 1938,
nuclear fission is discovered by the joint work of Otto Hahn, Lise Meitner, Fritz
Strassmann and Otto Frisch [4, 5].
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The Manhattan project

Shortly after, in early August 1939, as Germany prepares the invasion of Poland,
Albert Einstein addresses a letter to the United States president Franklin D. Roo-
sevelt [6] to inform him ”that it may become possible to set up a nuclear chain
reaction in a large mass of uranium, by which vast amounts of power and large
quantities of new radium-like elements would be generated”, and ”that extremely
powerful bombs of a new type may thus be constructed”. Einstein’s recommen-
dations include ”securing a supply of uranium ore for the United States” and ”to
speed up the experimental work” because ”in Berlin [...] some of the American
work on uranium is now being repeated”. Following these recommendations, the
Manhattan project starts in 1942, with the primary objective of building a nu-
clear bomb using a diverging fission chain reaction. One of the designs for the first
nuclear bombs was based on the use of 239Pu, which can only be significantly accu-
mulated by neutron irradiation of 238U. To that end, the very first nuclear reactor,
the Chicago Pile-1, was built in Chicago under the supervision of Enrico Fermi [7],
and sustained the first nuclear fission chain reaction on December, 2nd, 1942. On
July, 16th, 1945, the first nuclear device exploded on the Trinity site [8], in New
Mexico, using the plutonium accumulated by Chicago Pile-1. On August, 6th and
9th, 1945, the United States dropped nuclear bombs on the cities of Hiroshima
and Nagasaki.

The birth of nuclear power plants

The first nuclear reactor to provide electricity for a power grid was started in
1954 in Obninsk, USSR [9]. Also, the first commercial power plant was started
in Windscale, England, in 1956 [10]. Although the economic situation before the
1970s’ made nuclear power unattractive and its development slow, the oil crisis
of 1973 renewed the interest of Japan and western countries in nuclear energy,
despite the growth of popular anti-nuclear movements [11].

1.1.2 Functioning of nuclear reactors
Sustaining the fission chain reaction

Nuclear fission occurs in heavy nuclei when the Coulomb repulsion between pro-
tons is larger than the binding energy provided by the strong force. The result is
a split of the initial nucleus into two fragments (see figure 1.1), each carrying a
significant amount of energy (in the form of kinetic and internal excitation). In
the case of a nuclear reactor, the required energy to go above the so-called po-
tential fission barrier is brought by an external neutron, which brings his binding
and kinetic energies when it is absorbed by the nucleus. For example, the binding
energy of a neutron in 236U (which is the compound nucleus 235U+n) is 6.545 MeV,
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and fission can be induced on 235U using thermal neutrons, i.e. neutrons having
the kinetic energy of thermal equilibrium, which is 25.3 meV at 300 K.

Figure 1.1: A typical example of fission of 235U[12].

Not all heavy nuclei can undergo fission with thermal neutrons, typically the ac-
tinides with an odd number of neutrons (like 235U with 92 protons and 143 neu-
trons) are called fissile isotopes, meaning that the absorption of a thermal neutron
will trigger a fission reaction with a large probability. Other heavy nuclei can un-
dergo fission as well, but the missing energy to overcome the fission barrier must be
brought in the form of kinetic energy in the collision. One of the major character-
istics of the fission reaction is that it usually emits several neutrons (2.4 neutrons
on average in the case of 235U), which can in turn induce fission reactions, thus
opening the possibility of a self-sustaining process. In the case of a reactor func-
tioning with fissile 235U, two crucial conditions have to be met. First, the neutrons
emitted during fission must change their kinetic energy from typically 2 MeV when
emitted to the thermal equilibrium, in order to maximize the probability of induc-
ing another fission. Second, one fission reaction must trigger only one subsequent
fission. This reproduction factor is usually labeled k, and is the number of fission
reactions induced by one initial fission reaction. If k is greater than one, the chain
reaction will exponentially diverge, leading to the rapid accumulation of heat, and
possibly melting of the reactor core. If k is lower than one, however, the chain
reaction will exponentially stop. This points out the need of keeping the value of k
oscillating around one for the reactor to function. In a typical Pressurized Water
Reactor (PWR), the neutron moderation, i.e. slowing down from about 2 MeV
to thermal energy is ensured by the presence of pressurized water around the fuel
rods. Elastic scattering reactions slowly get the neutrons to thermal equilibrium,
and an adjustable concentration of 10B in the water helps controlling the neutron
density, hence the value of k. Indeed 10B has a very large neutron capture cross
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section (related to the reaction probability, see section 2.1.1 for a rigorous defi-
nition of a reaction cross section), thus increasing the boron concentration in the
water moderator can help decrease the neutron density in the reactor, and stop
the chain reaction if necessary.
Also, it is necessary to have a negative temperature coefficient of reactivity. The
reactivity ρ of a reactor is defined by:

ρ = k − 1
k

(1.1)

and the temperature coefficient of reactivity α is the derivative of ρ with respect
to temperature:

α = ∂ρ

∂T
(1.2)

If α is positive, an increase in temperature, caused by an increase of the fission
rate, will induce an increase in reactivity (hence an increase of k and the fission
rate). This is not a safe functioning condition, since it favors the divergence of
the reactor. Current reactors are designed to compulsory have a clearly negative
α coefficient.
One very important final aspect of neutron kinetics in a reactor is the presence of
delayed neutrons. They are neutrons emitted a very long time (typically seconds
or minutes) after the fission has occurred, because they follow a β− decay of one
of the fission fragments. Although they account for about only 0.7% of the total
number of neutrons in a typical PWR reactor, their time of emission is so large
that it increases the average time of neutron emission, and thus slows down the
increase of k.

From nuclear fission to electricity

The energy available in a nuclear reactor comes from the fission’s so-called Q-value,
which is the difference in energy between the initial state (235U+n) and the final
state (the fission fragments). The Q-value of 235U fission is about 200 MeV, and
the majority of this energy is carried by the kinetic energy of the fission fragments.
These very energetic nuclei will brutally slow down in the surrounding materials
(the fuel rods), and this fast deceleration will induce an increase in temperature.
In PWR reactors, the water moderator also acts as a coolant. This primary water
circuit transports the heat into a steam generator connected to a secondary water
circuit. The steam then feeds a turbine that will convert the mechanical energy
of the rotating turbine into electrical energy via magnetic induction. Figure 1.2
shows a schematic view of a PWR reactor.

14



Figure 1.2: A schematic view of a PWR reactor[13].

1.1.3 Nuclear reactions and the production of waste
In a nuclear reactor, neutron induced fission on 235U is not the only nuclear reaction
occurring. Four nuclear reactions can be associated with waste production: elastic
and inelastic scattering, radiative capture, and fission. Elastic scattering will be
detailed from a theoretical perspective in section 2.1.1, but for now let us view
it as neutrons bouncing off the very hard core of the atomic nuclei. During the
process, some kinetic energy can be exchanged, and this is how neutron moderation
works, especially on the protons of the pressurized water, because the energy loss
is maximal when scattering on protons. When the relative kinetic energy of the
pair is large enough, the target nucleus can also exit the collision in an excited
state, this is called inelastic scattering. Also, neutrons can be absorbed by nuclei,
which will in turn emit γ radiation to get rid of the excitation energy brought by
the binding of the neutron. This process, labeled (n,γ), is called radiative capture,
and can happen on any nucleus.
When radiative capture occurs on a structural material, it generates neutron rich
isotopes which are usually unstable, and undergo β− decays:

n→ p+ e− + ν̄e (1.3)

This process is called activation, and is responsible of the creation of radioactive
waste in materials composing the reactor. Also, radiative capture can occur on
uranium isotopes, especially on 238U which represents about 96% of the fuel content
in a PWR reactor. As 238U does not have as large a fission cross section as 235U,
neutron capture on 238U will often give birth to heavier isotopes of Np, Pu, Am
and Cm, by subsequent neutron captures and β− decays. These nuclei (together
with the uranium isotopes), belonging to the actinides, are categorized between
major actinides, composed of U and Pu isotopes, and minor actinides, composed
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of all other isotopes. Actinides are unstable and usually undergo α decay (the
emission of 4

2He) as a first step to reach stability. This means that their life time
is in general much larger than β− isotopes. Indeed actinides tend to dominate the
radio-toxicity of the spent fuel in the long term (see section 1.2 for more details).
Finally, the fission fragments of 235U are usually very neutron rich, and thus have
to undergo many β− decays to reach stability. Fission can also occur on fissile
actinides, such as 239Pu. This is the final source of production of radioactive
waste. In the end one can categorize the radioactive waste produced by a reactor
in the following way:

• Activated structural materials produced by radiative capture.

• Major and minor actinides produced by radiative capture mostly on 238U.

• Fission products mostly produced by 235U(n,f) and 239Pu(n,f).

The following sections will specifically address the issue of waste in the spent fuel,
namely fission products and actinides.

1.2 The impact of actinides and 241Am in the
spent fuel

The spent fuel of a Pressurized Water Reactor (PWR) using MOX fuel with 8.2%
content of Pu, after a burn-up of 43500 MW.d/t and four years of cooling has a
0.6% mass content of minor actinides, among which 50% of 241Am [14]. Am and
Np isotopes are responsible for the totality of the radio-toxicity for times greater
than 105 years [15]. For example, 241Am has a half-life of 432 years, 243Am a
half-life of 7370 years, and 237Np a half-life of 2.14×106 years. Also, the search for
a constant increase of fuel burn-up inevitably leads to the accumulation of more
minor actinides.
To this day, two main types of fuel cycles are being used. The first, called ”open”,
for example used by the United States, is technically not a cycle, since the spent
fuel is left unprocessed and stored in open-air conditions. This method reduces the
proliferation issues, since no separation of fissile isotopes is being done. However
from an actual waste management perspective, the closed fuel cycle, for example
used in France, performs chemical separation of uranium and plutonium isotopes
from the rest of the spent fuel. These major actinides are reprocessed into a Mixed
Oxyde (MOX) fuel which is re-injected into fresh fuel rods. Concerning the rest
of the spent fuel, iodine, technetium and cesium can be chemically separated as
well. The retrieved radioactive 129I content is then released in the sea, where
it is expected that the effect in average radio-toxicity will be minimal. The re-
maining fission products and minor actinides are nowadays vitrified and stored
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underground.
Nevertheless, transmutation or incineration of actinides is still an open possibility,
for example thermal neutron transmutation of 241Am, through the path described
in figure 1.3 [16, 17]. In this example, 242mAm, 239Pu and 245Cm are long-lived
fissile isotopes, and are eventually gotten rid of through thermal neutron induced
fission.

241
Am

242
Am

242m
Am

242
Cm

242
Pu

243
Pu

243
Am

244
Am

238
Pu

239
Pu

244
Cm

245
Cm

n,γ β
-

α EC

90%

10%

83%

17%

Figure 1.3: The transmutation path of 241Am under thermal neutron irradiation.

1.3 Nuclear data on 241Am

1.3.1 Cross sections and resonances
The interaction of a neutron in a material medium is a probabilistic process, be-
cause the uncertainty principle of quantum mechanics prevents one to think of the
neutron as a particle moving towards particle-like nuclei. Section 2.1.1 gives a rig-
orous definition of a reaction cross section in terms of the system’s wave function.
However one can intuitively define a cross section by assuming the probability of
reaction between positions x and x+ dx is proportional to dx (with a constant λ).
Thus, the probability of survival of a neutron after travelling a distance x+dx can
be written as the product of the probability of survival after x and the probability
of no reaction between x and x+ dx:

P (x+ dx) = P (x)× (1− λdx) (1.4)
dP

dx
= −λP (x) (1.5)

P (x) = e−λx (1.6)

assuming P (0) = 1. Then one can safely assume that the constant λ is proportional
to the target nucleus density N (in m−3).

λ = N × σ (1.7)
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with σ being homogeneous to a surface. It is called the reaction cross section. It
includes all nuclear properties of the neutron-nucleus pair. In reactor physics, λ is
usually called the ”macroscopic” cross section, and labeled Σ.
In 1936, the first observations of neutron cross sections showed large fluctuations
with neutron kinetic energy [3]. Those peaks, called resonances, were interpreted as
the presence of nuclear eigenstates. Indeed it is easily conceivable that the reaction
probability between a neutron and a nucleus will be maximal if the available energy
is close to the excitation energy of an eigenstate of the compound nucleus (see
sections 2.3 and 2.2 for theoretical interpretations of resonant spectra). Figure 1.4
shows a typical resonant cross section of 238U(n,γ).

Figure 1.4: The 238U(n,γ) cross section at 300 K in the ENDF-B/VII.1 evaluation
[18].

.

The first part of the cross section shows distinct resonances, and is called the
Resolved Resonance Region (RRR), whereas the high energy part cannot resolve
individual levels in the spectrum and is an average cross section. It is called the
Unresolved Resonance Region (URR). Experimental work regarding nuclear data
is aimed at evaluating resonance parameters in the RRR, together with estimating
the average cross section when the experimental resolution (together with the
natural broadening of states with energy) marks the stop of the RRR.
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1.3.2 Past experiments and status of evaluations
This work, as a part of the EC-FP7 ANDES project [19], is concerned with the
(n,γ) reaction on 241Am, which is on the High Priority List of the Nuclear Energy
Agency [20, 21]. Current available experimental data on 241Am neutron cross sec-
tion include activation and pile oscillation measurements to retrieve the thermal
capture cross section, and time-of-flight experiments which allow resonance anal-
ysis. The only measurement of the thermal cross section using pile oscillation was
performed by Pomerance et al. in 1955 [22]. A rather large amount of data ob-
tained by activation technique exists (one can cite the work of Bak [23], Dovbenko
[24], Harbour [25], Gavrilov [26], Adamchuk [27], Belanova [28], Wisshak [29], Shi-
nohara [30], Maidana [31], Fioni [16], Nakamura [32], Bringer [33]. Finally, Belgya
[34] and Genreith [35] performed measurements using prompt gamma activation
analysis, see figure 5.5). It should be noted that the activation technique requires
the use of the Wescott convention, which assumes a shape for the neutron flux and
energy dependence of the cross section. The presence of large resonances at very
low energy in 241Am complicates this analysis step, and corrections are needed.
This partly explains the difficulties and discrepancies in the past measurements.
Concerning time of flight measurements, the two most recent measurements are
the ones of Jandel et al.[36] and Lampoudis et al.[37]. The work of Jandel was
performed in Los Alamos National Laboratory, using the 4π calorimeter of BaF2
crystals DANCE. The cross section was measured using a target containing 219 µg
of 241Am at a 20.2 m distance from the neutron source. The analysis was performed
from 0.02 eV to 320 keV, and included resolved resonance shape analysis from 0.02
eV to 12 eV. The work of Lampoudis was performed at the GELINA facility in
Geel, Belgium. It used a 325 mg 241Am content and included both transmission
and capture measurements. The transmission measurement was performed at a
flight path of 26.45 m and the capture experiment used two C6D6 detectors with
a flight path of 12.5 m. The analysis was performed up to 110 eV, with resonance
shape analysis. There also exists a set of transmission data from Derrien and Lucas
[38], and Kalebin et al. [39]. Concerning evaluations, ENDF/B-VII.1 [18] adopted
the resonance parameters evaluated by JENDL-4.0 [40], which took into account
the work of Jandel et al.[36], whereas the parameters of JEFF-3.1.2 [41] are based
on capture data from [42, 43]. Figure 1.5 and table 1.1 show the discrepancies be-
tween JEFF-3.1.2 [41] and ENDF/B-VII.1 [18], together with other time of flight
experimental data, at low neutron energies.

19



Energy (eV)
0.2 0.4 0.6 0.8 1 1.2 1.4

C
ro

ss
 s

ec
tio

n 
(b

ar
n)

0

1000

2000

3000

4000

5000

6000
JEFF-3.1.2
JENDL-4.0
Jandel
Derrien
Lampoudis
Weston
Kalebin

Figure 1.5: The 241Am(n,γ) cross section at 300 K in the most recent evaluations
and experiments.

Table 1.1: The first three resonances’ parameters in previous works and evalua-
tions.

En=0.306 eV En=0.573 eV En=1.271 eV
Author gΓn Γγ gΓn Γγ gΓn Γγ

(meV) (meV) (meV) (meV) (meV) (meV)
Weston [43] 0.027 46.9 0.047 47.3 0.157 49.2
Kalebin [39] 0.0275 45 0.0464 43 0.165 41
Derrien [38] - - - - 0.161 46.5
Jandel [36] 0.0311 44.4 0.501 43.3 0.173 45.3

Lampoudis [44] 0.0373 41.55 0.0458 42.11 0.218 41.68
JEFF-3.1.2 [41] 0.0356 43.52 0.055 40.67 0.169 48.44
JENDL-4.0 [40] 0.0329 44.4 0.0558 43.3 0.190 45.3
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Chapter 2

Theoretical aspects

In this chapter will be reviewed the fundamental knowledge related to neutron
physics, useful nuclear reaction formalisms and statistical characteristics of the
compound nucleus. The first sections will detail the concepts of potential scattering
and compound nucleus formation (resonant scattering). Then nuclear reaction
models will be detailed, namely continuum coupling and the R-matrix formalism.
Finally, some interesting and useful statistical properties of the compound nucleus
will be detailed in section 2.4.

2.1 Resonant or non resonant reactions

Nuclear reactions are usually classified into two major groups, the compound nu-
cleus reactions and the direct reactions. The direct reactions are generally at
higher energies than what concerns this work, and include for instance transfer,
knock-out reactions or inelastic scattering. The main conceptual difference from
a physical point of view is the duration of the interaction. In resonant reactions,
the typical times for decay channels to open are much larger than the average
nuclear interaction times (e.g. one pion exchange with pion mass ≈ 140 MeV:
τ ≈ h̄

Γ ≈5×10−24 s.) This means that from a nuclear point of view, a compound
nuclear state has a very long life time. At low neutron energies (En ≤1 MeV), the
only reaction that doesn’t involve compound nucleus formation is potential scat-
tering. The interaction time is basically the time needed for the incoming neutron
to go past the target nucleus. At 1 eV, with a nucleus of size 1 fm, this time is
about τ ≈7×10−20 s. As will be seen in section 2.1.2, this is still much shorter
than the typical life time of a resonant state. The following subsections will give
the basis of potential scattering formalism (this will be needed in the R-matrix
section) and compound nuclear models, leading to the Breit-Wigner formula for a
single isolated resonance.
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2.1.1 Potential scattering
This subsection assumes the scattering of spinless particles. For the basics of
the quantum formalism or further details, the reader is referred to the standard
textbook by Messiah [45], and the nuclear reaction manual by Satchler [46] among
many others. First, the wave function of a system composed of two partners (like
a neutron and a nucleus) can be expressed as a product of four parts:

Ψ = η(~R)× χ(~r)× ε1(q1)× ε2(q2) (2.1)

where η(~R) stands for the centroid motion of the system at position ~R, χ(~r) stands
for the relative motion in the center of mass of the two bodies with ~r = ~r1 − ~r2,
and εi(qi) is the internal wave function of body i with internal coordinates qi. The
centroid can be ignored if assumed at rest, and the internal wave functions will
not be explicitly mentionned if not precised otherwise. Only the relative motion
will be of importance during the majority of the chapter.

Scattering in a spherically symmetric potential

We consider two colliding partners or reduced mass µ (they can be particles, atoms,
nuclei, or anything that needs to be described as a quantum body) under the
action of a spherically symmetric potential. Under this condition, it is especially
interesting to try and solve the Schrödinger equation for a spherical wave, because
it will satisfy the same symmetry as the potential. The most convenient choice
is the spherical harmonics, since they form a basis of the Hilbert space, so it will
always be possible a posteriori to expand any wave function in terms of spherical
waves (this is a partial wave expansion). By construction, the spherical harmonics
Y m
l are eigen vectors of the angular momentum operator L̂. Hence:

L̂Y m
l = mY m

l (2.2)
L̂2Y m

l = l(l + 1)Y m
l (2.3)

In the situation where the potential only depends on the spherical variable r, the
wave function of the relative motion of the system Φl can be separated:

Φl(r, θ, φ) = Rl(r)Y m
l (θ, φ) (2.4)

With this representation, the wave function Φl carries l units of angular momen-
tum, with projection m along the quantization axis. If one writes the Schrödinger
equation in spherical coordinates for the wave function Φl(r, θ, φ), the angular
components vanish, and it is possible to derive the radial Schrödinger equation
satisfied by the radial wave function u(r) = r ×R(r):

− h̄
2

2µ

(
d2u(r)
dr2 − l(l + 1)

r2 ul(r)
)

+ V (r)ul(r) = Eul(r) (2.5)
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Figure 2.1: Radial wave functions for V=0 from l=0 to l=3, and E=1 MeV.

Equation 2.5 is a Schrödinger equation with a modified potential Veff (r) = V (r)+
h̄2

2µ
l(l+1)
r2 . The second term in the potential is called the centrifugal barrier potential.

It merely expresses the fact that a large orbital momentum will generate centrifugal
force and therefore a repulsion between the two partners of the collision. This is
the main argument why the reaction probability with a large angular momentum
(practically l ≥ 1) at low neutron energy is reduced.
For the following it is rather convenient to define k =

√
2µE
h̄2 . In the very important

case of V(r)=0, the solutions for ul(r) are:

ul(r) = ρjl(ρ) (2.6)

with ρ = kr and jl being the spherical Bessel function of order l (table 2.1).

Spherical Bessel functions
l jl(ρ)
0 sin(ρ)/ρ
1 sin(ρ)

ρ2 − cos(ρ)
ρ

2
(

3
ρ2 − 1

)
sin(ρ)
ρ
− 3cos(ρ)

ρ2

3
(

15
ρ3 − 6

ρ

)
sin(ρ)
ρ
−
(

15
ρ2 − 1

)
cos(ρ)
ρ

Table 2.1: Spherical Bessel functions.

For solving a practical problem, however, V is not zero in the whole range. The
potential used to model the nuclear force has to be short ranged, with a smooth
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Figure 2.2: The Woods-Saxon potential V0=-40 MeV and a=0.5.

transition between a flat deep well and a quickly vanishing part after a certain
radius r0. One very commonly used parametrization is the Woods-Saxon potential:

V (r) = V0

1 + exp( r−r0
a

) (2.7)

with a being the diffuseness of the potential, and V0 the depth. For a typical
nucleus, V0 = −40 MeV and a=0.5.
There is no analytical solution for equation 2.5 with a Woods-Saxon potential, but
one can solve the problem numerically, see figure 2.3. For this calculation, the
reduced nuclear mass was A=24, and r0=1.2×A1/3 fm.

From the wave function to the cross section

On the other hand, the scattering process can be represented at large distances by
an incoming plane wave and a scattered spherical wave.

Ψ(~r)→ ei
~k~r + f(θ)

r
eikr (2.8)

with θ being the angle between the incident beam and the scattered particle, and
f(θ) the scattering amplitude. The differential cross section is then defined by the
square modulus of the transition amplitude:

dσ

dΩ = |f(θ)|2 (2.9)
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Figure 2.3: Radial wave functions at E=1 MeV, for V0=-40 MeV and a=0.5.

The next step is to connect the picture of equation 2.8 with a plane wave expansion
into spherical waves. Let us define radial incoming and outgoing wave functions
Il and Ol, that represent a particular set of solutions for the radial Schrödinger
equation. In terms of the regular and irregular Coulomb functions Fl and Gl:

Il = Gl − iFl (2.10)
= O∗l (2.11)

Ol = Gl + iFl (2.12)

When there is no Coulomb field, Fl(kr) = kr× jl(kr) and Gl(kr) = −kr× nl(kr),
with nl being the Neumann function of order l. If there is no scattering, the wave
function is simply:

ul(r) = krjl(kr) = i

2 (Il(r)−Ol(r)) (2.13)

However when V 6= 0, one can introduce the collision (or scattering) matrix element
Ul that will affect the outgoing wave function:

ul(r) = i

2 (Il(r)− UlOl(r)) (2.14)

On the other hand, the total incoming and outgoing wave functions Il and Ol can
be expressed just like in equation 2.4:

Il = 1
v

1/2
l

ilY m
l

Il
r

(2.15)

Ol = 1
v

1/2
l

ilY m
l

Ol

r
(2.16)
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Here the il term is for convenience, as it respects the time reversal symmetry for
spherical harmonics, and it will be convenient to cancel another il term in the
spherical waves expansion. Also, a flux normalization 1

v
1/2
l

has been introduced,
where vl stands for the relative speed of the two colliding partners with relative
angular momentum l. This term is used as a normalization of the continuum
wave function. As it is not a discrete state that is bound in space, the choice
for normalization is the flux has to be equal to unity. As the cross section can
be expressed as a ratio of fluxes, this normalization will cancel in the observable.
Let us now simplify the problem by assuming that the quantization axis is along
the propagation axis, so that m = 0. Then a very useful identity is to be used:
Y 0
l =

√
2l+1
4π Pl(cos θ), with Pl being the Legendre polynomial. The total wave

functions now become:

Il = 1
v

1/2
l

il
(2l + 1)1/2

2π1/2 Pl(cos θ)Il
r

(2.17)

Ol = 1
v

1/2
l

il
(2l + 1)1/2

2π1/2 Pl(cos θ)Ol

r
(2.18)

Therefore the radial wave function 2.14 can be expressed in terms of the total wave
functions:

ul(r) = i

2 (Il(r)− UlOl(r)) (2.19)

= i

2
2π1/2r

il(2l + 1)1/2Pl(cos θ) (Il − UlOl) (2.20)

This expression can be substituted in a spherical wave expansion of the total wave
function Ψ:

Ψ = 1
kr

∞∑
l=0

(2l + 1)ilPl(cos θ)ul(r) (2.21)

= i

2k
−12π1/2

∞∑
l=0

(2l + 1)1/2 (Il − UlOl) (2.22)

This particular form for Ψ is to be identified to equation 2.8. When doing so (a
common strategy is to add and substract a plane wave expressed as a spherical
wave expansion), the total wave functions exhibits the scattering amplitude:

Ψ→ ei
~k~r + i

2k
−1
∞∑
l=0

(2l + 1)Pl(cos θ)(1− Ul)
eikr

r
(2.23)

→ ei
~k~r + f(θ)e

ikr

r
(2.24)
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where one has carefully isolated the amplitude:

f(θ) = i

2k
−1
∞∑
l=0

(2l + 1)Pl(cos θ)(1− Ul) (2.25)

So the cross section for elastic scattering is now:

σ =
∫
|f(θ)|2dΩ (2.26)

= π

k2

∞∑
l=0

(2l + 1)|1− Ul|2 (2.27)

where the orthogonality of Legendre polynomials has been used (i.e.
∫
PmPn =

2
2n+1δmn). Equation 2.27 is a sum over every possible channel, only represented
here by orbital momentum l.
Very similarly, the cross section for any reaction from channel c to channel c′ will
be:

σcc′ = π

k2 × gJ × | δcc′ − Ucc′ |
2 (2.28)

with gJ being the statistical spin factor (the probability for spin coupling to match
the final state spin). With J the spin of the final state, s the spin of the neutron
(s=1/2) and I the spin of the target nucleus:

gJ = 2J + 1
(2s+ 1)(2I + 1) (2.29)

2.1.2 Resonant reactions: the compound nucleus model
In 1936, the first neutron resonances are observed [3]. The existence of very narrow
states reached by neutron capture gives Niels Bohr the idea of compound nucleus
formation. In terms of the uncertainty principle, a very narrow energy width means
a very long lifetime:

Γ× τ ≈ h̄ (2.30)
with Γ being the energy width of the state, and τ its lifetime. A quick order of
magnitude calculation for a resonant state with Γ=1 eV gives τ=6.6×10−16 s. This
duration is to be compared with the typical times of nuclear interaction of less than
10−20 s. Therefore the resonant state lives for an extremely long time compared
to the nuclear times. Such a long lifetime is explained by the great complexity
of the wave function of the nuclear state. The exit channel wave functions are
so different from the initial state that it takes a very long time before a decay is
possible. In order to explain this complex wave function, Bohr has the idea of the
compound nucleus. When a neutron interacts with a nucleus in a non potential
manner (because the potential is intrisically different from a central mean field, the
nuclear structure also has to be taken into account), it can share its energy with all
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the nucleons. Therefore, many degrees of freedom can be excited, and the many
body wave function is then much more difficult to describe than a simple creation
operator on a empty shell of the ground state. The particularity of such long lived
states is that it is now relevant to assume that the decay channel is independent
of the entrance (or formation) channel. This leads to the Breit-Wigner formula for
a single level resonant state. Let σab be the cross section from entrance channel a
to exit channel b. Let the partial widths for compound nucleus formation through
channels a and b be Γa and Γb respectively (see the following sections for a more
rigorous definitions of partial widths). The total width of the state is a sum of
partial widths for every channel c.

Γ =
∑
c

Γc (2.31)

Then the decay probability through channel b is given by Γb
Γ . The cross section for

a→ b reaction can then be written:

σab = π

k2 × gJ × Γa︸ ︷︷ ︸
Formation through channel a

× P (E − Eλ)︸ ︷︷ ︸
Uncertainty on eigen energy

× Γb
Γ︸︷︷︸

Exit channel

(2.32)

Finally, P (E−Eλ) is the probability density to form an eigen state with energy Eλ
even though the available energy in the reaction is E. This term can be obtained
using once again the uncertainty principle. Indeed it is the Fourier transform of
the probability for a state to live for a time t, knowing its lifetime τ , with τ and Γ
being related by equation 2.30. Here the key assumtion is to assume an exponential
dependence of the survival probability of the resonant state. Then one can easily
calculate:

P (E − Eλ) = FT
(
e−t/2τ

)
(2.33)

=
∫ ∞
−∞

e−Γt/2h̄ × e−iωt (2.34)

=
∫ ∞
−∞

e−Γt/2h̄ × e−i|E−Eλ|t/h̄ (2.35)

= Γ
Γ2

4 + (E − Eλ)2
(2.36)

Substituting P (E − Eλ) in equation 2.32 yields the well known single level Breit-
Wigner formula:

σab = π

k2 × gJ ×
ΓaΓb

Γ2

4 + (E − Eλ)2
(2.37)

2.2 Continuum coupling formalism
Historically, the prescription for the exponential form in the derivation of P (E −
Eλ) in equation 2.32 was a rather ad hoc step. It was derived in the case of atomic
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resonances using perturbation theory together with the argument of a weak elec-
tromagnetic coupling, but it is evident that nuclear forces should not be treated
as perturbations. The exponential term is above all justified by the long lived
character of the state, and does not come from a more general theory of reactions.
In order to give more physical meaning to the parameters of the cross section,
a formal reaction theory is needed. It should be applicable to any type of reac-
tion (direct or through compound nucleus formation) and explicitly show the link
between the Hamiltonian and the cross section. Physically, the occurence of a
resonance in the cross section denotes the presence of a nuclear eigenstate. There-
fore it should be present in the nuclear Hamiltonian. This section gives a brief
description of a reaction formalism that explicitely links the nuclear Hamiltonian
and the cross section. This is a continuum coupling using Feshbach projection
operators [47]. An interesting declination of this theory is the continuum shell
model [48, 49]. It has recently been used for light exotic nuclei and compared to
R-matrix results (see the work on 8B by J.P. Mitchell et al. [50]). Although one
of its main advantages is the possibility of cross section calculation starting from
a structure Hamiltonian, it will not be used or presented for that in this work,
but from a formal perspective. First, the poor knowledge of nuclear interactions
in heavy mass nuclei at high excitation energies prevents any accurate cross sec-
tion prediction; but above all, it is of great pedagogical interest to present both
the continuum coupling method and the R-matrix, and underline similarities and
differences. Indeed these are two major theoretical reaction formalisms, and any
relevant comment on the use of one or the other should be fully informed.

2.2.1 From the full wave function to the transition ampli-
tude

In equation 2.8, the asymptotic wave function was connected to the transition am-
plitude. In this section is derived a formal link between the transition amplitude,
the interaction potential, and the full wave function in the incoming channel. Let
Ψ(~r, q) be a full wave function of a colliding system. Let us remember that for an
external-like wave function, i.e. for r → ∞, Ψ(~r, q) = χ(~r)ε(q), with χ including
the radial and angular components, and ε being the internal degrees of freedom
wave function. The full Hamiltonian Hb in any reaction channel b is defined as:

Hb = H0
b + Tb + Vb (2.38)

where H0
b gives the internal energies of the partners, Tb is the relative kinetic energy

operator, and Vb is the interaction potential between the pair. Note that Vb depends
on both q and ~r. Let us denote by Eb the total relative energy: Eb = Hb − H0

b .
Therefore the Schrödinger equation is:

(Eb − Tb)Ψ(~r, q) = Vb(~r, q)Ψ(~r, q) (2.39)
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One can multiply this equation by ε∗b(q) and integrate over all possible q.

(Eb − Tb)χ(~r) =
∫
ε∗b(q)Vb(~r, q)Ψ(~r, q)dq (2.40)

and solve this equation for χ(~r) using Green propagator techniques (see [46] for
more details). Asymptotically it yields:

χ(~r)→ ei
~kb~r − µb

2πh̄2
eikbr

r

∫ ∫
e−i

~kb~r′ε∗b(q)Vb(~r′, q)Ψ(~r′, q)d~r′dq (2.41)

Finally, one can identify the transition amplitude in the second term, generalizing
for any a→ b transition:

fab = − µb

2πh̄2 〈e
i ~kb~r|Vb|Ψa〉 (2.42)

It is usually more convenient to work with the transition matrix:

Tab = 〈ei ~kb~r|Vb|Ψa〉 (2.43)

In the following is introduced a powerful formalism, based on projection operators,
in order to reach resonance formulas from equation 2.43.

2.2.2 From projection operators to resonances
The total wave function of the many body problem is assumed to be spanned over
two orthogonal spaces P and Q. The P space is composed of pure continuum (or
scattering) wave functions, which are the solutions of the Schrödinger equation
with positive energy and no nuclear potential. The states are not normalized
like a standard Hilbert space state, for they belong in the continuum. The Q
space denotes internal ”bound” states (i.e. with no particle in the continuum,
hence it includes compound nuclear states). The use of quotation marks for the
bound character of these states is due to its ambiguity. The states in Q space
are normalized states, in the sens of Hilbert space normalization. The bound
character is expressed through the fact that the presence probability of a nucleon
vanishes quickly as one goes away from the nucleus. Moreover, these states can
have significant life times (see the discussion on the compound nucleus in section
2.1.2). However, decay channels are open, since the total energy of the system can
be positive (and it is in the case of scattering). This decomposition means that
any state |Ψ〉 can be split into its two projections over P and Q:

|Ψ〉 = P |Ψ〉+Q|Ψ〉 (2.44)
= |ΨP 〉+ |ΨQ〉 (2.45)
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with P and Q denoting projection operators on P and Q respectively. They must
verify the following properties:

P 2 = P (2.46)
Q2 = Q (2.47)
P +Q = 1 (2.48)
PQ = QP = 0 (2.49)

which also implies that P and Q form an orthonormal basis of the full Hilbert
space. Therefore, the full hamiltonian H can also be projected onto P and Q:

H = PHP + PHQ+QHP +QHQ (2.50)
= HPP +HPQ +HQP +HQQ (2.51)

And the Schrödinger equation is:

H|Ψ〉 = E|Ψ〉 (2.52)
= HPP |ΨP 〉+HQP |ΨP 〉+HPQ|ΨQ〉+HQQ|ΨQ〉 (2.53)

It can be difficult to connect all projections of H to a physical picture, but if one
tries to identify the Hamiltonian of equation 2.53 to the one of equation 2.38, a
few comments can be made. First, HQQ must only act on purely bound states,
and give their excitation spectrum. Hence it can be identified to H0

b , the internal
Hamiltonian of equation 2.38. Then, HPP must act only on scattering states,
and give the energy of the system, without consideration of any internal degree
of freedom (which would be in the Q space). Therefore HPP must contain the
relative kinetic energy operator T . It will also contain VPP . Then, it is natural to
conclude the analysis with HPQ = VPQ ad HQP = VQP (which is recommended by
Feshbach [47]).

H = HQQ︸ ︷︷ ︸
H0

+ HPP︸ ︷︷ ︸
T+VPP

+HPQ︸ ︷︷ ︸
VPQ

+HQP︸ ︷︷ ︸
VQP

(2.54)

Physically, VPQ and VQP couple scattering states and bound states, they are re-
sponsible for the presence of scattering resonances. Projecting equation 2.53 on
both P and Q yields:

(E −HPP )|ΨP 〉 = HPQ|ΨQ〉 (2.55)
(E −HQQ)|ΨQ〉 = HQP |ΨP 〉 (2.56)

One can use Green propagators to formally solve for |ΨP 〉 and |ΨQ〉, with the choice
that no incoming wave is present in Q space, but that there is one in P space.
Physically, this means that the system is initially in a pure P state (scattering),
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and the interaction will couple P and Q, giving a chance for the system to be
observed in a Q state.

|ΨP 〉 = |χa〉+ 1
E −HPP

HPQ|ΨQ〉 (2.57)

|ΨQ〉 = 1
E −HQQ

HQP |ΨP 〉 (2.58)

with |χa〉 being an incident plane wave in channel a. Details on reaction channels
will be given in setion 2.3, so far let us assume that every information on the
scattering pair is included in a. Now if one substitutes equation 2.57 in equation
2.56, one finds a very useful expression for |ΨQ〉:

(E −HQQ)|ΨQ〉 = HQP |χa〉+HQP
1

E −HPP

HPQ|ΨQ〉 (2.59)

|ΨQ〉 = 1
E −HQQ −WQQ

HQP |χa〉 (2.60)

with WQQ = HQP
1

E −HPP

HPQ (2.61)

This expression for |ΨQ〉 can be used together with the P and Q decomposition of
|Ψa〉 in equation 2.43 giving the transition matrix.

Tab = 〈χb|Vb|Ψa〉 (2.62)
= 〈χb|Vb| |ΨP 〉+ |ΨQ〉 〉 (2.63)

= 〈χb|Vb|ΨP 〉+ 〈χb|Vb
1

E −HQQ −WQQ

HQP |χa〉 (2.64)

The first term is to be seen as a ”prompt” scattering process, acting only in the P
subspace. This can well account for potential scattering contribution in the cross
section. In the second term, a resonance-like formula arises. It can be written as
〈χb|Vb|ΨQ〉. Remembering that |χb〉 is a P state the term does not change if P
and Q projections are added in the following manner:

〈χb|Vb|ΨQ〉 = 〈χb|PVbQ|ΨQ〉 (2.65)

Therefore Vb can be replaced by VPQ (and eventually by HPQ) in the second term:

Tab = T (P )
ab + 〈χb|VPQ

1
E −HQQ −WQQ

HQP |χa〉 (2.66)

= T (P )
ab + 〈χb|HPQ

1
E −HQQ −WQQ

HQP |χa〉 (2.67)

The second term in the last formula accounts for resonant scattering from channel
a to channel b. It represents the coupling from the pure continuum state |χa〉
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to a P and Q mixed state, then propagation in Q space thtough the effective
Hamiltonian HQQ +WQQ, and finally re-emission into P space through the action
of HPQ. The effective Hamiltonian HQQ + WQQ has the characteristics of being
non hermitian and depending on the total reaction energy E (because of WQQ).
Its eigenvalues are the pole of the T matrix, and therefore the resonances in the
spectrum. They can be expressed as:

Eλ(E) = Eλ + ∆λ(E)− i

2Γλ(E) (2.68)

with Eλ being the eigenvalues of HQQ, ∆λ being an energy shift due to the coupling
of Q into P , and Γλ being the resonance width. In the case of a single resonant
state |Φs〉 (i.e. a single Q space state), equation 2.67 reduces to:

Tab = T (P )
ab + 〈χb|HPQ|Φs〉〈Φs|HQP |χa〉

E − Es − 〈Φs|WQQ|Φs〉
(2.69)

where naturally:
〈Φs|WQQ|Φs〉 = ∆s(E)− i

2Γs(E) (2.70)

In addition, in the case of a single resonance, the total width of the state Γs is a
sum over every channel partial width:

Γs(E) = 2π
∑
c

|〈Φs|HQP |χc〉|2 (2.71)

=
∑
c

Γsc(E) (2.72)

However, it should be stressed that in the more general case of many eigenstates in
Q space, the eigenvectors of HQQ+WQQ, denoted by |Ωµ〉, are linear combinations
of the |Φs〉 states.

|Ωµ〉 =
∑
s

〈Φs|Ωµ〉|Φs〉 (2.73)

and the transition matrix element can only be expanded in terms of the basis
{Ωµ}.

Tab = T (P )
ab +

∑
µ

〈χb|HPQ|Ωµ〉〈Ωµ|HQP |χa〉
E − Eµ

(2.74)

Thus the only remaining relation between the widths (Γµ = −2Im(Eµ)) and the
WQQ matrix is: ∑

µ

Im(Eµ) =
∑
s

Im(〈Φs|WQQ|Φs〉) (2.75)

Therefore it is not possible anymore to perform the analysis of the width in terms
of partial contributions from every channel. It is also composed of contributions
for every level.
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2.3 The R-matrix theory of nuclear reactions
The R-matrix formalism for nuclear reactions was first inspired by the work of
Kapur and Peierls in 1938 [51], but the current R-matrix theory was designed by
Wigner and Eisenbud in 1947 [52]. A complete description of the theory is given
in the Lane and Thomas review of 1958 [53]. A more concise explanation can be
found in Lynn’s manual on neutron resonance theory [54] and the Nuclear energy
agency report on nuclear evaluation [55]. Also, a recent and thorough presentation
of the theory can be found in a review by P. Descouvemont [56].

2.3.1 Principles of the R-matrix theory
The whole idea of the R-matrix theory is governed by the practical impossibility
of solving the Schrödinger equation in the compound nucleus. This assumption is
still valid today, and makes this approach the best tool for describing resonances.
On the other hand, when the two colliding partners (for example a neutron and
a nucleus) are far enough from each other, the nuclear forces are essentially equal
to zero and the problem becomes a standard scattering problem (like in section
2.1.1). It is then natural to split the wave function into two parts.

• An internal part that is not to be solved and represents the rigorous wave
function of the compound nucleus.

• An external part which is valid after a certain interaction radius ac, with ra-
dial wave functions equal to spherical Bessel functions (in the case of neutron
reaction, i.e. no Coulomb interaction).

The major argument to use is then that the wave function and its derivative have
to be continuous at r = ac. From this matching will follow a link between the
collision matrix U and and a reaction matrix R, defined through resonance energies
and reduced widths. he reduced widths will be expressed as surface overlaps of
internal wave functions. Then the link between the collision matrix and the cross
section will use equation 2.27. The first subsection will give a short derivation
of the fundamental R-matrix relations that are broadly used in calculation codes
(or their approximations), then the level matrix formulation will be given, and
finally the photon channels will be included, with the commonly used Reich-Moore
approximation.

2.3.2 The R matrix theory
A reaction channel will be denoted by c, and includes both the colliding partners
α1 and α2, with their spins I1 and I2 and projections on a quantization axis i1 and
i2. It also contains the channel spin s ad projection v, obtained by coupling the
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spins of the pair. Finally, one must not forget the relative angular momentum l.
The full channel wave function of the system in the external region is:

Ψc = ilY m
l ψc

uc(r)
r

(2.76)

where ψc is the channel spin wave function, i.e. a linear combination of internal
functions of the pair taht match the total channel spin s and projection v.

ψc =
∑

i1+i2=v
(I1I2i1i2|sv)ψα1I1i1ψα2I2i2 (2.77)

with (I1I2i1i2|sv) begin the Clebsh-Gordan coefficient for spin coupling. It is
convenient to define a surface function ϕc so that:

ϕc = ψci
lY m
l

r
(2.78)

Hence Ψc = ϕcuc(r) (2.79)

These surface functions are assumed to be a full set of ortho-normalized functions,
so that on the nuclear surface S at r = ac (with the nuclear volume differential
dτ = dSdr):

Ψ =
∑
c

(∫
S
ϕc
∗ΨdS

)
ϕc (2.80)

=
∑
c

uc(ac)ϕc(ac) (2.81)

THe coordinates included in the surface S are the spherical angles θ, φ of the
relative motion and the internal coordinates of the channel spin wave function.
Basically the following derivation makes a full use of the two possible expansions
for Ψ on S, respectively the channel expansion and the eigen vector expansion:

Ψ =
∑
c

ϕcuc (2.82)

=
∑
λ

〈Ψλ|Ψ〉Ψλ (2.83)

Here the continuity argument is already used, since the channel expansion con-
cerns the external region (where the system is considered an unbound pair), and
the eigenstate expansion concerns the internal region (where the system is a su-
perposition of normalized nuclear eigenstates). One also notices a conceptual dif-
ference with the continuum couplong scheme. Inded, the internal wave function
is section 2.2 is a sum of a continuum wave function |ΨP 〉 and a superposition of
”bound” states |ΨQ〉, whereas in the R-matrix theory the internal state is only
composed of Q states (equation 2.83). This difference is practically seen in the
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interpretation of potential scattering in the R-matrix cross section. The phase
shift extracted from the R-matrix theory naturally presents with a hard-sphere
scattering phase shift (see equation 2.104). It can be interpreted as potential scat-
tering, but it lacks physical justification, particularly since no explicit connection
to the interaction between the pair has been made. Continuum coupling includes
this feature more naturally, stressing the fact that the P and Q spaces are not to
be exactly identified with the internal and external regions of the R-matrix. In
principle, one oculd define P and Q projections to be the geometrical separation
of the R-matrix, and the interaction would then contain surface terms (VPQ and
VQP ) ensuring the continuity of the full wave function on the nuclear surface. In
this sense, the matching of internal and external wave functions is analogous to a
certain P and Q decomposition, but is not the one detailed in the previous section,
where the full wave function is always coupled to the continuum.
The whole idea leading the derivation lies in the eigenstate expansion 2.83. The
overlaps 〈Ψλ|Ψ〉 are unknown, and will be derived on the nuclear surface using the
Schrödinger equation. Contributions coming from the eigenstates |Ψλ〉 on S will
be expressed as surface overlaps, and become parameters of the theory. Finally,
this expansion of the internal state will be set equal to the external state at r = ac,
expressed with the collision matrix U, thus providing a full link between surface
overlaps (to be fitted to data) and the cross section.
Let us start by writing the Schrödinger equation for two states Ψλ and Ψ on the
nuclear surface S, the subscript λ denoting the eigenstate.

−h̄2

2µ ∆Ψ + VΨ = EΨ (2.84)

−h̄2

2µ ∆Ψλ + VΨλ = EλΨλ (2.85)

Let us stress once more that the continuity on S is a requirement here, since the
operator ∆ = ∇2 here refers to the spatial derivative of the relative motion, thus
this Schrödinger equation has to be applied to an external-like wave function, of
the form of equation 2.76. Hence the full kinetic energy operator is applied to the
unbound pair of reduced mass µ, and has nothing to do with the internal structure
of the system. It is a key assumption that the internal wave function, although
not at all expressible as a pair in a certain channel, can yet take this form only at
r = ac.
Then one can multiply the first equation by Ψ∗λ and the complex conjugate of the
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second by Ψ:

−h̄2

2µ Ψ∗λ∆Ψ + Ψ∗λVΨ = EΨ∗λΨ (2.86)

−h̄2

2µ ∆Ψ∗λΨ + V ∗Ψ∗λΨ = EλΨ∗λΨ (2.87)

(2.88)

Then substract the two, assuming that V (with the centrifugal part included) is
hermitian, i.e. V ∗ = V :

−h̄2

2µ [Ψ∗λ∆Ψ−∆Ψ∗λΨ] = (E − Eλ) Ψ∗λΨ (2.89)

and integrate over the nuclear volume τ using Green’s theorem and the fact that
the volume differential dτ = dSdr:

−h̄2

2µ

([∫
S

Ψ∗λ∇ΨdS
]r=ac
r=0
−
[∫
S
∇Ψ∗λΨdS

]r=ac
r=0

)
= (E − Eλ) 〈Ψλ|Ψ〉 (2.90)

The terms containing the products ∇Ψ∗λ∇Ψ canceled each other. The terms for
r = 0 vanish due to the regularity of the radial part of the solution uc

r
at r = 0.

Let us now use the channel expansion of equation 2.82:

h̄2

2µ


∑
c

(
duc
dr

)
r=ac

∫
S

Ψ∗λϕcdS︸ ︷︷ ︸
u∗
λc

(ac)

−
∑
c

uc(ac)
∫
S
∇Ψ∗λϕcdS︸ ︷︷ ︸
d
dr
u∗
λc

(r=ac)

 = (Eλ − E) 〈Ψλ|Ψ〉

(2.91)
Let us define the reduced width amplitude:

γλc =

√√√√ h̄2

2µac
u∗λc(ac) =

√√√√ h̄2

2µac

∫
S
ϕcΨ∗λdS (2.92)

Hence equation 2.91 becomes:

∑
c

(
h̄2

2µac

)1/2

γλc

[
ac

(
duc
dr

)
r=ac
− uc(ac)

ac
d
dr
u∗λc(ac)

u∗λc(ac)

]
= (Eλ − E) 〈Ψλ|Ψ〉 (2.93)

The boundary condition for the eigen wave function can be written:

Bc = ac

d
dr
u∗λc(ac)
u∗λc(ac)

(2.94)
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and assumed to be independent of λ. Then:

〈Ψλ|Ψ〉 = (Eλ − E)−1∑
c

(
h̄2

2µac

)1/2

γλc

[(
ac
duc
dr

)
r=ac
− uc(ac)Bc

]
(2.95)

And now the eigenstate expansion 2.83 can be used:

Ψ =
∑
λ

∑
c

(
h̄2

2µac

)1/2
γλc

Eλ − E

[(
ac
duc
dr

)
r=ac
− uc(ac)Bc

]
Ψλ (2.96)

Projecting on 〈ψ′c| and using the definition of reduced widths (equation 2.92) leads
to what is referred to as the fundamental R-matrix relation in the Lane and Thomas
review (although with different notations):

(
h̄2

2µac′

)1/2

uc′ =
∑
c

(
h̄2

2µac

)1/2

Rcc′

((
ac
duc
dr

)
r=ac
− uc(ac)Bc

)
(2.97)

with the R-matrix elements defined as:

Rcc′ =
∑
λ

γλcγ
∗
λc′

Eλ − E
(2.98)

For matching the external and the internal region, one replaces the radial wave
functions in equation 2.97 by their external region normalized expression using the
U matrix:

uc = 1
v1/2

(
Ic −

∑
c′
Ucc′Oc

)
(2.99)

Using the fact that h̄k = µv and ρc = kac, and understanding the bold characters
as matrices (with one channel c per dimension) and the prime in I ′c and O′c as
derivative with respect to ρ, equation 2.97 becomes:

ρ−1/2(I−UO) = Rρ−1/2 [(ρI′ − ρUO′)−B(I−UO)] (2.100)

where ρ, I, O and B are taken as diagonal matrices with elements ρc, Ic, Oc, and
Bc.
Finally it is necessary to define the L and L∗ matrices:

L = ρO′O−1 = S + iP (2.101)
L∗ = ρI′I−1 = S− iP (2.102)

with S and P being called respectively the shift and penetration factor matrices, a
denomination that will become clear in the next section. So far, they are just the
real and imaginary parts of the logarithmic derivative of the outgoing scattering
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wave function, with diagonal matrix elements Sc and Pc. One can now get the
final relation between U and R matrices:

U = ρ1/2O−1(1−RL)−1(1−RL∗)Iρ−1/2 (2.103)

Before moving on, it is meaningful to mention the boundary condition matrix B
and the interaction radius ac. At first sight, they seem to be free parameters of
the theory, and yet, it makes no physical sens that the observables may depend
on either of them. The only requirement concerning ac is that it has to be greater
than the range of the nuclear interaction. Appart from this constraint, any choice
for B or ac is supposed to give the same observable result, because their depen-
dence compensate each other, although not in a very straightforward manner. The
interested reader is referred to Lane and Thomas [53] for a few more details on that
matter. A common choice in calculation codes in to set ac equal to the scattering
radius of the nucleus. Concerning the boundary conditions Bc, they are usually
set equal to the shift factors Sc (see the following sections), since it makes the
formulas as close as possible to the one level approximation, which can be useful
for interpretation purposes. Indeed if Bc = Sc, then the shift factor corrected for
the boundary condition is equal to zero. This is a practical way of nullifying the
effect of other levels on the energy shift, just like if there was only one level. As
discussed in section 2.2, the validity of this approvimation allows one to identify
clear channel partial widths, and more generally to easily connect the properties
of the eigenstate to the compound nucleus decay, since this interpretation is highly
non trivial for a general many-level spectrum (see Lane and Thomad [53] for more
details on the one-level approximation and its interpretations).
A useful formulation for the following section is found by defining Ω matrix:

Ωc =
(
Ic(ac)
Oc(ac)

)1/2

= e−iφc (2.104)

with the hard-sphere scattering phase shift:

φc = tan−1
(

Im(Oc)
Re(Oc)

)
r=ac

(2.105)

and by noticing the following useful propertiy of Coulomb functions:

Pc =
(
ρc
IcOc

)
(2.106)

Hence:
U = ΩWΩ (2.107)

with W = P1/2(1−R(L−B))−1(1−R(L−B))P−1/2.
Together with equation 2.28, the connection between parameters of the resonant
states (contained in the R matrix) and the cross section has been made.
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2.3.3 The level matrix formulation
The main problematic term in equation 2.103 is the inverse matrix (1−RL)−1.
Let us define L0 = L−B. In order not to perform this possibly cumbersome inver-
sion, one can assume this term is composed of a contribution from each eigenstate
in the following way:

(1−RL0)−1 = 1 +
∑
µν

(γµ(Lγν)†)Aµν (2.108)

with the γµ,ν being channel vectors. The L0 matrix can be taken as a sum of a
real part and an imaginary one, assuming B is a real matrix:

L0 = S−B + iP (2.109)
= S0 + iP (2.110)

The S0 and P matrices are diagonal and filled with shift factors S0
c and penetration

factors Pc. This denomination becomes clearer if ones derives the A matrix terms
starting from equation 2.108:

A = (e− E− ξ)−1 (2.111)

with e and E level matrices being diagonally filled respectively with eigen energies
Eλ and relative kinetic energy E. The last term ξ is given by:

ξλµ = Lγλ · γµ (2.112)

= −∆λµ + i

2Γλµ (2.113)

The product L0γλ · γµ is to be understood as a scalar product over channels. The
term ξ denotes a shift of the poles of the level matrix by −∆ on the real axis.
Indeed the ∆λµ are closely related to the so-called shift factors of equation 2.110:

∆λµ =
∑
c

∆λµc (2.114)

=
∑
c

−S0
cγλcγµc (2.115)

The Γλµ are energy widths (as the notation suggests), and are related to the
reduced widths and to the penetration factors Pc, which merely quantify the cen-
trifugal barrier penetrability.

Γλµ =
∑
c

Γλµc (2.116)

=
∑
c

2Pcγλcγµc (2.117)
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Although partial widths contributions Γλµc can be identified in this formalism,
connecting the Γλµ matrix elements to the actual width of the state is not straight-
forward if the A matrix is not diagonal. Again, in the general case the resonance
width is both a contribution from every channel (called partial width), but also
a contribution from every level, included in the A matrix (or in the WQQ matrix
elements in section 2.2).
Substituting the A matrix expression into equation 2.107 gives a very interesting
and useful expression for the collision matrix U:

Ucc′ = e−i(φc+φc′ )

δcc′ + i
∑
λµ

Γ1/2
λc AλµΓ1/2

µc

 (2.118)

At this stage the similarity between the R-matrix formalism and continuum cou-
pling can be seen in the structure of the A matrix, and in comparing equations
2.118 and 2.74, although the connection between the full Hamiltonian and the res-
onant states is not as explicit in the R-matrix scheme. One other crucial difference
is that the shift and penetration factors defined in the A matrix are practically
taken to be independent of the reaction energy when fitted to data, although they
formally include an energy dependence. This possibility of neglecting energy de-
pendence might not be so easy to do with a practical implementation of continuum
coupling theory. Although this could lead to interpretation issues is the case of
very large resonances, where the width varies significantly along the resonance, it
is a major advantage in terms of parametrization for phenomenological purposes.

2.3.4 Treatment of photon channels
Including photons into the formalism

As it has been presented so far, the R-matrix theory is not applicable to photon
channels, since the non massive character of photons prevents one from writing the
Schrödinger equation just like for massive particles, and deriving expressions for
widths and cross sections. However it is possible to treat the electromagnetic tran-
sitions in the compound nucleus as first order perturbations, so that the transition
amplitudes can be written:

Mfi = 〈Ψf |HEM|Ψi〉 (2.119)

with the interaction hamiltonian HEM being derived using the charge current j and
magnetic moment µ of the nucleus, and the vector potential A and magnetic field
B = ∇×A of the photon perturbation:

HEM = −(j ·A + µ ·B) (2.120)

This interaction hamiltonian can be expressed as a multipole expansion so that
the final transition amplitude is expressed a sum of all EL and ML contributions.
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With the transition amplitude being defined in this way, the Fermi golden rule of
perturbation theory gives an expression for the half-life of the process:

λ = τ−1 = 2π
h̄
ρM2

fi (2.121)

with ρ being the energy density of photon states. Then the energy width for the
gamma decay can be found by applying the uncertainty principle:

Γp × τ = h̄ (2.122)
Γp = h̄× λ (2.123)

= 2πρ | 〈Ψf |HEM|Ψi〉 | 2 (2.124)

If one treats this radiation width on the same foot as a particle width, the collision
matrix expression with the level matrix still holds for the case of, say, (c, γ) reations
(c being any entrance channel):

Uc,γ = ie−iφc
∑
λµ

Γ1/2
c AλµΓ1/2

γ (2.125)

where the phase factor for photon channels has been included into the gamma
width.

The Reich-Moore approximation

In the case of a gamma cascade from a resonant state to the ground state, not
only several one photon transitions are necessary (the high level density at these
excitation energies and the selection rules generally prohibit one photon transition
from the compound nucleus to the ground state), but also the number of different
possible gamma cascades is in general very large (once again due to the high level
density). All these one photon transitions involved in the total gamma channel
have comparable magnitudes, but random signs. Hence in the scalar product over
channels of equation 2.112 (for getting the Aλµ matrix elements), if λ 6= µ, a large
number of terms with random signs and comparable magnitudes will be summed,
leading to a result normally distributed with zero mean. If λ = µ however, the
gamma channels will effectively contribute to the A matrix diagonal elements with
a non-zero term. The idea of the Reich-Moore approximation is then simply to
neglect all non diagonal contributions from photons channels in the A matrix. This
“channel elimination” method leads to a reduced R-matrix problem, restricted to
the non photonic channels:

Rcc′ =
∑
λ

γλcγ
∗
λc′

Eλ − E − iΓλγ/2
(2.126)

The c and c′ channels belong only to a non photonic channels subspace, and
the only remaining contribution from photon channels is in the Γλγ term in the
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denominator, being a sum over all possible gamma cascades. If α denotes a gamma
cascade (including initial and final spins, parity, and all subsequent one photon
steps p with given energy and multipolarity):

Γλγ =
∑
α

∑
p∈α

Γp (2.127)

If the transition amplitudes are normally distributed with zero mean, then the Γp
follow a χ2 distribution with one degree of freedom, and therefore Γλγ follows a
χ2 distribution with as many degrees of freedom as the number of terms in the
the sum 2.127. Practically, if the sum runs over a very large number of terms,
the distribution for Γλγ is approximately constant (i.e. a χ2 distribution with an
infinite number of degrees of freedom).

2.4 Statistical aspects of the compound nucleus
The previous paragraph stresses for the first time the fact that a highly excited
nuclear state can be understood as a statistical system. The main assumption is
that compound nuclear wave functions behave chaotically, in other words, electro-
magnetic matrix elements, or surface overlaps between resonant states and channel
wave functions (i.e. reduced width amplitudes) are normally distributed with zero
mean. This leads to the Porter-Thomas distributions for reaction widths [57].
This chaoticity of the wave functions comes from the random-like character in the
Hamiltonian matrix elements. Assuming a gaussian-like distribution for nuclear
Hamiltonians, it is possible to derive the distribution of level spacings, this is the
Wigner surmise [58, 59].

2.4.1 The Porter Thomas distribution
At high excitation energies, a compound nuclear system has many excited degrees
of freedom. Shell effects can couple to collective effects such as vibrational or
rotational bands, nucleon pairs can be broken and even higher order correlations
can come into play. With such complexity in mind, there is no reason why two
succesive states in the energy spectrum should have any similarity. This has a
direct impact on the statistical properties of channel widths. Let us recall the
expression of the reduced width amplitudes for particle and gamma channels:

γλc =

√√√√ h̄2

2µac

∫
S
ϕcΨ∗λdS (2.128)

γλγ =
√

2πρ〈Ψf |HEM|Ψi〉 (2.129)

Given the complexity of |Ψλ〉, if one assumes that the surface overlap in equation
2.128 or the electromagnetic transition amplitude in 2.129 are normally distributed
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with zero mean, then the reduced width γ2
λc exhibits a χ2 distribution. Let us not

be confused by the vocabulary, and remember that the reduced width amplitude
is γλc, the reduced width for particle channels is Γ0

λc = γ2
λc, and the observed

width has to be corrected for penetrability: Γλc = 2Pcγ2
λc. For gamma channels,

the observed width is simply the square of the amplitude 2.129. For neutron
channels, there is only one amplitude squared in the expression of the reduced
width, therefore the χ2 distribution has only one degree of freedom.

p(γ2
λn | 〈γ2

λn〉)dγ2
λn = e−y

√
πy
dy (2.130)

with y = γ2
λn

2〈γ2
λn〉

(2.131)

y
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p(
y)

0

0.2

0.4

0.6

0.8

1

Figure 2.4: The χ2 probability density function with one degree of freedom.

This points out the interesting fact that the more probable states in the excitation
spectrum have the lowest neutron widths (figure 2.4), therefore they may be too
narrow to be seen experimentally, and this must lead any statistical analysis of
a resonant spectrum to a missing level correction, based on the assumed Porter-
Thomas distribution. On the other hand, as already stated, for the electromagnetic
cascade, usually a very large number of transitions amplitudes enter the sum, and a
χ2 distribution with a approximately infinite number of degrees of freedom is close
to a constant distribution. Therefore, appart from the very large resonances where
one can be sensitive to small variations of Γγ, resonance fits of (n,γ) reactions will
assume a constant Γγ. This will lead to less correlations between the parameters
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of the fit, given that the energy of the resonance is typically uncorrelated with the
neutron width.

2.4.2 The Wigner surmise
The resonant states wave functions are eigenvectors of Hamiltonian operators.
Therefore, the chaoticity in the wave functions must also be seen in the Hamilto-
nian matrix elements. If one chooses independent gaussian distributions for the
matrix elements of the Hamiltonian, it generates a matrix ensemble know as the
Gaussian Orthogonal Ensemble (GOE). In the case of a 2 × 2 matrix, the result
for the level spacing distribution is exactly what had been hypothesised by Wigner
in the 1950s’ [60]. This Wigner “surmise” is derived assuming that the probabilty
of finding a level spacing between D and D + dD is proportionnal to dD, and
hence totally independent of the previous levels in the spectrum. This leads to the
distribution:

p(D | 〈D〉)dD = exp
(
− π

2〈D〉2
∫ D

0
D′dD′

)
π

2〈D〉2DdD (2.132)

= π

2〈D〉2 e
−πD2/〈D〉2DdD (2.133)

Figure 2.5: The Wigner surmise distribution.

This Wigner surmise is to be used for practical calculations and comparisons to
experimental data, since it is extremely close to the actual GOE distribution, even
for very large matrix dimensions.
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Chapter 3

The experimental facility

This part is aimed at describing the n TOF facility at CERN. First the PS proton
beam characteristics will be reviewed, followed by a description of the spallation
target and the moderator, acting as the neutron source. The experimental area
will come next, with the detectors used. Finally, some experimental issues like
the resolution function and multiple scattering will be mentioned. More details
concerning the facility can be found in references [61] and [62].

Figure 3.1: The n TOF facility.

3.1 History of the n TOF project
The main motivation for the n TOF project is following Carlo Rubbia’s idea of
the energy amplifier [63] (from which derived the general concept of the ADS - Ac-
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celerator Driven System). It is composed of a neutron source driven by a particle
accelerator, feeding a sub-critical reactor. The energy provided by the accelerator
is therefore amplified by the reactor, sustaining a fission chain reaction. One of the
great advantages of this system is the intrinsic safety granted by the sub-critical
system. Indeed if the accelerator is shut down, the reactor will come back to its
primeval sub-critical state, which has no possibility of diverging. Also, the poten-
tialities for nuclear waste transmutation and nuclear fuel regeneration (especially
with the thorium-uranium fuel cycle) of this device seemed promising, but one
major limitation for practical application was the poor status of nuclear data, es-
pecially in the actinide region. Also, attention was drawn at nuclear waste disposal
through transmutation and incineration, for example the TARC (Transmutation
by Adiabatic Resonance Crossing) project [64], but it required better accuracy
on nuclear cross section data. To this end the n TOF collaboration was born at
CERN in 2000. The characteristics of the facility attracted not only nuclear reac-
tor related studies, but also astrophysical motivations (especially nucleo-synthesis
processes driven by neutron capture in stars). Some fundamental aspects of nuclei
can also be investigated using neutron capture, such as tests for statistical mod-
els or nuclear structure insights using gamma cascade observations from a highly
excited state.

3.2 The PS proton beam

The CERN facility provides the n TOF collaboration with bunched proton pulses
thanks to the Proton Synchrotron (PS) accelerator [61]. These protons are ex-
tracted from a hydrogen source, first accelerated into a LINAC (linear accelerator)
stage, up to an energy of 50 MeV, then into a four rings booster, before being
injected into the PS at 1.4 GeV/c momentum. They are then accelerated up to a
momentum of 20 GeV/c, which is the maximum reachable by the 1.2 s PS mag-
netic cycle. These bunches have a 7 ns r.m.s width and contain up to 8.5×1012

protons. The PS super-cycle of 48 s cannot contain more than 5 dedicated bunches
for n TOF, due to heat dissipation on the spallation target as well as radiation
safety.
There is also a parasitic mode in which the protons are retrieved from the 24 GeV/c
bunches originally dedicated to the East Hall experimental area. These bunches
have about 4×1012 protons. They are very useful for getting more statistics in a
smaller amount of time when East Hall is not in need of protons, and their lower
intensity can reduce the dead time correction factor for large resonances.
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Figure 3.2: The proton beam line before the spallation target.

3.3 The spallation target
The lead spallation target used at n TOF is cylindrical and has a 40 cm length and
60 cm diameter (see figure 3.3). It was designed for optimizing several parameters:

• Neutron flux intensity

• Energy resolution

• Size and quality of the beam in the experimental area

The target can generate up to 10 kW of heat when the maximal repetition rate is
reached, and therefore has to be cooled down. This is ensured by a constant 1 cm
thick water flow, at about 6 liters per second at 30 ◦C, so the target stays at 50 ◦C,
without ever going above 140 ◦C (knowing that the melting point of lead is 330
◦C). Also, the target is followed by 4 cm of borated water. The presence of boric
acid in water inhibits neutron capture on hydrogen (since the capture cross section
is several orders of magnitude larger for 10B than for hydrogen), and therefore the
gamma rays emitted from this neutron capture have a much lower energy. Indeed
the neutron capture on 10B gives (with a probability of 0.94):

10B + n→ 4He +7 Li + γ︸︷︷︸
480 keV

(3.1)

whereas neutron capture on hydrogen will give a 2.2 MeV gamma ray. In the
experimental area, this will help reduce the background induced by these in-beam
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photons. The very energetic neutrons escaping the spallation target are moderated
by the surrounding water, providing a neutron fluence in the experimental area
that ranges from thermal energy (0.0253 eV) to several GeV.

4 cm moderator

(water / borated water)

Neutrons

(meV-GeV)
Protons

(20 GeV/c)

1 cm cooling

(water)

Figure 3.3: The spallation target of n TOF[62].

3.4 The tunnel
The tunnel is 182.3 m long from the spallation target to the experimental area.
Including the escape line, it is 200 m long in total, and is made up of three sections:

• The first one is 70 m long and has a 80 cm diameter.

• The second one is 68.4 m long and has a 60 cm diameter.

• The last one is 61.4 m long and has a 40 cm diameter.

There is a first collimator (2 m long and 5.5 cm radius) which is 136.7 m away from
the spallation target. It is called “Source Screening Collimator” (SSC), and acts as
a shield against the neutron source. It effectively reduces the radial spread of the
beam and the number of neutrons hitting the second collimator. It is composed
of both metal and concrete for an efficient scattering of the intercepted neutrons.
Another collimator at 178 m (2.5 m long, 0.9 to 4 cm radius) is called “Beam
Shaping Collimator”. As its name suggests, it is for the most part responsible for
the overall shape of the neutron beam. For capture experiments it has a 0.9 cm
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radius, whereas for fission measurements the radius is usually increased up to 4
cm, so that more neutrons can reach the sample. Indeed, the fission dedicated
samples are often very thin in order to let the fission fragments escape more easily.
In order to avoid any background, it is composed of 0.5 m of borated polyethylene
that will absorb slow neutrons, then 2.25 m of metal to scatter and slow down the
fast neutrons. Finally, another layer of 0.75 m of borated polyethylene absorbs the
moderated neutrons.
At 145.4 m, a dipole magnet is in charge of deviating any charged particle in the
beam coming from the spallation (especially protons and pions).

Pb

Shielding Filter 

station

First 

collimator

Shielding
Sweeping 

magnet Second 

collimator

Experimental 

area

Beam 

dump

Spallation 

target

Figure 3.4: The n TOF beam-line[62].

Each reduction of the tunnel diameter is shielded by iron, while 3 m wide concrete
walls are placed behind the collimators. Finally, 3 m of iron just after the magnet
shield the experimental area from muon induced background.

Figure 3.5: The dipole magnet sweeps the charged particles off the beam.
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3.5 The experimental area
In the experimental area, neutrons monitors (silicon detectors and MicroMegas
chambers) are used to obtain the incoming flux on the sample, and in the case of
capture experiments, scintillating systems are used for gamma detection.

3.5.1 The MicroMegas detectors
Two micro-bulk MicroMegas detectors [65] are used as neutron monitors in the
n TOF experimental area. The principle is simple. Neutron induced nuclear reac-
tions on a converter emit charged particles that ionize the gas in the chamber. The
electrons are accelerated, multiplied and collected to give a pulse. In the case of
n TOF, the two converters used are 235U (with the fission reaction) and 10B (with
(n,α) reaction). The use of several converters is compulsory since no reaction cross
section is standard on the whole energy range (from 0.0253 eV to a few hundreds
MeV). Typically, the 235U converter is not used at intermediate energies (between
1 eV and 3 keV) because of the presence of resonances that increase the uncertainty
on the reaction rate.

3.5.2 The silicon monitors (SiMON)
An assembly of four silicon detectors [66] is also used for neutron counting. It is
placed off beam and detects the α and 3H particles emitted by the 6Li(n,α) reaction
on a LiF deposit. The deposit is placed on a 3 µm mylar layer (6 cm diameter) in
the beam. The combination of all the monitors gives a rather accurate evaluation
of the neutron spectrum from the thermal point to about 1 GeV.

3.5.3 The C6D6 detectors
In order to detect the gamma rays emitted after neutron capture, several criteria
have to be met.

• The detector has to be fast, i.e. the mean time between two events must be
much larger than the duration of the detector’s response.

• It has to be as insensitive to neutrons as possible, for an optimal background
reduction.

• It must also recover fast from the gamma flash created in the spallation
process.
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Figure 3.6: The Micromegas detector. Top: disassembled. Bottom: in the beam.

• The energy resolution has to be good enough for a proper calibration.

The rapidity of the response is best for scintillating detectors, and the C6D6 liquid
ensures a very low neutron sensitivity. Indeed the neutron capture on deuterium
is much lower than on hydrogen, but the scintillating properties of methane are
conserved. The photons produced during the scintillation process go through sev-
eral stages of photo-multiplication before the charge created by a photo-cathode is
collected. The full width at half maximum of a pulse is 10 nanoseconds. In n TOF,
a pair of C6D6 detectors is used, to ensure minimal neutron sensitivity. However
obtaining the detection efficiency of one gamma cascade is not straightforward,
since the efficiency to a single gamma ray is very low. See section 4.5 for details
on the pulse height weighting procedure.
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Figure 3.7: A C6D6 detector.

3.5.4 The TAC
Another scintillating system used at n TOF is the Total Absorption Calorimeter
(TAC) [67]. It is made up of 40 BaF2 scintillating crystals, arranged in a spherical
geometry, so that 4π of solid angle are covered. Unlike the C6D6, this detector is
quite sensitive to neutrons and to the gamma flash. The latter prohibits the analy-
sis of time of flight data after approximately 30 keV. However, it has a much better
energy resolution and a high efficiency to gamma rays. Finally, the 4π geometry
allows one to investigate other observables, such as the photon multiplicity.

3.6 The characteristics of the facility

3.6.1 The time of flight technique
The principle of time of flight spectrometry is rather simple. A neutron is created
in the spallation target at time ts, and captured in the sample at time tn. One can
assume that the time between neutron capture and gamma detection is negligible,
since the lifetime of a compound nuclear state is of the order of 10−15 s, and the
detectors are placed less than one nanosecond away from the sample (at the speed
of light). Hence the time of flight T is defined by:

T = tn − ts (3.2)
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Figure 3.8: At the top, the TAC is opened for sample replacement. In the bottom,
it is in a closed configuration.

Then the neutron kinetic energy En is given by:

En = (γ − 1)m0c
2 (3.3)

with γ being the relativistic Lorentz factor (γ = 1√
1−v2/c2

), and m0 the rest mass
of the neutron (m0c

2 = 939.565 MeV). Although tn is immediately given by the
time of gamma detection, ts is less straightforward to obtain. A more robust way
than relying on the proton pickup is to wait for the so-called gamma flash to reach
the experimental area. Indeed, the spallation produces many more particles than
simply neutrons. Gamma rays and heavy charged and neutral particles are also
created. Although the charged particles are gotten rid of thanks to the sweeping
magnet, the gamma rays still reach the experimental area much faster than the
neutrons. This is easily detected by the scintillators at a very early time of flight,
and constitutes a calibration point. Let tγ be the time of detection of the gamma
flash. Then:

ts + L

c
= tγ (3.4)
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with L being the flight path between the spallation target and the detectors.
Finally, assuming a very low neutron kinetic energy relative to its mass (typically
below 1 MeV):

En = 1
2 ×m0 ×

(
L

tn − tγ + L
c

)2

(3.5)

3.6.2 Data acquisition
The electronics setup is based on flash ADC (Analog to Digital Converter), with
Acqiris digitizer cards. The signal amplitude coming from the detectors is coded
with 8 bits, giving 256 possible values. For every acquisition window (i.e. every
proton pulse), 48 MBytes of data is received, with a sampling frequency of 500
MHz, hence one point every 2 ns. When the beam is on, the acquisition is triggered
by the PS, whereas a separate triggering mode is used for calibration runs (i.e.
with no beam). Each acquisition window lasts for:

48 MSamples
500 MHz = 96 ms (3.6)

corresponding an equivalent neutron energy of 0.019 eV. An amplitude threshold of
-13.8 mV was used, together with a ”zero suppression” technique. Every recorded
signal below the threshold is fitted to a reference shape in order to extract the
amplitude and time of flight, which are stored in DST (Data Summary Type)
files. These data files are later converted into ROOT trees for the analysis. More
details concerning the DAQ can be found in [68].

3.6.3 Extracting the capture yield
For each neutron at energy En reaching the target, there is a certain probability
Y (En) for a (n,γ) reaction. This probability is expressed by the ratio of the (n,γ)
reaction rate C(En) and the neutron flux on the target φ(En).

Y (En) = C(En)
φ(En) (3.7)

In practice, however, the number of (n,γ) observed reactions Cobs(En) contains
some background B(En) that needs to be subtracted. Also, the detection efficiency
to gamma rays ε(En) of the gamma cascade needs to be corrected for. Assuming
it is only depending on the neutron energy (see sections 4.5 and 4.11 for details
on the data processing using a weighting function and final normalization), the
capture yield becomes:

Y (En) = Cobs −B(En)
φ(En)× ε(En)×N (3.8)
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with absolute normalization constant N . Also, the neutron fluence on the target is
never measured directly, one only has access to the total fluence in the beam going
through the silicon and MicroMegas detectors. Hence it has to be renormalized to
take into account the beam interception factor, labeled I(En).

Y (En) = Cobs −B(En)
I(En)× φobs(En)× ε(En)×N (3.9)

Finally, if one neglects multiple scattering effects, this capture yield is related to
the reaction cross sections through the following formula:

Y (En) =
(
1− enσt(En)

)
× σn,γ(En)

σt(En) (3.10)

where n stands for target nucleus density (in atoms per barn), and σt, σn,γ the
cross sections for total and (n,γ) reactions respectively. The first term in equation
3.10 is called self-shielding, and gives the probability for any reaction to occur in
the target, whereas the second term is the probability of a (n,γ) reaction being
measured, given a reaction has occurred.

3.6.4 The neutron energy resolution
The first correction to apply to the capture yield obtained in equation 3.9 is related
to the uncertainty on the measured neutron energies. Indeed, due to scattering in
the thick spallation target and the moderator, or proton pulse width, two neutrons
with the same energy may arrive in the experimental area with different times of
flight. The main sources of uncertainty are:

• The width of the proton bunch (≈7 ns).

• The uncertainty on the flight path L:

– Uncertainty on the distance between the spallation target and the sam-
ple.

– Uncertainty on the moderation distance as a function of neutron energy.

• The duration of the detector’s response.

The uncertainty on the distance between the neutron source and the sample will be
given by a fit of a standard resonance on 197Au (see section 4.8), and will be found
to be less than 10 cm. The main objects of concern for resolution broadening are
the proton pulse width, the moderation distance, and Doppler broadening, which
merely expresses the fact that the target nuclei have a certain distribution of kinetic
energies at thermal equilibrium, which adds to the uncertainty of reaction relative
kinetic energy, and will broaden the widths of the resonances. Figure 3.9 shows
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Figure 3.9: The effect of the resolution function [62]. The red line is the expected
Doppler broadened resonance.

the effect of the resolution on a 56Fe resonance.
One can easily notice that the broadening is asymmetric, which changes not only
the shape, but also the peak position. During n TOF’s so-called phase I, an
analytic form of the resolution function was adjusted to MCNP [69] and FLUKA
[70] simulations, and is now implemented in the SAMMY R-matrix code [71]:

RF(t) = A0
(t+ τ)2

2Λ3 + A0A1
(
A2e

−A3(t+t0)
√
E + A4e

A((t+t0)
√
E
)

(3.11)

Figure 3.10 shows the contributions of every component (proton pulse width,
Doppler broadening, and moderation length broadening), superimposed with ob-
served 241Am resonances, and average s-wave level spacing.
However since the replacement of the spallation target and the beginning of Phase
II, the resolution has worsened, especially due to the presence of aluminium win-
dows between the cooling and moderator circuits. Although the parameterization
of equation 3.11 is still a relatively good approximation, it is now possible to
include a numerical resolution function in SAMMY.

3.6.5 Multiple scattering
Another important experimental effect is the multiple scattering in the sample. In
addition to the self-shielding effect, which expresses the attenuation of the neutron
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Figure 3.10: Decomposition of the total broadening into proton pulse width,
Doppler broadening and moderation length distribution.

density with the distance in the sample, neutrons can also scatter once or more in
the sample before they get captured. This will have the major effect of increasing
the capture yield, and generally change the shape of the resonance peak. A multiple
scattering correction is included in SAMMY, however it does not take into account
the presence of aluminium canning (say) around the sample, since this is going to
be a subtracted background. Therefore any scattering from the Am sample to
the canning (and vice-versa) will not be taken into account properly. Figure 3.11
shows the capture yield measured at n TOF of the 4.9 eV resonance on 197Au,
which is also calculated by SAMMY with and without multiple scattering, on a
250 µm thick sample.
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Chapter 4

The analysis

4.1 Experimental setup
For the 241Am measurements campaign, the TAC as well as two C6D6 detectors
were used, however this analysis will be restricted to the C6D6 data. Figure 4.1
shows a sketch of the experimental setup implemented in MCNP.

Figure 4.1: MCNP implementation of the setup at the end of the flight path. Left
panel: overall view. Right panel: zoom on the sample.
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4.2 Sample characteristics
The sample is made of a 342 mg Al2O3 matrix mixed with 32.2±0.7 mg of AmO2
[72]. It has a 1.226 cm diameter and is canned in aluminium [73][74] (figure 4.2).
It has a total density of 8.59×10−3 at/barn, and a 241Am density of 6.81×10−5

at/barn.

12.26 mm

2.
1
m
m

7.
1
m
m

20 mm

Al2O3 matrix with AmO2Al

Stycast

Figure 4.2: The Am sample.

Table 4.2 gives an overview of all the other samples used during this measurement.

Table 4.1: Characteristics of the sample.
Mass (g) Density (at/b)

Al (Al2O3) 0.159 3.02×10−3

O (Al2O3) 0.142 4.53×10−3

Am (AmO2) 32.2×10−3 6.81×10−5

O (AmO2) 4.28×10−3 1.36×10−4

Figure 4.3 shows an x-ray picture of the Am and dummy sample, which is intended
to be the same sample without the Am content.
Also, a very noticeable aspect of the sample is its activity. It’s responsible for
approximately 3.8 GBq with an equivalent dose of 2.3 mSv/h at 10 cm distance.
It caused trouble to the C6D6 response, and it will be detailed in section 4.3.
Figure 4.4 shows two gamma spectroscopic analyses performed on a 40 mg AmO2
sample dispersed in a Al2O3 matrix, performed by high precision Ge detectors [75].
In particular, the very intense 2235 keV peak is caused by the decay of 30Si formed
by (α,p) reaction on 27Al present in the canning, and will be responsible for a lot
of background. Below 400 keV, the gamma rays are due to the decay of 233Pa, a
daughter nucleus of 237Np, the main impurity present in the sample (which is itself
the daughter nucleus of the 241Am through α decay). Higher energy gamma rays
are mostly produced through α induced reactions on 27Al. Also, some 240Pu is
present in the sample, as seen on figure 5.1 where the 1.05 eV resonance is clearly
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Figure 4.3: The Am sample (left) and the dummy sample (right).

Table 4.2: Samples used for the 241Am measurement

Element Sample Id Mass (mg) Thickness (µm) Diameter (mm)
241Am+Al2O3 116 342 2100 12.26

197Au 117 114.16 50 12.20
197Au thick 118 568.7 250 12.20
197Au large 121 1561 50 45

Pb 119 2288 2000 12.20
Dummy 115 301 2100 12.26

visible on the capture yield. Its density was estimated to be about 7 × 10−6 of
the 241Am density. Note that this is only an estimation fitted on the 1.05 eV
resonance, however it does not contribute enough to the capture yield to extract
a precise density.
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Figure 4.4: Spectroscopic analyses of the sample [75]. The two plots were obtained
with different setups for exploring the full energy range from 0 to 5.5 MeV.

4.3 Run selection

Only a few days after the beginning of the acquisition, the detectors started show-
ing significant changes in their amplitude response (see figure 4.5).
This was interpreted as a consequence of the too high counting rate induced by
the 3.8 GBq activity, which caused the photo-multipliers’ response to fail. This
interpretation was validated by the observation of the detectors’ output signal dur-
ing one acquisition window (≈108 ns). It revealed lots of “dead” time intervals in
which the baseline was not even fluctuating anymore (see figure 4.6). In these time
intervals, it was assumed no event was possibly detected, and therefore it severely
compromised the usability of these data.
The decision was then made to put in place a 2 mm thick lead shielding in front
of the C6D6 detectors, to cut most of the 60 keV gamma rays responsible for the
biggest part of the sample’s activity. A MCNP simulation of the efficiency of
the C6D6 (with and without lead) to the 60 keV gamma rays was performed. It
turned out that the efficiency without lead shielding is 1.7×10−3 and 3.33×10−6

with it. At 3.8 GBq activity, it gives an equivalent mean time between two events
of respectively 155 ns and 80 µs. Even without shielding, the typical duration of a
pulse (≈20 ns) is much lower than the expected count rate due to activity (1 count
every 155 ns). It points out that the problem observed (figure 4.6) certainly does
not come from the acquisition itself, but perhaps from the current supply from the
voltage divider.
The shielding had the major effect to stop the behaviour observed in figure 4.6.
Its overall effect is mostly understandable with figure 4.7. It displays, on the left
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Figure 4.5: The amplitude spectra for the first and last run of the campaign.

Figure 4.6: The amplitude response of the detectors with time.
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hand side, the evolution of the ratio Rmon = Vmon/Imon with the run number (i.e.
with time), where Vmon and Imon stand for the voltage and current delivered by
the photo-multipliers. The right part of the figure sketches the evolution of the
current delivered by the photo-multipliers versus the assigned voltage. When the
2 mm shielding is in position, the equivalent resistance is stable, and the current
fluctuations stop. That is yet an other argument against the use of the data with-
out lead. Run number10450105001055010600106501070010750)(M mon/I monV 2.622.642.662.682.702.722.742.762.78 detector 1detector 2V/I = 2.73 MWith 2 mm Pb shieldWithout Pb shield

�

� (V)monV1000 1050 1100 1150 1200 1250A)
�( monI 360370380390400410420430440450460 detector 1detector 2

�V/I = 2.73 MWith Pb shield

Figure 4.7: The behaviour of the detectors with and without the lead plates.

The final decision concerning the analysis was not to include the data without the
lead shielding.

4.4 Data taken
In the end, 1.4×1018 protons were allocated for this measurement with the lead
shielding. The details are given in table 4.3 [76]. 87 runs without the shielding
had to be discarded.

4.5 The weighting function procedure
Recalling equation 3.9, arises the question of determining the detection efficiency
ε(En). Although this notation seems to imply that it is only depending on the
neutron energy, it is in general not the case. Indeed many different gamma cascades
can be taken to reach the ground state (or the first isomeric state) of 242Am,
and for each distribution of gamma energies, there is a different total efficiency
for detecting the cascade. The efficiency for detecting a gamma cascade can be
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Table 4.3: Number of allocated protons for the 241Am measurement and as-
sociated runs.

Sample/ Beam filters Protons Runs
Source (×1016)

241Am - 39.7 10653 10654 10657 10658 10659 10660
10662 10671 10672 10673 10674 10675
10701 10702 10703 10704 10705 10706
10707 10708 10709 10710 10711

241Am Al, Co, W, Mo 15.0 10663 10664 10665 10666 10667 10668
10669 10670

241Am Co 8.65 10727 10728 10730 10731 10732
Au-thick - 15.0 10679 10740 10741 10743 10744 10746

10747 10753 10754 10755 10748
Au Al, Co, W, Mo 4.87 10745 10751 10752
Au Co 3.37 10739 10749 10750
Au-nocan - 0.37 10756
Au-thin - 8.66 10651
Au-45 mm - 0.54 10757
Pb - 5.26 10718 10719 10720 10721
Dummy - 14.2 10690 10691 10692 10693 10694 10723

10724 10725
Dummy Al, Co, W, Mo 7.74 10695 10696 10697
Empty - 5.44 10680 10681 10682
Canning - 10.7 10683 10684 10685 10686 10687
Canning Al, Co, W, Mo 2.51 10718 10719 10720 10721

88Y - - 10648 10677 10699 10715 10733 10734
10758

137Cs - - 10649 10676 10698 10716 10735 10759
Am-Be - - 10650 10678 10717 10736 10737 10738
241Am - - 10652 10661 10700 10729
ambient - - 10712 10713 10714
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written as the complementary probability of missing every single photon of the
de-excitation.

ε(En) = 1−
n∏
i=1

(1− εi) (4.1)

with εi being the detection efficiency for the i-th photon of the gamma cascade.
However, since the C6D6 detectors have low efficiency, one can expand equation
4.1 to first order:

ε(En) = 1−
n∏
i=1

(1− εi) ≈
∑
i

εi (4.2)

The idea to simplify the problem is to make the efficiencies εi proportional to the
gamma energy Ei, i.e. εi = k × Ei. Then:

ε(En) =
∑
i

εi = k ×
∑
i

Ei = k × (Sn + En) (4.3)

with Sn being the neutron separation energy in the compound nucleus. In this
particular case the detection efficiency is only depending on the neutron energy.
Nevertheless the relation εi = k × Ei is not valid at all in the case of the C6D6
detectors. But one can express the detection efficiency to one gamma ray at energy
E by the equation:

ε(Ei) =
∫ ∞

0
Ri(E)dE (4.4)

with Ri being the response function of the detector, i.e. the probability density of
energy deposition. The idea is to find a function W verifying the relation:

∀i,
∫ ∞

0
W (E)Ri(E)dE = k × Ei (4.5)

In order to accomplish that, the integral is substituted by a sum (to make it
numerically accessible), and a χ2 value is defined:

χ2 =
∑
i

(∑
jW (Ej)R(Ej)− k × Ei

)2

σ2
i

(4.6)

with R(Ej) coming from a MCNP simulation, and σi being the associated numer-
ical weight. By minimizing the χ2 value a suitable W function is found for the
analysis. In this work the function is a 4th order polynoma (fig.4.8):

W (E) =
4∑
i=0

aiE
i (4.7)

where the ai are specified in table 4.4 with a gamma energy threshold at 300
keV. The effective threshold used for event selection was taken into account in the

68



Deposited energy (MeV)
0 1 2 3 4 5 6 7

j
/ E

ij 
R i

 WΣ 0.2
0.4
0.6
0.8

1

Deposited energy (MeV)
0 1 2 3 4 5 6 7

W
ei

gh
tin

g 
fu

nc
tio

n

0

50

100

150

200

250

300

350

400

Figure 4.8: The weighting function for the Am sample with a 300 keV threshold
calculated by χ2 minimization.

weighting function calculation by setting the detectors’ response to zero below the
chosen threshold. Also, no negative powers were used in the polynomial.
One has to note that for the gold thick sample, an exponential attenuation of the

photon source distribution was used, in order to mimic the neutron attenuation
in the sample at the energy of interest (which is the 4.9 eV resonance, see section
4.11). Figure 4.9 shows the effect of an exponential attenuation of photons in
the weighting function calculation on the capture yield of 197Au at the 4.9 eV
resonance. The difference of normalization between the two procedures is 2%.

4.6 Amplitude-energy calibration
After it was decided to keep only the data taken with the lead plates, the channel-
energy calibration was simpler since the behaviour of figure 4.6 was canceled.
However the amplitude spectra were still unstable over time, as shown on figure
4.5. The main effect of an incorrect calibration will be seen when the weighting
function is applied, especially if the weights for certain gamma energies are large.
In order to dynamically adjust the calibration, the 2235 keV photon present in
the sample’s background was used and tracked over time. First the traditional
calibration sources (137Cs, 88Y and Am-Be) were used to get a resolution and cali-
bration function for each detector. The resolution function consists of a Gaussian
broadening, with the width being a second order polynoma. Figure 4.10 shows the
matching of the calibration function on the four calibration gamma rays, together
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Table 4.4: The weighting functions used in the analysis.

a0 a1(MeV−1) a2(MeV−2) a3(MeV−3) a4(MeV−4)
Threshold=200 keV

Am 11.43 -3.24 20.49 -2.81 0.11
Au (250 µm) 20.14 -21.22 34.20 -4.75 0.19

Threshold=300 keV
Am 18.07 -12.20 24.07 -3.31 0.13

Au (250 µm) 30.66 -35.35 39.51 -5.44 0.21
Threshold=400 keV

Am 26.77 -22.79 28.09 -3.84 0.15
Au (250 µm) 42.33 -46.56 42.68 -5.75 0.22

Threshold=500 keV
Am 37.63 -34.68 32.13 -4.35 0.17

Au (250 µm) 56.69 -57.51 44.65 -5.82 0.22

Figure 4.9: The effect of the exponential attenuation in the (unnormalized) gold
capture yield.

70



with the 2235 keV used for dynamical adjustment.
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Figure 4.10: An example of calibration using the sources.

The widths found for the two detectors are:

σ1 = 1.0376× 10−3 × E + 7.3174× 10−4 × E2 (4.8)
σ2 = 1.6689× 10−3 × E + 1.0005× 10−4 × E2 (4.9)

with both σ and E in MeV. The calibration functions found for the two detectors
are:

E1 (keV) = 57.76 + 37.19× A− 0.0187× A2 (4.10)
E2 (keV) = 44.66 + 35.63× A− 0.0179× A2 (4.11)

Then the step in the amplitude spectra around channel 60 in figure 4.5 (which
is caused by the 2235 keV photon coming from the sample) was recorded over
time, and the calibration was scaled accordingly for this step to match its position
at the time of the calibration. Figure 4.11 compares the beam on and beam off
amplitude spectra with the Am sample (where one can easily notice the 2235 keV
photon Compton edge), and the beam-on spectrum with the 250 µm thick gold
sample. It is worth noting that the upper deposited energy cut was applied at 6.5
MeV for the gold sample runs and 5.5 MeV for the Am sample runs, corresponding
to their respective neutron separation energies. This choice for energy cuts reduces
a lot the background at larger gamma energies, which is clearly visible in figure
4.11.
This work required the simulation of the deposited energy by the 2235 keV gamma
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Figure 4.11: The amplitude spectra for beam on and beam off runs.

ray, similar to the simulation used for the calibration sources, and this step is
shown in figure 4.10. The effect of such a scaling is shown in figures 4.12 and 4.13.
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Figure 4.12: The amplitude spectra for every run (including runs without lead
shielding) with and without scaling.

Figure 4.13: The weighted counts with and without amplitude scaling.
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4.7 Event selection and processing
Although the lead plates act as a relatively effective shield against the sample’s
gamma rays, lots of them still reach the sample. Hence an effective threshold of
300 keV was used for event selection. However, pile-up effects can cause several
60 keV photons to be detected (i.e. triggering an event of E >300 keV) if they
arrive in a very short time interval. For every event above that threshold, two
pieces of information are stored : the time of flight at which this event occurred,
and the channel position for the energy deposition in the C6D6 detector. The way
the counting rate histograms are filled is the following:

1. The channel position is turned into an energy deposition thanks to the cali-
bration functions.

2. At this particular energy E, the weighting factor W (E) is computed.

3. The counting rate histogram is filled at time of flight T with W (E) counts.

When the whole histogram is filled, deadtime correction can be applied. The
deadtime is assumed to be non extending, meaning that if every event induces a
deadtime τ , a second event occurring less than τ ns after a first one will not trigger
another deadtime. After the processing of the raw binary data, one can plot the
time distribution between two consecutive events. It starts going down at around
20 ns (figure 4.14). Thus a fixed deadtime of 30 ns was chosen for the analysis, in
order to chose events in the right hand part of the distribution, and then correct
the count rate for deadtime.
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Figure 4.14: The time distribution between consecutive events.
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Let us assume that the events are distributed according to a Poissonian law with
a parameter λ within a time window of duration τ=30 ns. The parameter λ is
connected to τ through the average frequency of events f :

λ = f × τ (4.12)

Then the probability for at least one event to occur within τ=30 ns is given by:

P (λ) = 1− e−λ ≈ λ (4.13)

The last approximation is valid provided that f × τ is small (i.e. small deadtime
window and low event frequency). Furthermore, the probability of detecting an
event at time T is given by the probability of the event happening times the
probability of no event occurring between T − 30 ns and T .

Nobs(T ) = Nreal(T )× (1− λ(T )) (4.14)
= Nreal(T )× (1− f × τ) (4.15)

Finally, if the τ=30 ns window is split into bins of width dt with different values
of f (and thus λ), the relation between the observed number events and the actual
one is:

Nobs(T ) = Nreal(T )×
1−

T∑
t=T−τ

λ(t)
 (4.16)

= Nreal(T )×
1−

T∑
t=T−τ

f(t)dt
 (4.17)

= Nreal(T )×
1− 1

T0

T∑
t=T−τ

N(t)
 (4.18)

where T0 stands for the number of acquisition windows that were opened to record
N(t) events (with no threshold) at time t. Finally, one can wonder whether the
assumption of non extending deadtime is justified. In order to check the validity
of the procedure, counting rate histograms corrected for respectively 30 ns and
1000 ns deadtime were extracted. In the case of τ=1000 ns (i.e. τ being much
larger than the expected deadtime, even if extending), the extending part of the
deadtime will be negligible, and it is supported by figure 4.14. Figure 4.15 shows
the ratio of the corrected histograms for 30 ns and 1000 ns deadtime. Apart from
statistical fluctuations, the mean value (better observed at large times of flight)
stays very close to unity, and perhaps more importantly no structure coming from
the resonances (where the counting rate is higher) are present. This confirms that
the extending part of the deadtime correction is not relevant in this analysis.
Figure 4.16 shows an example of a histogram filled with deadtime corrections with
lead shielding.
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Figure 4.15: The ratio of the histograms corrected for 30 ns and 1000 ns deadtime.

 (ns)γtime - T
510 610 710 810

D
ea

dt
im

e 
co

rr
ec

tio
n

1

1.0005

1.001

1.0015

1.002

1.0025

1.003

1.0035

1.004

Figure 4.16: The deadtime correction for all Am runs with 30 ns deadtime.
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4.8 The time-energy calibration
The time-energy relation is simply given by:

En = (γ − 1)m0c
2 =

 1√
1− L2/T 2

c2

− 1
m0c

2 (4.19)

with L being the distance between the spallation target and the sample, and T
the time of flight. However a very accurate value is needed for L, which is very
difficult to get by a straightforward distance measurement. Therefore the standard
resonance at 4.9 eV in 197Au was used and the flight length was fitted for the
measured capture yield to match a calculation.
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Figure 4.17: The SAMMY fit of the 4.9 eV resonance in 197Au. The y axis has been
multiplied by

√
E for a better observation of the low energy region. The residual

is defined as the difference of the experimental data point and the fit, divided
by the uncorrelated uncertainty of the data points, ignoring the uncertainty on
the normalization. The uncertainties on the data points correspond to couting
statistics scaled by the weighting function.

The gold capture yield was obtained on that resonance using the thick sample
of gold (sample 118 in table 4.2), with the same diameter as the Am sample.
This setup was preferred because of the better statistics and target thickness.
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Indeed even if some uncertainty is present in the resonance parameters, using a
well saturated resonance allows one to be less sensitive to the partial widths, and
focus the fit procedure on the edges of the resonances, where the time to energy
calibration is crucial. The SAMMY R-matrix code [71] was used to calculate
the capture yield, and fit the experimental one given as an input, with only the
energy position of the resonance as a free parameter. Indeed one can connect a
discrepancy in energy to a correction in flight length the following way:

∆E
E
≈ 2∆L

L
(4.20)

if only L presents an uncertainty. The result of the fit is shown in figure 4.17 and
the distance found is L=184.21±0.06 m. The resonance parameters for the gold
resonance were taken from [77]. This fit is also used to extract a normalization
factor for the capture yield at 4.9 eV. This number includes both beam interception
and absolute efficiency normalization. More details are given in section 4.11, espe-
cially concerning the uncertainty on the normalization factor and cross checking
at thermal energy.

4.9 Observations concerning parasitic and dedi-
cated pulses

During the measurement, many parasitic pulses were used to accumulate statis-
tics. Although these bunches have the same energy as the dedicated ones, it is
interesting to look into the details and check for any systematic difference induced
by the pulse type.

4.9.1 Count rates for both types of pulses
After a separate extraction, the dedicated and parasitic count rates are plotted
on figure 4.18. Everything has been normalized to its number of neutrons. It’s
important to stress out at this stage that a difference of about 2% in the neutron
to proton ratio was observed. Table 4.5 gives the number of protons and integrated
number of events in the silicon detectors, for times of flight between 104 and 108

ns, and amplitude channels between 50 and 250 (in order to restrict the analysis
to the α and 3H peaks of deposited energy), for the runs with the Am sample and
no filters in the beam. A minor difference in the pulse time or space distribution
could account for a slightly larger neutron loss in the dedicated case on the way
to the sample.
One immediately notices that the parasitic count rate is larger than the dedicated
one. It is caused by the activity of the Am sample. Indeed, the activity is propor-
tional to the number of bunches (or acquisition time), and one naturally gets more
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Table 4.5: Numbers of protons received and integrated counts in the silicon detec-
tors.

Protons SILI events ratio
Dedicated 3.22×1017 1.22×106 0.379
Parasitic 7.46×1016 2.86×105 0.383

Figure 4.18: The two count rates normalized to their number of neutrons.

bunches per neutron in the parasitic case, since the intensity is lower. Therefore,
the activity normalized to the number of neutrons is larger in the parasitic case.
Moreover, the canning counts show a small discrepancy as well. It can be explained
by the difference in ambient background normalization, since it is a contribution
which is proportional to the acquisition time, just like the activity.

4.9.2 Computing the difference
Once this has been pointed out, one can try to subtract the two signals. If there
is any residual and pulse-dependent background, the difference will be different
from zero. In order to make the count rates per neutron comparable, one has to
take into account the activity difference due to the difference in pulse intensity
(figure 4.18). Let Ci

Ni
be the number of total counts per neutron for pulse type i

and CAct
i

Ni
the activity measured for runs of pulse type i, normalized to the number

of neutrons of same type. Then, if one assumes that all captures components are
proportional to the number of neutrons, they will vanish in the difference, and all
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Figure 4.19: The hypothesis of equation 4.22 is tested.

that will remain is the activity difference:

Cdedi

Ndedi
− Cpara

Npara
= CAct

dedi
Ndedi

−
CAct

para

Npara
(4.21)

= CAct
dedi

Ndedi

(
1− Ndedi × Tpara

Npara × Tdedi

)
(4.22)

since CAct
para = CAct

dedi ×
Tpara

Tdedi
(4.23)

where Ti stands for the number of bunches of type i. Therefore, one has to compare
the right hand term of equation 4.22 to Cdedi

Ndedi
− Cpara

Npara
in order to properly comment

on the difference in pulse intensity in the activity counts.
The result of such a comparison is shown in figure 4.19, where the red line is the
fitted activity normalized like in equation 4.22.
The prediction almost perfectly fits the observed difference. For the following it
will be assumed that no significant pulse dependent signal exists.

4.10 Background components

4.10.1 The sample’s activity
A short run was performed with only the sample in front of the detectors, and
no neutrons. The activity can be expected to give a constant count rate in time,
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since the half-life of 241Am is ≈432 years (i.e. very long compared to the duration
of the measurement). However it will show considerable fluctuations because of
the short time given for acquisition. Then it has to be fitted in order to wash out
all the experimental fluctuations. Figure 4.20 shows the fit with the experimental
count rate normalized to the difference of logarithmic bin limits (the fluctuations
are not seen here, the spectrum was rebinned for greater clarity, which does not
change the result of the fit). Then the constant Cact in time becomes:

C(E) = Cact × E−1/2 (4.24)

Figure 4.20: The sample’s activity is fitted to wash out the experimental fluctua-
tions.

Of course, this spectrum has to be normalized to the measurement duration. If it
has to be compared to a count rate CAm measured during TAm, and if the duration
of the activity run is labeled Tact, then the count rate CN

actto be subtracted is:

CN
act = TAm

Tact
× Cact × E−1/2 (4.25)

Practically, the Ti are taken to be the number of proton bunches, each correspond-
ing to a certain fixed time window for acquisition.

4.10.2 The aluminium canning
Neutrons can be captured inside the aluminium canning in which the sample was
put. Several runs were performed with only the canning in the beam, and the
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result has to be normalized to the number of neutrons received by the sample, and
corrected for ambient background. The count rate CN

can to be subtracted is:

CN
can = (Ccan − Camb ×

Tcan
Tamb

)× NAm

Ncan

(4.26)

with Ni and Ti being respectively the number of neutrons received and number of
acquisition windows open for the sample i.

4.10.3 The Al2O3 matrix
Neutron capture can also occur in the Al2O3 matrix holding the sample together.
Traditionally, one uses a dummy sample made only from Al2O3 (and no Am) to
get this contribution experimentally. This time it was tried as well but the dummy
sample was contaminated with Sm isotopes, which were identified thanks to their
huge resonances at low energy (see figure 4.21).

Figure 4.21: The capture yield on the dummy sample together with the expected
contributions from the Al2O3 matrix and the Sm isotopes.

The origin of these isotopes probably comes from the stycast glue which was used
to put the sample back together after it was broken. Another argument sustain-
ing this hypothesis can be that the Sm resonances are not seen at all in the Am
sample. At first it was tried to get the Sm density inside the sample by fitting
the corresponding capture yield, but it was not straightforward at all due to un-
certainties on resonance parameters. After noticing that the Sm contribution was
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significant only below a few hundreds of eV (which is in this work the limit for
the resolved resonance range), the easiest solution was to forget about this ex-
perimental information and calculate the capture yield on Al2O3 for the resolved
resonance range analysis. It was made possible thanks to the volume and mass
information available on the sample. The calculation was made with the SAMMY
code [71] and resonance parameters from ENDF/B-VII.1 [18]. The uncertainty on
the nuclear data on O and Al isotopes was neglected. In the unresolved range, the
full experimental information provided by the dummy sample was used.

4.10.4 The neutron filters
The different neutron filters placed in the beam carry information on any residual
background. The isotopes present in the filters are the natural isotopes of W, Al,
Co and Mo. Table 4.6 lists the black resonances energies and filter thicknesses for
each isotope.

Table 4.6: The black resonance energies and thicknesses of the filters placed in the
beam.

Isotope Thickness (mm) Resonance energy (eV)
182W 0.8 4.18
182W 0.8 18.83
59Co 0.25 132.0
27Al 30.0 34.8×103

Indeed at black resonance energies, the transmission is zero and no neutrons reach
the sample. Thus the only events to be detected come from other sources. Figure
4.22 shows the superposition of the counts and background with filters, with labels
on each black resonance. The contribution from any remaining background seems
negligible. However, a possible contribution from neutron sensitivity could still be
present, assuming the scattering, moderation and capture processes happen in a
very short time compared to the bin width. Thus, such background would not be
visible in the filter’s resonance energy.
Special care has to be taken when estimating background in the unresolved region
(starting at 320 eV in this work). Indeed, although in the RRR one fits the reso-
nance parameters on the resonance peaks, where background in usually small, in
the URR, one loses the resonant structure, and thus the background level becomes
a dominant source of uncertainty when averaging the spectrum. Again, the filters
can be used to get an instructive insight on the possible uncertainty in background
estimation. The black resonance of the 27Al filter at 34.8 keV was used for this
analysis, and figure 4.23 shows the spectrum with the Am sample and estimated
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Figure 4.22: The background at every neutron filter’s black resonance in the RRR.

backgrounds in the URR with filters.
At 34.8 keV, the estimated total background is compatible with the total signal,
which strengthens the analysis procedure. However, counting statistics and nor-
malization mark the limit of this agreement.

4.10.5 Final evaluated background
All the evaluated components are shown in figure 4.24, and table 4.7 shows the
normalization constants used in equation 4.27. The net capture count rate on
241Am is obtained in the following way:

CAm = Ctot − (Ccan − Camb ×
Tcan

Tamb
)× NAm

Ncan
− CAl2O3 − Cact ×

TAm

Tact
(4.27)

with Camb being the ambient background in the absence of sample and neutron

Table 4.7: Experimental values for number of acquisition windows (T ) and inte-
grated counts in the SiMON detectors (N), for different samples.

Am Activity Canning Ambient
N 1.50008e+06 0 416812 0
T 61714 3787 17564 13975

beam. The Al2O3 contribution was simulated (because of the Sm presence shown in
figure 4.21) and therefore has no extra background. Concerning a possible contri-
bution from in-beam photons, mostly coming from (n,γ) reactions in the borated
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Figure 4.23: The total signal and background in the URR with the filters in the
beam.

water after the spallation target), figure 4.24 shows the expected contribution,
given the experimental information obtained using a natural lead sample (which
only significantly interacts with photons), which was normalized to the sample’s
atomic number and density, and received neutron fluence. It is to be noted that
the experimental information was not accurate enough to perform an actual sub-
traction of a well normalized photon contribution, and that the plot in figure 4.24
is for order of magnitude discussion only. However, both the study of spectra
with filters and figure 4.24 show that this contribution to the total background
is negligible, which is a significant improvement over the past data obtained at
n TOF, where no borated water was used to inhibit the emission of the 2.2 MeV
gamma ray during the 1H(n,γ) reaction. Also, the background level at low neu-
tron energy is dominating the total signal. At thermal neutron energy it is about
90%, which will lead to greater uncertainties after subtraction (see section 5.2).
Finally, the 27Al resonances at 5.9 keV and 34.8 keV are not fully reproduced in
the total signal by the canning background only. This comes from the scattering
and capture contributions of the Al2O3 matrix, which will be fully taken into ac-
count in the unresolved resonance range by using the dummy sample, where the
Sm contribution to the background can be neglected.
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Figure 4.24: The background components of the total count rate.

4.11 Normalization

The capture yield is then obtained by dividing the net weighted capture count
rate by the neutron flux and the compound nucleus excitation energy. However,
the absolute value still has to be normalized. Indeed the geometrical interception
of the neutron beam is not the same for the Am sample as the neutron detec-
tors (SiMON and MicroMegas). Then the counted neutrons are different from
the neutrons actually reaching the target. Also, the weighting functions were cal-
culated thanks to simulated energy depositions in the C6D6 detectors, and thus
an absolute normalization of the efficiency is still required. In order to account
for both these steps, the 197Au resonance of figure 4.17 was used once again. As
the resonance parameters are assumed not to be a source of uncertainty, only the
normalization is adjusted for a proper fit of the saturated 4.9 eV resonance. This
normalization has to be applied back to the Am data. Finally, the beam inter-
ception factor is expected to vary with neutron energy, however neither numerical
simulations nor attempts at measuring the beam profile provided the accuracy
needed in this analysis. Therefore, in this work the beam interception is assumed
to be energy-independent, and given by the normalization at 4.9 eV. It is to be
noted that the application of an energy deposition threshold in the analysis induces
an uncertainty. Indeed the part of the electromagnetic cascade located under the
threshold might be different for 198Au and 242Am, leading to a bias in the applied
normalization. No correction for this effect was applied, but it is expected that
the gamma spectrum below a typical threshold of 300 keV will only account for a
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negligible part of the total spectrum generated in the cascade.
The numerical uncertainty on the normalization factor given by SAMMY was 1%.
As a cross check of the consistency of the procedure, the results when using thick
(250 µm) and thin (50 µm) gold sample were compared, and the difference was
less than 1%. Also, the quality of the normalization was tested down to thermal
energy, and the experimental value reproduces the standard cross section value of
[78] (98.66±0.14 barns) with only a 0.7% deviation. Finally, the normalizations
for the two detectors were compared, and the two obtained capture yields are
statistically consistent. They are shown in figure 4.25.
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Figure 4.25: The capture yield extracted for the two detectors separately.

4.12 Neutron flux
The neutron flux for 2010 is shown in figure 4.26. It was obtained by linear
combination of the data from the SiMON and MicroMegas detectors, using the
appropriate detector in the appropriate energy range [79].

4.13 Capture yield
Once all the background components have been subtracted to the total count rate,
the capture yield is obtained by dividing the weighted spectra by their excitation
energy and the neutron flux. The normalization found with the 197Au capture yield
is then applied, together with the relative beam interception factor (see equation
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Table 4.8: The neutron flux for the 2010 campaign.

Energy range Detectors used
0.025 eV - 400 eV Si+MGAS(10B)

400 eV - 3 keV Si
3 keV - 100 keV Si+MGAS(235U)
100 keV - 1 MeV MGAS(235U)
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Figure 4.26: The 2010 neutron fluence [79].

3.9). The result is shown in figure 4.27. This capture yield will be given as an
input for resonance analysis to the SAMMY [71] R-matrix code, with uncorrelated
uncertainties.
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Figure 4.27: The neutron capture yield on the 241Am target.
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Chapter 5

Results

This chapter is focused on the physical parameters one can extract from the capture
yield obtained in section 4.13. The resonances were assigned a central energy and
partial widths, with the use of the R-matrix code SAMMY [71], which will be
described in the first section of this chapter. The thermal cross section could then
be deduced from the resonances parameters, and this will be detailed in the second
section. Finally, the unresolved resonance range was analyzed, with details given
in section 5.5.

5.1 The R-matrix code SAMMY
SAMMY [71] is an R-matrix calculation code developed by N. Larson, and is aimed
at resonance fit and resonant cross section calculation, given a set of resonance
parameters. It can calculate either yields or cross sections, and offers the choice of
several R-matrix approximations, among which the Reich-Moore approximation
which was detailed in section 2.3.4 and used for this work. It includes Doppler
broadening corrections based on the Free Gas Model (FGM), which was used in
this work, or the crystal lattice model. Also, the self-shielding and full multiple
scattering corrections were included in all the calculations. Finally, SAMMY can
also calculate and fit average cross sections, thanks to the FITACS module, which
was used in the analysis detailed in section 5.5.

5.2 The thermal cross section
Once the resonances were adjusted individually (see section 5.3), the capture yield
was fitted from 26.3 meV to 100 meV, with one bound state at the mirror energy
of the first resonance, with the scattering width as a free parameter. The radiative
width was taken as the average of the set of observed resonances, at 44.2 meV.
The procedure was iterated until the parameters for the first resonance and the
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bound state reached convergence, see figure 5.1. Finally the full cross section was
calculated using the newly obtained resonance parameters (including the bound
state) and the value at 25.3 meV was extracted. The results for the two detectors
analyzed separately were giving consistent results.
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Figure 5.1: The 241Am capture yield with a 300 keV threshold is fitted up to the
first resonance by varying the bound state resonance parameters. The y axis is
multiplied by

√
E for convenience, as it allows a better view of the thermal region.

However the main object of concern in this analysis is the extraction of the
uncertainty to associate to the central value. There is no ideal way to estimate
the uncertainty, given all the analysis steps, nonetheless it is possible to repeat the
analysis separately for the two detectors and different energy deposition thresh-
olds, and check if the yield is invariant. The deviations will provide a instructive
insight on the uncertainty. Figure 5.2 shows a first comparison of capture yields
at 26.3 meV for the two detectors with thresholds between 200 keV and 1 MeV
on the first resonance, in order to check if the analysis (especially the weighting
function procedure) still holds at large thresholds.
One can notice that the yields are in good agreement (within 2%) for thresholds
below 500 keV, whereas for larger thresholds the calculated capture yield tends to
be underestimated. This is most certainly a systematic bias of the weighting func-
tion procedure, which is not supposed to be used with large thresholds. However,
when looking at yields normalized to the first resonance with 300 keV threshold,

92



Energy (eV)
0.285 0.29 0.295 0.3 0.305 0.31 0.315 0.32 0.325 0.33

Y
ie

ld

0.2

0.22

0.24

0.26

0.28

0.3

0.32

yield_200keV_1
yield_200keV_2
yield_300keV_1
yield_300keV_2
yield_400keV_1
yield_400keV_2
yield_500keV_1
yield_500keV_2
yield_600keV_1
yield_600keV_2
yield_700keV_1
yield_700keV_2
yield_800keV_1
yield_800keV_2
yield_900keV_1
yield_900keV_2
yield_1000keV_1
yield_1000keV_2

Threshold (keV)
200 300 400 500 600 700 800 900 1000

Y
 / 

Y
_2

00
ke

V
 (

0.
30

6 
eV

)

0.92

0.94

0.96

0.98

1

1.02  16D6C
 26D6C

Figure 5.2: Upper panel: the capture yield on the first resonance for thresholds
from 200 keV to 1 MeV, each normalized to the 197Au capture yield with the same
threshold. Lower panel: ratios to the 200 keV threshold capture yield at En=0.306
eV.

one is only sensitive to uncertainties in background normalization, which are dom-
inant at thermal neutron energy. Figure 5.3 shows the low energy part of the
capture yield for all thresholds, normalized to first resonance of the capture yield
with 300 keV threshold, itself normalized to the 4.9 eV 197Au resonance.
The values at thermal energy show typical deviations of 10%, which are summed
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Figure 5.3: The capture yield at low energy for all thresholds from 200 keV to 1
MeV, normalized to the first resonance of the capture yield with 300 keV threshold.

up in figure 5.4, where the uncertainties due to counting statistics in the fit are
negligible. The background/signal ratios for thresholds between 200 keV and 1
MeV vary from 0.83 to 0.93, mostly because of the high energy gamma rays (espe-
cially the 2235 keV photon produced by (α,p) reaction on the aluminium canning)
emitted by the sample. This large background will inevitably lead to a large error
propagation when subtracted to the total signal. This mostly explains the large
uncertainty at low energy. Indeed, given the deviations of the thermal capture
yield values with respect to the chosen threshold (approximately 10%), only a 1%
uncertainty in background estimation (including statistics, weighting function and
normalization) would be enough to explain a 10% uncertainty on the net signal,
with a 90% background/signal ratio.
The main comment on figure 5.4 is that the general behaviour of the observed cap-
ture yield is not depending on the normalization technique, which strongly implies
that the source of uncertainty does not come from the pulse height weighting and
normalization to the 197Au resonance, but more likely from the background sub-
traction. The definitive choice for the thermal cross section was to take the value
given by the fit of the resonances, and associate a 10% error bar, which is represen-
tative of the spread of the experimental values when varying the deposited energy
threshold. Finally, the thermal cross section extracted in this work is σ = 678±68
barns. Although it is in relative good agreement with some previous measurements
(see figure 5.5), it is delicate to significantly exclude many other values, because
of the large error bar associated with it. Also, the Wescott factor extracted in this
analysis is 0.995.
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25.0 Harbour et al. [114] (1973) 
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+- 30.0 Kalebin et al. [24] (1976) 
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696.0 +- 48.0 Fioni et al. [4] (2001) 

2.0 +- 10.0 Maidana et al. [17] (2001) 

705.0 +- 23.0 Bringer et al. [19] (2007) 
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Figure 5.5: Experimental thermal cross section values compared to this work. The
larger grey band indicates the average and standard deviation of the central values
(691.2 and 78.1 b). The smaller grey band corresponds to the weighted mean and
its uncertainty, excluding values without uncertainty (674.8 and 6.6 b).
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5.3 The resolved resonance region (RRR)
Resonance shape analysis was conducted using the R-matrix code SAMMY [71].
It included full multiple scattering and self-shielding corrections, and used the free
gas model for Doppler broadening. The variant of the R-matrix formalism used
was the Reich-Moore approximation, detailed in section 2.3.4. This formalism has
the immense advantage (compared to the multi-level Breit-Wigner approximation
for example) to fully include interference between levels for non radiative chan-
nels. Concerning the fit procedure, resonances were fitted individually whenever
possible, and overlapping resonances forming multiplets were fitted together. The
gamma partial width Γγ was let free for the first three large resonances, where it
is expected to be sensitive to small variations of the parameters (see table 5.1).

Table 5.1: The resonance parameters for the first three resonances. Only uncer-
tainties due to counting statistics have been used in the data, and the uncertainties
resulting from the fit correspond to the square root of the diagonal terms only. The
correlation factor between Γn and Γγ from the fit was lower 0.25.

Energy J Γn Γγ
(eV) (h̄) µeV (meV)

-0.306 3 275.3 ± 2.0 45.79
0.306 3 49.1 ± 0.1 45.35 ±0.3
0.575 2 116.7 ± 0.3 44.41 ±0.5
1.272 3 290.0 ± 0.9 47.16 ±0.3

However, as the Γγ values are supposed to follow an almost constant distribu-
tion (more precisely a χ2 distribution with a large number of degrees of freedom),
it was fixed for the following smaller resonances, and taken as recommended by
JEFF-3.1.2 [41]. The fission widths were fixed and also taken as recommended by
JEFF-3.1.2 [41]. It was possible to perform the resonance shape analysis up to
320 eV, which is a significant improvement over the current status of the evaluated
RRR (which ends at 150 eV in all evaluations). Figure 5.6 shows the full range of
fitted resonances.

Table 5.2 gives the full list of resonance parameters obtained in this analysis
(with new or heavily modified resonances, compared to JEFF-3.1.2 [41], marked
with a ∗), which are to be used in order to extract statistical informations on the
compound 242Am nucleus.
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Figure 5.6: The resolved resonance range analyzed in this work.

Table 5.2: The resonance parameters obtained by this
work.

Energy J Γn dΓn Γγ
(eV) (h̄) (meV) (meV) (meV)
1.922 3 0.104 0.0006 45.79
2.365 2 0.093 0.0009 45.79
2.589 3 0.137 0.0009 45.79
3.971 2 0.261 0.0023 45.79
4.966 3 0.160 0.0018 45.79
5.412 2 0.936 0.0065 45.79
5.926 2 0.013 0.0021 45.79
6.116 3 0.115 0.0021 45.79
6.736 3 0.038 0.0017 45.79
7.660 2 0.065 0.0029 45.79
8.167 3 0.106 0.0027 45.79
9.107 2 0.489 0.0068 45.79
9.845 3 0.366 0.0056 45.79
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Table 5.2: continued.

Energy J Γn dΓn Γγ
(eV) (h̄) (meV) (meV) (meV)
10.07 2 0.055 0.0041 45.79
10.40 3 0.300 0.0049 45.79
10.99 2 0.502 0.0086 45.79
11.49 3 0.033 0.0035 45.79
12.19 3 0.024 0.0034 45.79
12.88 2 0.177 0.0069 45.79
13.90 3 0.036 0.0042 45.79
14.36 2 0.126 0.0081 45.79
14.68 3 2.062 0.0227 45.79
15.68 2 0.340 0.0107 45.79
16.39 3 1.103 0.0162 45.79
16.85 2 0.838 0.0163 45.79
17.72 3 0.388 0.0100 45.79
19.43 2 0.311 0.0120 45.79
20.38 3 0.041 0.0074 45.79
20.88 3 0.115 0.0072 45.79
21.75 2 0.147 0.0116 45.79
22.28 3 0.058 0.0075 45.79
22.73 2 0.164 0.0124 45.79
23.06 3 0.383 0.0135 45.79
23.33 2 0.603 0.0200 45.79
24.18 3 1.092 0.0236 45.79
24.38 3 0.076 0.0119 45.79
25.31 2 0.082 0.0148 45.79
25.63 3 1.124 0.0238 45.79
26.48 2 0.628 0.0279 45.79
26.69 3 0.204 0.0158 45.79
27.18∗ 3 0.057 0.0093 45.79
27.56 2 0.322 0.0226 45.79
27.74 3 0.411 0.0198 45.79
28.11∗ 3 0.051 0.0133 45.79
28.35 2 0.750 0.0260 45.79
28.90 3 0.477 0.0175 45.79
29.50 3 0.640 0.0205 45.79
29.90 2 0.107 0.0179 45.79
30.77 3 0.144 0.0159 45.79
30.99 2 0.518 0.0318 45.79
31.24 3 0.933 0.0280 45.79
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Table 5.2: continued.

Energy J Γn dΓn Γγ
(eV) (h̄) (meV) (meV) (meV)
31.57∗ 3 0.058 0.0121 45.79
32.04 2 0.484 0.0253 45.79
32.45∗ 3 0.069 0.0127 45.79
33.50 3 0.114 0.0164 45.79
34.02 2 0.851 0.0330 45.79
34.43 3 0.163 0.0162 45.79
34.93 2 0.846 0.0338 45.79
35.48 3 0.419 0.0209 45.79
36.01∗ 2 0.094 0.0244 45.79
36.26 3 0.177 0.0198 45.79
36.53 2 0.204 0.0287 45.79
36.97 3 2.930 0.0621 45.79
37.61∗ 3 0.087 0.0156 45.79
38.36 2 3.107 0.0785 45.79
38.76 3 0.079 0.0210 45.79
39.61 3 1.222 0.0373 45.79
40.06 2 0.766 0.0419 45.79
40.40 3 0.845 0.0350 45.79
41.27 2 0.166 0.0316 45.79
41.77 3 0.433 0.0256 45.79
42.12 2 0.429 0.0365 45.79
43.28 3 0.961 0.0403 45.79
43.59 2 0.880 0.0447 45.79
44.54 3 0.330 0.0289 45.79
44.90 3 0.211 0.0250 45.79
45.28∗ 2 0.176 0.0374 45.79
46.04 2 0.955 0.0525 45.79
46.58 3 0.484 0.0320 45.79
47.54 2 1.499 0.0583 45.79
48.31∗ 2 0.182 0.0321 45.79
48.76 3 0.683 0.0371 45.79
49.32 3 0.271 0.0280 45.79
50.28 2 2.896 0.0965 45.79
50.83 3 0.531 0.0340 45.79
51.98 2 1.923 0.0726 45.79
52.93 3 0.262 0.0286 45.79
53.50 2 0.311 0.0381 45.79
54.49 3 0.162 0.0319 45.79
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Table 5.2: continued.

Energy J Γn dΓn Γγ
(eV) (h̄) (meV) (meV) (meV)
55.00 2 1.580 0.0708 45.79
55.59 3 0.309 0.0374 45.79
55.98 2 2.280 0.0992 45.79
56.24 3 0.610 0.0513 45.79
57.35 3 3.421 0.1014 45.79
59.08 2 0.727 0.0669 45.79
60.06 3 0.236 0.0437 45.79
60.46 2 0.362 0.0559 45.79
61.26 3 1.472 0.0636 45.79
61.62 2 0.858 0.0662 45.79
62.44 3 0.180 0.0342 45.79
63.47 3 0.291 0.0355 45.79
64.04 2 5.586 0.1870 45.79
64.55 3 1.830 0.0745 45.79
65.18 2 6.411 0.2038 45.79
65.75 3 1.161 0.0752 45.79
66.31 2 1.534 0.0884 45.79
66.88 3 2.121 0.0836 45.79
68.54 2 0.767 0.0697 45.79
69.52 3 0.819 0.0750 45.79
69.82 2 4.102 0.1725 45.79
70.32∗ 3 0.163 0.0439 45.79
70.81∗ 3 0.165 0.0420 45.79
71.26 3 0.621 0.0882 45.79
71.50 2 1.768 0.1296 45.79
71.88 3 0.966 0.0715 45.79
72.38 3 0.372 0.0486 45.79
74.39∗ 3 0.266 0.0503 45.79
74.97 2 0.955 0.0871 45.79
75.66 3 0.540 0.0696 45.79
75.94 2 0.965 0.0950 45.79
76.61∗ 2 0.245 0.0778 45.79
77.08 3 0.339 0.0495 45.79
78.23 2 2.138 0.1349 45.79
78.60 3 1.043 0.0774 45.79
79.62 3 0.707 0.0675 45.79
80.12 2 0.906 0.1052 45.79
80.49 3 0.594 0.0705 45.79
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Table 5.2: continued.

Energy J Γn dΓn Γγ
(eV) (h̄) (meV) (meV) (meV)
81.22 2 0.524 0.0980 45.79
81.51 3 0.906 0.0855 45.79
82.13 2 2.306 0.1434 45.79
82.90 3 0.531 0.0673 45.79
83.38 2 0.696 0.0951 45.79
84.01 3 1.521 0.0958 45.79
84.67 3 2.100 0.1028 45.79
86.87 2 0.526 0.0853 45.79
87.50 3 0.376 0.0597 45.79
88.01 2 4.959 0.2237 45.79
89.19 3 0.364 0.0647 45.79
89.62 2 3.021 0.1752 45.79
90.46∗ 3 0.199 0.0493 45.79
93.46 3 5.937 0.2347 45.79
94.58∗ 3 0.907 0.0939 45.79
95.00 2 0.499 0.1197 45.79
95.54 3 1.502 0.1331 45.79
95.89 2 3.295 0.2487 45.79
96.25 3 2.494 0.1973 45.79
96.56 2 3.127 0.2367 45.79
97.44 3 0.569 0.0811 45.79
98.27 3 0.644 0.0740 45.79
100.14 2 1.130 0.1387 45.79
101.61 3 3.060 0.1650 45.79
102.46 2 0.748 0.1138 45.79
103.24 3 6.768 0.2793 45.79
104.82 3 1.900 0.1491 45.79
106.18 2 9.651 0.5181 45.79
106.47 3 3.212 0.2473 45.79
107.65 2 2.685 0.2311 45.79
109.83 3 2.779 0.2280 45.79
110.15 2 5.273 0.3873 45.79
111.41 3 0.615 0.2003 45.79
111.69 2 6.237 0.3828 45.79
112.82 3 0.831 0.0999 45.79
113.39 2 1.281 0.1564 45.79
114.00 3 1.509 0.1440 45.79
115.05 3 1.654 0.1465 45.79
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Table 5.2: continued.

Energy J Γn dΓn Γγ
(eV) (h̄) (meV) (meV) (meV)
115.78 2 1.386 0.1819 45.79
116.45 3 2.550 0.1863 45.79
118.00 2 0.638 0.1542 45.79
118.59 3 1.075 0.1303 45.79
119.83 2 2.758 0.2663 45.79
120.17 3 2.531 0.1859 45.79
122.05 2 5.010 0.3378 45.79
122.73 3 4.008 0.2323 45.79
123.37 3 3.998 0.2224 45.79
125.08 2 2.453 0.2307 45.79
125.89 3 1.095 0.1666 45.79
126.51 2 3.387 0.2499 45.79
127.43 3 0.619 0.1127 45.79
128.08 2 2.560 0.2566 45.79
129.50 3 0.557 0.1171 45.79
130.80 2 2.391 0.2609 45.79
131.39 3 3.571 0.2432 45.79
132.19 3 0.916 0.1594 45.79
132.78 2 1.927 0.2406 45.79
133.73 3 2.549 0.2038 45.79
134.93 2 9.964 0.6006 45.79
135.53 3 4.727 0.3044 45.79
136.48 2 7.565 0.5290 45.79
137.19 3 1.220 0.1645 45.79
137.69 2 2.987 0.3176 45.79
138.83 3 3.558 0.2271 45.79
139.90 3 1.157 0.1603 45.79
140.52 2 3.633 0.3345 45.79
141.10 3 1.684 0.2082 45.79
141.54 2 7.583 0.5065 45.79
142.72∗ 2 1.082 0.1774 45.79
143.47 3 0.605 0.1562 45.79
144.87 2 2.495 0.2124 45.79
145.74 3 0.701 0.1417 45.79
146.55 2 2.983 0.2608 45.79
148.14 3 13.182 0.6560 45.79
149.23 3 3.745 0.2965 45.79
151.13∗ 2 0.996 0.2096 45.79
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Table 5.2: continued.

Energy J Γn dΓn Γγ
(eV) (h̄) (meV) (meV) (meV)
151.95∗ 2 2.563 0.3350 45.79
153.07∗ 2 2.599 0.3114 45.79
153.47∗ 2 1.554 0.2649 45.79
155.17∗ 2 2.082 0.3212 45.79
155.55∗ 3 2.437 0.2774 45.79
156.67∗ 2 5.873 0.4280 45.79
158.48∗ 3 1.448 0.2237 45.79
159.59∗ 2 7.206 0.5099 45.79
160.26∗ 2 1.635 0.2591 45.79
162.32∗ 3 5.181 0.3400 45.79
163.45∗ 3 1.459 0.3866 45.79
163.72∗ 2 8.308 1.0450 45.79
164.02∗ 3 0.845 0.2589 45.79
165.34∗ 3 6.231 0.4455 45.79
165.74∗ 3 1.707 0.2787 45.79
166.49∗ 3 0.220 0.1353 45.79
167.59∗ 2 4.605 0.4230 45.79
168.10∗ 2 2.239 0.3018 45.79
170.36∗ 3 0.573 0.1356 45.79
171.09∗ 3 1.726 0.2115 45.79
171.90∗ 3 0.792 0.1756 45.79
172.74∗ 3 0.675 0.1677 45.79
174.49∗ 2 4.695 0.4850 45.79
176.35∗ 3 1.031 0.2505 45.79
176.65∗ 3 0.612 0.2625 45.79
175.51∗ 3 0.786 0.1399 45.79
177.39∗ 2 1.800 0.2956 45.79
177.93∗ 2 2.226 0.3192 45.79
178.79∗ 3 1.866 0.2530 45.79
179.56∗ 3 2.119 0.2264 45.79
180.58∗ 2 4.142 0.4473 45.79
181.30∗ 2 0.870 0.2639 45.79
182.12∗ 3 2.317 0.2522 45.79
183.32∗ 2 8.323 0.6909 45.79
184.50∗ 2 1.237 0.3878 45.79
185.24∗ 3 7.385 0.5195 45.79
186.50∗ 2 5.501 0.5373 45.79
187.53∗ 3 1.582 0.2235 45.79
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Table 5.2: continued.

Energy J Γn dΓn Γγ
(eV) (h̄) (meV) (meV) (meV)
188.72∗ 2 1.904 0.3038 45.79
189.43∗ 3 1.573 0.2316 45.79
190.28∗ 2 2.492 0.3388 45.79
191.36∗ 2 1.849 0.2951 45.79
192.26∗ 3 2.218 0.2973 45.79
192.87∗ 3 5.970 0.4547 45.79
193.83∗ 2 9.098 0.7718 45.79
194.81∗ 2 1.143 0.2829 45.79
197.53∗ 3 6.748 0.5124 45.79
198.65∗ 2 2.190 0.4003 45.79
199.53∗ 2 1.600 0.2940 45.79
200.34∗ 3 1.278 0.2293 45.79
201.14∗ 3 3.635 0.4210 45.79
202.83∗ 2 5.608 0.6521 45.79
203.47∗ 3 1.197 0.2575 45.79
204.25∗ 2 1.845 0.3298 45.79
205.60∗ 3 9.263 0.7976 45.79
206.16∗ 2 1.799 0.3666 45.79
204.98∗ 3 2.175 0.3124 45.79
209.21∗ 2 2.890 0.4201 45.79
209.95∗ 3 7.140 0.5959 45.79
210.65∗ 3 2.252 0.3551 45.79
212.28∗ 2 8.766 0.8107 45.79
213.45∗ 3 2.897 0.4141 45.79
214.01∗ 3 2.874 0.4741 45.79
215.25∗ 2 7.755 0.8018 45.79
216.77∗ 2 1.096 0.2811 45.79
218.37∗ 2 4.412 0.5029 45.79
220.01∗ 3 4.522 0.4738 45.79
220.66∗ 3 2.301 0.3648 45.79
222.78∗ 2 1.488 0.4857 45.79
223.44∗ 2 2.280 0.4211 45.79
224.60∗ 2 9.291 0.8809 45.79
225.34∗ 3 1.637 0.4234 45.79
225.69∗ 3 2.590 0.5829 45.79
227.12∗ 3 0.744 0.2572 45.79
228.12∗ 3 5.163 0.5483 45.79
228.78∗ 3 1.374 0.4362 45.79
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Table 5.2: continued.

Energy J Γn dΓn Γγ
(eV) (h̄) (meV) (meV) (meV)
230.02∗ 3 0.577 0.2183 45.79
231.37∗ 2 1.920 0.3995 45.79
232.38∗ 2 1.681 0.3811 45.79
233.23∗ 2 1.445 0.4243 45.79
234.15∗ 3 10.118 0.8067 45.79
235.04∗ 3 2.842 0.3963 45.79
236.30∗ 2 2.424 0.5535 45.79
237.55∗ 3 3.034 0.3976 45.79
238.86∗ 2 1.507 0.4516 45.79
239.71∗ 2 2.969 0.7166 45.79
240.78∗ 3 2.034 0.3974 45.79
242.04∗ 2 5.493 0.7165 45.79
243.31∗ 3 2.918 0.5186 45.79
243.74∗ 3 2.921 0.4986 45.79
244.67∗ 3 1.644 0.3238 45.79
245.96∗ 3 0.615 0.2706 45.79
246.91∗ 2 2.084 0.4927 45.79
247.71∗ 2 4.697 0.8776 45.79
250.29∗ 2 1.726 0.4788 45.79
251.32∗ 2 7.648 0.9632 45.79
252.09∗ 2 12.437 1.3395 45.79
253.49∗ 3 4.941 0.6782 45.79
254.16∗ 3 3.570 0.4948 45.79
256.17∗ 2 1.910 0.5007 45.79
257.60∗ 3 1.299 0.3683 45.79
258.58∗ 3 1.539 0.3679 45.79
260.43∗ 2 16.512 1.6024 45.79
261.41∗ 3 2.379 0.5622 45.79
262.70∗ 2 4.614 0.8427 45.79
263.50∗ 2 1.783 0.4954 45.79
264.58∗ 3 1.734 0.4663 45.79
265.22∗ 2 3.743 0.7979 45.79
265.89∗ 3 2.575 0.5871 45.79
266.95∗ 2 2.511 0.5237 45.79
268.09∗ 2 3.548 1.1039 45.79
268.30∗ 2 1.442 0.9280 45.79
269.36∗ 3 3.215 0.5739 45.79
270.37∗ 2 4.679 0.8257 45.79
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Table 5.2: continued.

Energy J Γn dΓn Γγ
(eV) (h̄) (meV) (meV) (meV)
271.00∗ 2 9.220 1.3141 45.79
271.64∗ 3 1.750 0.3966 45.79
272.56∗ 3 1.984 0.3479 45.79
273.59∗ 3 1.937 0.4719 45.79
275.40∗ 2 21.816 2.1859 45.79
276.13∗ 2 3.561 0.7957 45.79
277.85∗ 3 2.170 0.4014 45.79
278.65∗ 2 2.802 0.6934 45.79
279.82∗ 2 2.259 0.3937 45.79
282.00∗ 2 14.729 1.5980 45.79
283.02∗ 2 8.999 1.0827 45.79
284.21∗ 3 16.835 1.4848 45.79
285.56∗ 3 2.566 0.7619 45.79
286.84∗ 2 5.812 1.0612 45.79
287.54∗ 2 7.151 1.1283 45.79
288.62∗ 2 4.280 0.7197 45.79
289.86∗ 3 5.000 0.7094 45.79
290.72∗ 2 12.629 1.3890 45.79
293.36∗ 3 4.179 0.6068 45.79
294.78∗ 3 2.121 0.4481 45.79
295.90∗ 2 4.484 0.7907 45.79
297.17∗ 3 6.458 0.7973 45.79
298.04∗ 3 6.345 0.8079 45.79
299.53∗ 2 10.940 1.4760 45.79
300.70∗ 3 11.421 1.2003 45.79
301.79∗ 2 6.801 1.0814 45.79
303.06∗ 3 8.061 0.8034 45.79
304.23∗ 2 3.407 0.8024 45.79
305.36∗ 3 2.963 0.5665 45.79
306.28∗ 3 1.445 0.5014 45.79
307.94∗ 2 6.683 1.1291 45.79
308.84∗ 2 3.180 0.8035 45.79
310.09∗ 3 7.744 0.9637 45.79
311.25∗ 2 4.815 0.9718 45.79
312.70∗ 3 5.242 0.7387 45.79
313.80∗ 2 1.728 0.7502 45.79
314.62∗ 2 7.162 1.2923 45.79
315.34∗ 3 4.601 0.7624 45.79
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Table 5.2: continued.

Energy J Γn dΓn Γγ
(eV) (h̄) (meV) (meV) (meV)
316.33∗ 2 2.389 0.7682 45.79
317.57∗ 3 3.396 0.7195 45.79
318.28∗ 2 4.916 1.3758 45.79
319.13∗ 3 3.080 0.6021 45.79

The resonance integral above 0.5 eV was calculated thanks to the following
formula:

I =
∫ ∞
Ec

σn,γ(E)× dE

E
(5.1)

where Ec=0.5 eV. It should be noted that the traditional choice of 0.5 eV for the
lower bound of the integral is, in the case of 241Am, a source of uncertainty, since
the first resonance is at 0.3 eV and the second one at 0.57 eV. This means that a
very slight change in the resonance parameters will have a very significant effect
on the resonance integral, if the lower bound is chosen at 0.5 eV. The resonance
integral after 0.5 eV was found to be 1425.0 barns. For further comparison, Naka-
mura et al.[32] calculated the resonance integral above 107 meV, and found 3.5
kbarns. With the same lower bound, the resonance integral calculated by this
work is 2870.5 barns. The decreased resonance integral values obtained by this
work compared to previous evaluations is certainly mostly explained by the first
three large resonances, which have been assigned smaller scattering widths than
in most recent works.

5.4 Statistical analysis

Once the resonances have been assigned, it is possible to perform a statistical
analysis of this new set of states. First, one can check if the resonances are all s-
waves, i.e. carrying l = 0 angular momentum in the entrance channel. This test is
carried out by a statistical approach, based on Bayesian probabilities, inspired by
the work of Bollinger and Thomas [80]. The quantity of interest is the probability
of a resonance being a p-wave, given the observed scattering width gΓn. It can be
expressed using Bayes theorem, and the assumption that only s− and p− waves
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are present in the observed set of states.

P (l = 1|gΓn) = P (gΓn|l = 1)P (l = 1)
P (gΓn) (5.2)

= P (gΓn|l = 1)P (l = 1)
P (gΓn|l = 0)P (l = 0) + P (gΓn|l = 1)P (l = 1) (5.3)

= 1
1 + P (l=0)

P (l=1)
P (gΓn|l=0)
P (gΓn|l=1)

(5.4)

The first fraction in the denominator P (l=0)
P (l=1) can be estimated by assuming a (2J+1)

dependence on the level density. With a target spin I = 5/2−, the possible spin
states for s-waves are 2− and 3−, whereas for p-waves they are 1+, 2+, 3+, 4+.
Hence:

P (l = 0)
P (l = 1) =

∑3
J=2(2J + 1)∑4
J=1(2J + 1)

= 1
2 (5.5)

The second fraction in the denominator of equation 5.4 can be expressed using the
assumption of a Porter-Thomas (PT) distribution for the reduced neutron widths.
The detailed mathematical treatment has been discussed by Gyulassy et al. [81],
and is based on a weighted combination of PT distributions with one a two degrees
of freedom, respectively for l = 0 and l = 1 states. For a target spin I = 5/2−, the
ratio of interest is finally given by:

P (gΓn|l = 0)
P (gΓn|l = 1) = (5.6)√

2v1S1D1
S0D0

exp
[
− gΓn

2
√
E

(
1

S0D0
− 1

2v1S1D1

)]
1
2 + 1

2

√
πgΓn

4v1S1D1
√
E

(5.7)

where:

v0 = 1, v1 = (kR)2

1 + (kR)2 (5.8)

Sl = 〈gΓln〉
(2l + 1)Dl

(5.9)

Γln = 1
vl

√
1 eV
E

Γn (5.10)

with k = 1/λ̄ being the reaction wave number, R being the channel radius, taken
as the scattering radius, and Dl the average level spacing for states carrying l units
of angular moment in the entrance channel. At this stage, one has to take average
spacings and strength functions from evaluations. Assuming S1 = 2.0 × 10−4

(from [82]), this analysis yields no p-wave resonance in the observed set of 241Am
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resonances, i.e. all resonances have P (l = 1|gΓn) = 0.
The next step is to extract the average spacing D0 and strength function S0. To
that end, the Porter Thomas distribution is used once again, when expressing the
number of l = 0 states N(xt) with x = gΓ0

n

〈gΓ0
n〉

greater than a certain threshold xt.

N(xt) = N0

∫ ∞
xt

√
2
πx

1
2e
−x/2dx (5.11)

= N0

(
1− erf

(√
xt/2

))
(5.12)

with N0 the total number of s-waves in the set. Assuming all the resonances are
observed after a certain threshold xt, one can fit this function to the experimental
distribution in order to get N0 and 〈gΓ0

n〉 (figure 5.7). The threshold for the fit
was chosen to be gΓn = 0.07 meV.
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Figure 5.7: The observed distribution is fitted after a threshold of gΓn=0.07 meV.

Then one can extract D0 and S0 in a straightforward manner:

D0 = N0

∆E with ∆E=320 eV (5.13)

S0 = 〈gΓ0
n〉

D0
(5.14)

This procedure yields D0=0.53±0.03 eV and S0 = (1.20 ± 0.03) × 10−4, with a
correlation coefficient of -0.90. Concerning the uncertainties, the fit performed in
figure 5.7 was repeated using many different values for the gΓn threshold. Indeed

109



one can expect to find a range of values for this parameter in which the result of
the fit should be invariant. Figure 5.8 shows the results for D0 and S0 for all the
possible values of the gΓn threshold, where one can also notice the strong anti-
correlation given by the fit.
The typical standard deviations observed in figure 5.8 were chosen as error bars
on the result obtained with gΓn=0.07 meV.

5.5 The unresolved resonance region (URR)
After 320 eV neutron energy, the resolution was not good enough to perform any
satisfactory fit of individual resonances. Therefore it marks the start of the unre-
solved resonance range. The upper limit for this analysis was chosen at 150 keV,
and is a consequence of the recovery time of the C6D6 after the gamma flash, as
shown on figure 5.9.
At short times of flight, the two detectors give a different capture yield (typically
starting at 200 keV neutron energy), and cannot be trusted. At 150 keV, the fis-
sion cross section is 70 times lower than the capture cross section in all evaluations
(around 18 mb against 1.25 b). Also, inelastic scattering is not an issue, because
of the 300 keV effective threshold used for event selection. In order to get the
unresolved capture yield, one must average the full resolution data to lose most of
the resonance structure, but still keep the sensitivity to the global energy depen-
dence. The binning chosen was 40 bins per decade. Finally, going from the average
capture yield to the average cross section is not straightforward, since one has to
include self-shielding and multiple scattering. The averaged version of equation
3.10 is assumed to be:

〈Y (En)〉 = f(En)× n× 〈σn,γ(En)〉 (5.15)

where f(En) is a correction factor which accounts for both self-shielding and mul-
tiple scattering corrections. This function cannot in general be determined ana-
lytically, but a Monte-Carlo approach can be used. To that end, the SESH code
[83] was used to generate artificial resonances, bases on the information on level
densities and strength functions, and extract a numerical result for f(En) (figure
5.10).
Figure 5.11 shows the comparison of the average cross section obtained by this
work (together with the parameterization performed by the FITACS module in-
cluded in SAMMY) and current evaluations, together with the data of Jandel [36].
The result of the calculation by FITACS is shown in table 5.3, using fixed valued
of D0 = 0.53 eV (see section 5.4) and D1 = D0/2.
It is difficult to explain the discrepancy between the results of the statistical anal-
ysis of section 5.4 and the fit performed by FITACS of the average cross section.
However, many delicate steps can be underlined. First, the way FITACS calculates
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Figure 5.9: The average capture yield for each detector.

neutron energy (eV)
310 410 510

co
rr

ec
ti

o
n

0.88

0.9

0.92

0.94

0.96

0.98

1

Figure 5.10: The numerical result for f(En) and interpolation.

Table 5.3: The result of the average cross section fit by FITACS.
l = 0 l = 1

S0 = (1.44± 0.02)× 10−4 S1 = (1.14± 0.10)× 10−4

〈Γγ〉 = 0.043± 0.002 meV 〈Γγ〉 = 0.045± 0.002 meV
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average radiative capture cross section is not completely rigorous, since it does not
use the formal triple integral solution coming from the Gaussian Orthogonal En-
semble average, but an approximation inspired by the work of Moldauer [55] for
taking into account widths fluctuations. Second, and possibly more importantly,
the neutron strength function could show some moderate energy dependence. Fi-
nally, FITACS also calculates other parameters (such as the distant level parameter
of the R-matrix theory) which are highly correlated to the result for the strength
functions.
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Figure 5.11: The final unresolved cross section is compared to previous data and
evaluations.

It is clear that previous estimations and data underestimate the cross section below
approximately 10 keV, whereas the agreement is satisfactory at higher energies.
This does not seem to originate from an issue in normalization, since the capture
yield of 197Au showed consistency with energy, and the first resonances are not
systematically larger than previous estimations. Concerning background, the fil-
ters did not show any time independent residual contribution, and the scattering
on the Al2O3 matrix should be taken into account properly in the URR (although
it was unusable in the RRR because of Sm resonances). Finally, this increase is
consistent with the increase of strength function observed in the RRR. There could
be some remaining uncertainty in the energy dependent beam interception factor,
or statistical correction calculated by SESH (especially the input strength func-
tions) but it would have to be both localized below 10 keV and quite significant to
account for the discrepancy observed in figure 5.11.
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Chapter 6

Summary and concluding remarks

The 241Am(n,γ) cross section has been successfully measured at the n TOF facility
at CERN. The measurement used time of flight spectrometry and was performed
with two optimized C6D6 detectors for gamma detection, together with the use of
the pulse height weighting technique for efficiency normalization. Because of the
very intense radioactivity of the sample, 2 mm lead plates had to be placed in
front of the detectors in order to shield them from a very high count rate inducing
failures of the current supply to the acquisition. The capture yield on a 32.2 mg
241Am sample was measured from 26.3 meV to 150 keV neutron energy, since it was
noticed that the recovery to the gamma flash was longer than previously expected.
The thermal cross section was extracted by adjusting the bound state resonance
parameters on the data below 100 meV, and was found to be 678 ± 68 barns. It is
consistent with several previous measurements, but carries a large error bar, which
is a consequence of uncertainty propagation with a large background/signal ratio.
The resolved resonance region was analyzed up to 320 eV neutron energy, which
is a significant improvement over the current status of evaluations, which stop the
resonance analysis at 150 eV. Even below 150 eV, resonances had to be added
or heavily modified to fit the present experimental data. A statistical analysis
was performed on the newly obtained set of resonant states, which yielded an
s−wave strength function S0=(1.20±0.03) × 10−4, which is larger than expected
by previous evaluations, despite an average s−wave level spacing D0=0.53±0.03
eV in good agreement with other works. This increase in strength function is not
systematically seen on the full energy range, for instance the first three largest
resonances don’t show a systematic increase in this work. This effect is better
observed at larger neutron energy (where data is scarce), where the resonance
widths obtained by this work tend to be larger than previously expected. It is
consistently propagated to the unresolved resonance region, where the average
cross section between 320 eV and 20 keV seems to have been underestimated by
previous works and evaluations. After 20 keV, however, the cross section obtained
by this work is consistent with existing data.
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The main strengths of this measurement are its good energy resolution, due to the
very long flight path used at n TOF, and good statistics over the whole energy
range, due to the large fluence provided by the CERN’s spallation target. However,
it was perturbed by the great radioactivity of the sample, which not only required
the use of lead shielding, but also was the source of a large background/signal
ratio for large bins in time (i.e. at low neutron energy), and inevitably led to
big uncertainties, especially when estimating the thermal cross section. Also, the
large neutron fluence provided by the spallation comes with the gamma flash,
which prevented the continuation of the analysis past 150 keV. It should be noted
that the resonance parameters provided in this thesis do not form an evaluation,
and other sets of data, especially transmission and fission, should be included for
a full resonance analysis.
Future work should focus on reducing the uncertainty on the thermal cross section,
and using a time of flight technique will require to minimize the background as
much as possible, as demonstrated in this work. This could be done by using a
thinner sample or a larger neutron fluence, but a simpler option could be to use a
4π detector array, and select events only when they reach the total cascade energy.
However, larger detector arrays are more sensitive to other kinds of background,
such as neutron sensitivity. Also, transmission and fission data would be necessary
to complete the resonance analysis performed by this work, up to 320 eV neutron
energy. Finally, extending the analysis of the average cross section past 150 keV
would be desirable, which could be achieved by reducing the detector response to
the gamma flash.
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Résumé
Dans le contexte de la technologie nucléaire actuelle, la radiotoxicité du com-
bustible usé est dominée par les actinides mineurs pour les temps caractéristiques
dépassant 104 années. L’isotope 241Am, en particulier, avec sa demi-vie de 432 ans,
représente typiquement la moitié du contenu en actinides mineurs d’un combustible
usé de réacteur REP. Ce travail de doctorat a consisté en la mesure et l’analyse de
la section efficace 241Am(n,γ) auprès de la collaboration n TOF, au CERN. Après
sélection des évènements exclusivement acquis en présence d’un blindage de plomb
devant les détecteurs C6D6, la calibration amplitude-énergie dut être ajustée avec
le temps, en utilisant un photon issu de la réaction 27Al(,α,p)30Si∗. L’extraction des
histogrammes incluait l’application d’une fonction poids obtenue par simulation
MCNP, une correction de temps mort, une calibration temps de vol-énergie, et une
normalisation à l’énergie d’excitation du noyau composé. Après soustraction du
bruit de fond, Les spectres furent normalisés relativement à la résonance à 4.9 eV
de l’197Au. Enfin, l’analyse des résonances fut exécutée avec le code SAMMY. La
valeur thermique extraite est de 678±68 barns, l’incertitude étant avant tout liée
au niveau de bruit de fond trop important. La région résolue fut étendue de 150
eV à 320 eV, pour un total de 192 résonances ajoutées ou fortement modifiées. La
région non résolue fut analysée jusqu’à 150 keV, avec une section efficace moyenne
plus grande que les précédentes évaluations en dessous de 20 keV.

Summary
In the context of the current nuclear technology, the radiotoxicity of the spent
fuel of a typical PWR reactor is dominated by minor actinides for times greater
than 104 years. In particular, 241Am and its 432 years half-life is responsible for
about half of the minor actinide content of a PWR spent fuel. This thesis work
consisted in measuring and analysing the 241Am(n,γ) cross section at the CERN
n TOF facility. After selecting exclusively the events obtained with lead shielding
in front of the C6D6 detectors, the amplitude-energy calibration has to be adjusted
with time, by using a photon coming from the 27Al(,α,p)30Si∗ reaction. Histogram
extraction included applying a weighting function (obtained by MCNP simulation),
a dead time correction, and a normalization to the compound nucleus excitation
energy. The background corrected spectra were normalized relatively to the 4.9
eV resonance on 197Au. Finally, the resonance analysis was performed using the
SAMMY code. The extracted thermal value is 678±68 barns, the uncertainty
being mostly due to the large background level. The resolved range was extended
from 150 eV to 320 eV, with a total of 192 resonances that had to be added of
heavily modified. The unresolved region was analysed up to 150 keV, yielding a
larger average cross section than previously evaluated below 20 keV.
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