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Abstract
In this document, I present my contributions to a first measurement of the W-mass in the LHC

using 4.7 fb−1 of 7 TeV data, taken in 2011. I focus on the electron decay channel, W → eν. In

the first part, I discuss a study regarding the performance of the electromagnetic calorimeter of

the ATLAS detector, presenting a novel method to correct the lateral profiles of electron energy

deposit, along with various studies of the different Geant4 physics lists versions. In the second

part, I introduce the global methodology for the W-mass measurement used in ATLAS, and

discuss my contributions in details. I show in a first step the assessment of uncertainties coming

from the parton shower modeling in Pythia8, and the optimization of the p`T fitting range in

order to reduce the systematic uncertainty. In a second step, I present an elaborate data-driven

method for the estimation of the multijet background in the W → eν channel, as well as the

corresponding results in terms of event yields and fractions with respect to the signal data. The

corresponding uncertainties on the W-mass are also shown. Finally, I show the state of the art

of the analysis, by gathering the full breakdown of the uncertainties, in bins of pseudorapidity

and average pileup.

Résumé
Dans ce document, je présente mes contributions à une première mesure de la masse du boson W

au LHC, exploitant 4.7 fb−1 de données à 7 TeV, collectées en 2011. Je me concentre surtout sur

le canal électronique, W → eν. Dans la première partie, j’aborde des études de performance du

calorimètre électromagnétique d’ATLAS, proposant une méthode innovante de correction des

profils latéraux de dépôt d’énergie des électrons. Des études de différentes versions de Geant4

sont également abordées. Dans la deuxième partie, je détaille mes contributions après avoir

introduit la méthode globale de mesure de la masse du boson W adoptée par ATLAS : je présente

dans un premier temps le calcul d’incertitudes systématiques introduites par la modélisation des

gerbes de partons dans Pythia8, et une optimisation de l’intervalle d’ajustement en utilisant

l’impulsion transverse du lepton, dans le but de réduire les incertitudes correspondantes. Dans

un deuxième temps, je présente une estimation de bruit de fond provenant de jets de partons,

dans le canal W → eν, en développant une méthode basée sur les données, ainsi que les résultats

correspondants, en termes de nombre d’événements et de fractions par rapport aux données.

Les incertitudes sur la masse du W provenant de cette méthode sont aussi détaillées. Enfin, un

état de l’art de l’analyse est montré, en détaillant les incertitudes dans le canal électronique, en

fonction de la pseudorapidité et du bruit d’empilement.
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Introduction

The Standard Model of Particle Physics (SM) [1–16] is so far the most predictive theory in
fundamental physics. It has successfully and precisely predicted the existence of particles that
were later discovered such as the gluon (1978-1979) [17, 18], the W and the Z bosons (1983)
[19, 20], the top quark (1995) [21, 22], and lately the Brout-Englert-Higgs (BEH) boson (2012)
[23, 24]. These discoveries were achieved with powerful machines and particle accelerators
leading to numerous Nobel Prizes and international recognition.

Despite the elegance of the SM, it is far from being the perfect theory. It still has some gaps
that haven’t been filled yet. Many theoretical and experimental arguments tend to indicate that
the SM is an effective model of a more general theory. The main limitations of the SM involve
non-exhaustively the following problems. The SM is unable to include the gravitational interac-
tion, described in Einstein’s general relativity. This shows that the SM is limited to the Planck
scale. The huge difference of scales between the electroweak symmetry breaking scale and the
gravitation scale is known as the “hierarchy problem”. From the observational point of view, it
is assumed that less than 5% of the universe is made of SM particles or “known matter”. Almost
26% of the universe is made of unknown matter, called “dark matter”, and the remaining 69%
are made of an unknown form of energy, the “dark energy”. Also, as neutrino oscillations have
been measured [25–28], it lead to the conclusion that neutrinos have mass, and the appropriate
way to include these masses in the SM remains an open question.

Many other open questions driven by theoretical curiosity and scientific ambition remain, that
the SM can’t provide answers for. The physics community provides other theories and exten-
sions to the SM in order to try to explain most of these aspects. These extensions include new
symmetries, extra-dimensions, . . . but no sign of physics beyond the SM has been observed yet,
and this topic will not be discussed in this thesis.

All physical parameters that have been predicted by the SM were confirmed and measured by
the experiments, however there are many parameters left to be measured with more precision.
The Large Hadron Collider (LHC) in general and the ATLAS detector in particular were mainly
built to find the Higgs boson, goal achieved in 2012, but also for precision measurements of its
properties and other SM parameters, mainly the W boson’s mass, a measurement which is the
aim of this thesis.

Since its discovery in 1983, the W mass was measured in the Large Electron Positron collider
(LEP) [29] and in the TeVatron, a proton-antiproton collider [30], giving the current world aver-
age of 80385± 15 MeV [31]. The indirect determination of the W mass through an electroweak
fit gives an uncertainty of 8 MeV [32], leading to a natural goal at the LHC of reaching an un-
certainty less than 10 MeV. This measurement is a challenge for the LHC, due to the inadequate
knowledge of parton density functions of the proton, since it is a proton-proton collider. Also,
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Introduction 2

the large number of interactions per collision makes it more demanding of a well defined analy-
sis strategy. Currently, the analysis is ongoing using the 2011 data at

√
s = 7 TeV, and will also

be carried out in a later stage for the 2012 data at
√

s = 8 TeV and for the LHC Run-II data at
√

s = 13 TeV. The studied channels are W → eν and W → µν decays.

I present in this thesis my contributions to a first measurement of the W-mass in the LHC us-
ing 4.7 fb−1 of 7 TeV data, taken in 2011, focusing on the electron decay channel, W → eν.
In Chapter 1, I introduce the Standard Model and its particles and interactions. The interest
of mW measurement and the W production at LHC are respectively discussed in Sections 1.2
and 1.3. After putting the analysis in context, I talk about the LHC machine and the ATLAS
detector in Chapters 2 and 3. In Chapter 4, I propose a shower shape correction method at the
electromagnetic calorimeter level, for a perspective on using it in the W mass measurement.

Next, I introduce the global methodology for the W-mass measurement used in ATLAS, in
Chapter 5, and discuss my contributions in details in the following chapters. In Chapter 6,
a modeling of the boson’s transverse momentum is discussed. This observable impacts the
lepton pT, directly used in the mass measurement. In this study, Z events are used to model the
boson pT, by tuning parton shower parameters in the Pythia [33] generator, and a study of the
systematic uncertainties on the W-mass coming from parton showers is detailed. Chapter 7 is
were the W signal extraction as well as multijet background assessment are explained. I present
an elaborate data-driven method for the estimation of the multijet background in the W → eν
channel, as well as the corresponding results in terms of event yields and fractions with respect to
the signal data. The corresponding uncertainties on the W-mass are also shown. Finally, I show
the results and perspectives in Chapter 8, and gather the full breakdown of the uncertainties, in
bins of pseudorapidity and average pileup.



Chapter 1

Standard Model and W Physics at the
LHC

1.1 The Standard Model

1.1.1 Parameters of the Standard Model

Four fundamental interactions are found in nature. The Standard Model (SM) was designed
to describe in a unified way two of these interactions: the weak and the electromagnetic ones.
A third one, the strong interaction, was later added. The fourth fundamental force, gravity, is
described in Albert Einstein’s theory of general relativity [34], but all attempts to include it in a
common framework with the first three have failed so far.

Fundamental particles are classified with respect to the interactions they are sensitive to. Sepa-
rated into three generations, only the first generation is involved in the ordinary matter. Second
and third generation particles are produced in cosmic rays and accelerators.

Matter particles are spin-1/2 fermions, interactions are mediated by spin-1 bosons, also called
vector bosons. A spin-0 (scalar) boson, the Brout-Englert-Higgs (BEH) boson, commonly
known as the “Higgs boson”, is the consequence of the spontaneous symmetry breaking [5–
7] discussed later. All the fundamental particles are represented in Table 1.1 and Fig. 1.1. Each
fermion has its own antiparticle, with the same mass but opposite charge and quantum number.

The fermions include the leptons (e, µ, τ and their respective neutrinos: νe, νµ and ντ) and the
quarks u, d, c, s, t, and b. The vectorial bosons are the Z0, W±, the photon γ and 8 gluons g.
These are also called gauge bosons, and they respectively mediate the fundamental forces of the
SM: the weak force is carried by the W and Z, the electromagnetic force by the photon, and
finally the gluon is the mediator of the strong force. All of these interactions will be presented
in this chapter.

Neutrinos interact only via the weak force, while e, µ, τ and quarks interact via the weak and
electromagnetic forces. In addition, quarks carry color charge (red, blue or green) and interact
via the strong force. They can only be found in bound states called hadrons, having a total color
charge of zero. Hadrons are either baryons or mesons, depending on whether they are a bound
state of three quarks (like protons and neutrons), or a quark and an anti-quark (like pions and
kaons).

3



Chapter I. Standard Model and W Physics at the LHC 4

Figure 1.1: The Elementary Particles of the Standard Model. This figure shows the leptons in
green, the quarks in purple, the gauge bosons in red and the BEH boson in yellow. It shows as

well their respective masses, charges and spins [35].

Matter particles: spin−1/2 fermions
Leptons Quarks

First Generation e, νe u, d
Second Generation µ, νµ c, s
Third Generation τ, ντ t, b

Force mediators: spin−1 bosons
Electromagnetic γ

Strong 8 gluons
Weak W+,W−,Z

Brout-Englert-Higgs: spin−0 boson

Table 1.1: Particles of the Standard Model.

These quarks, defining the quantum number of the hadron, are called “valence quarks”. In
addition, part of a hadron’s momentum is carried by virtual quark-antiquark pairs, called “sea
quarks”, and gluons. The structure of the hadron (valence and sea quarks, and gluons), is probed
at high energy and in particular in the proton-proton collisions in the Large Hadron Collider
(LHC).

The SM has 18 free parameters, and any physical observable can be calculated using these
parameters:

• 9 fermion masses: me,mµ,mτ and mu,md,ms,mc,mb,mt.

• 4 CKM parameters: 3 mixing angles θ12, θ13 and θ23 and the phase parameter δ13 deter-
mining how quarks of various flavor can mix when they interact. The CKM (Cabibbo-
Kobayashi-Maskawa) matrix [36, 37] is a 3 × 3 unitary matrix, the eigenstates of which
mix to form the quark doublets {u, d}, {c, s} and {t, b}.
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• the fine structure constant α, which defines the electromagnetism coupling strength g′

• the Weinberg angle θW which relates the electromagnetism coupling constant g′ to that of
the weak interaction g: tan θW = g′/g

• the strong coupling constant gs also noted αS

• the electroweak symmetry breaking energy scale or vacuum expectation value v

• the Higgs self-interacting coefficient λ or alternatively, the Higgs mass mH

1.1.2 The Standard Model as a Quantum Field Theory

In the formal context, the SM describes all known elementary particles as excited states of
the underlying quantum fields. It is written in terms of Lagrangian densities, as a function
of quantum fields and their derivatives, and is based on symmetry identifications. Noether’s
theorem [38] implies that each continuous symmetry results in an associated conservation law.
As a consequence, from the symmetry of a system one can predict its dynamics.

Examples of symmetries are the space-time ones such as rotation and translation. Another
one is the Poincaré symmetry which is the full symmetry of special relativity and results in
the conservation of the 4-momentum. These are global symmetries, i.e. do not depend on the
position in the space-time.

Unlike global ones, local symmetries are respected locally, they are internal to the studied sys-
tem, and are the base of the SM. In 1929, Weyl claimed [39] that the electromagnetism can be
based on the U(1)EM group. He proclaimed the invariance (already introduced by Fockin 1926)
as a general principle and called it “gauge invariance”. The gauge symmetries play a major role
in the description of the elementary particles and their interactions. Dirac based his studies on
this, and later Yang and Mills came up with a more general theory in 1954 based on groups
larger than U(1) [1]. They started the present era of non-abelian gauge theories.

These theories gave the Glashow-Weinberg-Salam’s theory of electroweak interactions based on
a SU(2)L ⊗ U(1)Y gauge group, combining the electromagnetic and the weak nuclear force into a
single model, and the quantum chromodynamic theory [40, 41], based on a SU(3)C gauge group.
The creation of a non-abelian EW theory by Glashow, Weinberg and Salam in the 1960s [11–13]
as well as the developments by ’t Hooft and Veltman [16] concerning the renormalization was a
huge step forward in the gauge theories: the introduction of a gauge invariance into the theory
makes the SM a renormalizable quantum field theory, in a way that the theory is computable in
terms of a finite number of parameters such as particles masses and coupling constants [42].

The SM is therefore a non-abelian gauge theory based on the symmetry group SU(3)C ⊗

SU(2)L ⊗ U(1)Y : SU(3)C generates 8 massless gluons carrying the strong nuclear force, C
stands for “Color”, and the theory describing the strong interaction is the Quantum Chromo-
dynamics (QCD). SU(2)L generates W bosons responsible for the weak charged currents (L for
“Left-handed”), while the linear combination of neutral bosons from SU(2)L and U(1)Y produces
Z bosons and photons, which mediate respectively the weak neutral currents and the electromag-
netic force (Y for “Hypercharge” satisfying the equation Y = 2(Q−T3), where Q is the electrical
charge and T3 is the third component of weak isospin).

Given that the SM is renormalizable to all orders in perturbation theory, the result of a calculation
is a clear prediction of the model. Once all the parameters fixed, the Lagrangian allows to
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(a) Electron-positron annihila-
tion at leading order.

(b) Electron-positron annihilation at next-to-leading or-
der. Here the electron or the positron emits and reab-
sorbs a photon.

Figure 1.2: Examples of Feynman diagram representations of an electron-positron annihilation
at tree-level (1.2(a)) and at next-to-leading order ( 1.2(b)) .

compute amplitudes for scattering processes and decay rates, using perturbation expansions on
power of the coupling constants.

One way to write the SM Lagrangian is:

L = LEW +LQCD, where LEW = Lgauge bosons +Lfermions +Lϕ +LYukawa (1.1)

The first term, LEW represents the SU(2)L ⊗ U(1)Y electroweak group. It comprises the gauge
bosons W±,Z, γ interactions in Lgauge bosons, the fermion term Lfermions describing interactions
between quarks and leptons, the Higgs sector term Lϕ, and finally LYukawa which describes the
Yukawa couplings between single Higgs doublet and various flavors of quarks and leptons. The
last term, LQCD represents the SU(3)C group.

The various components of the SM Lagrangian can be directly represented by components of
Feynman diagrams (e.g. Fig. 1.2). By using these diagrams, one may compute amplitudes for
any interaction process. At higher than the leading order (tree-level), the diagrams contain loops
with infinite amplitudes (Fig. 1.2(b)), absorbed by renormalization.

1.1.3 Quantum Chromodynamics

QCD is the theory of strong interactions. It is a non-abelian gauge theory with symmetry group
SU(3). An SU(3) group has 8 generators Ta, associated to gauge fields Gµ corresponding to
8 gluons, massless gauge bosons, which carry a quantum number called color charge and can
therefore interact with other gluons. Each quark q of given flavor exists in three colors: red (r),
green (g) and blue (b). The three color states can be put in a triplet:

 qr

qg
qb

 (1.2)

The QCD Lagrangian is written as:

LQCD = −
1
4

Fa
µνF

µν
a +

∑
k

[iψkγ
µ(∂µ − m)ψ + gsψkγ

µTaGa
µψ] (1.3)
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Figure 1.3: The vertices of the strong interaction. qα and qβ are quark fields, where α, β =

r, g, b. λa, a = 1, 2, . . . , 8 are the Gell-Mann’s matrices, fabc are constant structures and gs is the
strong coupling constant [43].

where Fa
µν is the gluon field tensor, m is the quark mass, Ga

µ are the gluon fields, Ta are the
SU(3) generators and gs is the strong coupling constant, which is universal for all quark flavors.
The sum in the second term is done over all the fermions k with color charge, i.e. quarks. The
spinor ψ has three components, and a runs over the number of dimensions giving rise to the 8
gluons. This Lagrangian is invariant under SU(3), where the conserved quantum number is the
color charge.

The fundamental vertices describing the strong interaction are shown in Fig. 1.3.

In Eq. 1.3, the first term describes the gluon self interaction, while the second term represents
the interaction between quarks and gluons with a strength proportional to the strong coupling
constant gs.

One way to write the coupling constant is through the running coupling constant αS = g2
s/4π,

given by:

αS(Q2) =
12π

(11nc − 2n f ) log(Q2/Λ2
QCD)

(1.4)

where Q is the energy transfer, nc = 3 is the number of colors, n f = 6 is the number of quarks,
and ΛQCD ≈ 200 MeV is the QCD scale. Fig. 1.4 shows the dependence of αS on Q.

As a consequence of Eq. 1.4, QCD has two properties:

• Confinement, which means that quarks are always found as bound states of hadrons: the
force between quarks does not decrease as they are separated. Because of this, when
quarks are separated from other quarks, the energy in the gluon field is enough to create
another quark pair. This is a consequence of Eq.1.4 as when Q2 → Λ2

QCD, αS(Q2) → ∞.
In this case, the theory is non-perturbative, and the computations at high orders of αS is
problematic. An approach is proposed to solve this problem, called Lattice QCD.

• Asymptotic freedom, which means that at high energies, quarks and gluons almost ap-
pear as free particles, creating a quark–gluon plasma. This prediction of QCD was first
discovered in 1973 by David Politzer [41], Frank Wilczek and David Gross [44, 45], who
were awarded the 2004 Nobel Prize in Physics. In terms of Eq. 1.4, this is the case where
αS(Q2)→ 0 when Q2 → ∞. In this case, the theory is renormalizable and αS depends on
an energy scale called renormalization scale, µR.
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QCD αs(Mz) = 0.1185 ± 0.0006
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Figure 1.4: Summary of measurements of αS as a function of the energy scale Q [31].

1.1.4 Quantum Electrodynamics

The electromagnetic interaction is described by the Abelian gauge theory Quantum Electrody-
namics (QED), based on the U(1) symmetry group. In this theory, fermions and electromagnetic
fields interact with each other. Fermions dynamics are described in the Dirac Lagrangian:

LD = ψ(i/∂ − m)ψ (1.5)

where m is the fermion mass, /∂ = γµ∂µ, γµ are Dirac matrices and ψ are Weyl spinors represent-
ing the fermionic field. The interactions between these fermions happen through the exchange
of vector bosons, associated to a field Aµ. The Lagrangian describing the vector boson dynamics
is the Maxwell Lagrangian:

LMaxwell = −
1
4

FµνFµν (1.6)

where Fµν = ∂µAν − ∂νAµ. Adding the field Aµ introduces, besides the Lagrangian in Eq. 1.6, an
interaction term written in terms of ψγµψAµ. With q being the charge of the fermion, the total
QED Lagrangian is written as:

LQED = ψ(i/∂ − m)ψ + qψγµψAµ −
1
4

FµνFµν (1.7)

The gauge field Aµ is associated to the electromagnetic force carrier, the photon. A bosonic
mass term of the form 1

2µ
2
γAµAµ in the Lagrangian would break the local gauge invariance. The

mass of the photon is therefore µγ = 0, and the interaction range is infinite.

Fig. 1.5 illustrates the electromagnetic interaction. The coupling constant, α, is a running param-
eter, which is approximately equal to 1/137 at zero momentum transfer, as a first approximation
(fine structure constant).
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Figure 1.5: QED vertex, coupling a fermion (Ψ)-antifermion (Ψ) pair to a photon Aµ [46].

1.1.5 Electroweak interactions

Weak interactions occur between charged and neutral fermions, and are manifested through
phenomena like beta decays and decays of charged pions. They involve both neutral and charged
currents, carried by the neutral Z boson and the charged W± bosons. Charged currents are
responsible for the flavor transition between up-type and down-type quarks, or leptons, and
neutral currents conserve the flavor. The weak interactions only act on left-handed particles and
right-handed antiparticles.

Together with the electromagnetic interactions, they are described in a single framework, the
electroweak theory, based on the gauge symmetry group SU(2)L ⊗ U(1)Y . The U(1) sym-
metry here does not exactly correspond to the electromagnetic interaction but its parameter Y ,
the hypercharge, is connected to the electric charge Q through the relation evoked previously:
Y = 2(Q − T3), involving also the charge associated with SU(2), called weak isospin T3. This
SU(2)L ⊗ U(1)Y requires the Z and W bosons to be massless, and the U(1)EM symmetry reap-
pears after the spontaneous symmetry breaking of SU(2)L ⊗ U(1)Y (cf. § 1.1.6).

The three generators of the SU(2)L group give rise to three gauge bosons, W1,2,3
µ , with a coupling

strength g. The generator of U(1)Y corresponds to another gauge boson Bµ, with coupling g′.
The Lagrangian of the electroweak theory is written as:

LEW = iψ jγ
µDµψ j −

1
4

Wa
µνW

µν
a −

1
4

BµνBµν (1.8)

where the covariant derivative Dµ is equivalent to:

Dµψ j =

[
∂µ − ig

σa

2
Wa
µ − ig′

Y j

2
Bµ

]
ψ j (1.9)

g(g′) is the weak (electromagnetic) coupling constant, Y j the hypercharge, σa the Pauli matrices.
Also:

Wa
µν = ∂µWa

ν − ∂νW
a
µ + gεabcWbµWcν (1.10)

Bµν = ∂µBν − ∂νBµ (1.11)
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Figure 1.6: Electroweak vertices, where fermions couple to a photon γ (left), W± (middle) and
Z (right) [43].

The W1,2,3
µ and Bµ bosons evoked previously are not physical particles, but their linear combina-

tions represent the four gauge bosons i.e. the photon, the Z and the W± bosons, as the following
(θW being the weak mixing angle, such that mW/mZ = cos θW):

Aµ = Bµ cos θW + W3
µ sin θW (1.12)

Zµ = −Bµ sin θW + W3
µ cos θW (1.13)

W±µ =
1
√

2
(W1

µ ∓ iW2
µ) (1.14)

The basic vertices in the electroweak theory are depicted in Fig 1.6.

To preserve QED interactions we must have g sin θW = g′ cos θW = e, known as the electroweak
unification condition, e being the charge of the positron.

1.1.6 Electroweak spontaneous symmetry breaking

Bosonic and fermionic mass terms put into the Lagrangian of Eq. 1.8 would break the local
gauge invariance. However, the W and Z bosons and the quarks and leptons masses have been
measured and found to be non-zero. This problem is solved by introducing the Brout-Englert-
Higgs mechanism [5–7]: when a gauge theory is combined with an additional field ϕ that spon-
taneously breaks the symmetry, the bosons can consistently acquire a finite mass, and a new
particle is introduced, the BEH boson, as the excitation of this scalar field. The EW symmetry
is spontaneously broken into the electromagnetic U(1)EM with the introduction of ϕ.

The idea is to introduce a Higgs doublet allowing to write a potential term with a degenerate
ground state. One of these ground states is chosen as the vacuum expectation value (vev, de-
noted v) of the neutral component of the Higgs field. After symmetry breaking, the photon
remains massless while the W and Z acquire masses as predicted by the theory given some
experimental input. The mass of the W is written as mW = vg/2 and the mass of the Z is
mZ = v

√
g2 + g′2/2, g and g′ are the weak and electromagnetic coupling constants.

The Higgs field also gives mass to the fermions by Yukawa interactions with the fermion fields.
The U(1) and SU(3) symmetries remain unbroken, and therefore their carriers, photons and
gluons, remain massless.



Chapter I. Standard Model and W Physics at the LHC 11

W+ decay modes Fraction (%)
e+νe 10.71 ± 0.16
µ+νµ 10.63 ± 0.15
τ+ντ 11.38 ± 0.21

hadrons 67.41 ± 0.27

Table 1.2: Main W+ decay modes. W− modes are their charge conjugates [31].

With the Higgs discovery in 2012 [23, 24], the SM was proven to be valid at the TeV scale,
although it is widely considered as an effective theory of a yet undetermined more general theory.

1.2 W-mass measurement

It is of a great importance to precisely measure the W-mass to test the internal consistency of
the Standard Model. A strong test of the consistency of the SM is possible by combining this
measurement with other electroweak measurements. Together with the Z-boson mass, mW sets
the energy scale of electroweak symmetry breaking. In this section, the interest and motivation
behind the measurement of this mass is discussed in § 1.2.1, and previous measurements and
current results are presented in § 1.2.2.

1.2.1 Motivation and interest of the W-mass measurement

The uncertainty on the W mass is related to its short lifetime (τ ≈ 3 × 10−25 s), the mass
measurement in particle colliders being performed using the decay products of the W. The main
decay channels of the W boson are listed in Table 1.2.

The main motivation behind the need of a high precision in the W-mass measurement is its
importance in the consistency test of the SM, through the simultaneous indirect determination
of the top mass mt and the W-mass mW . When combined with a precise measurement of the top
mass, the W-mass measurement can provide critical information on the validity of the SM, or in
case of disagreement with the theory, it can indicate the presence of new physics. This aspect
is seen in Fig. 1.7, which shows a scan of the confidence level (CL) profile of mW versus mt,
for the cases where the direct mH measurement is included in the fit (blue) or not (grey). These
contours agree with the direct measurement in green, demonstrating the consistency of the SM,
but a small change in the W-mass precision could compromise this agreement and indicate the
presence of new physics.

The best measurement of the W-mass is so far 80.387±0.016 GeV, based on TeVatron data [30],
yielding the current world average of 80.385 ± 0.015 GeV [31]. The indirect determination of
the W-mass, 80.363± 0.020 GeV [29], using Z-pole data and mt measurements, is in agreement
with the measured value.

The correlation between W, top quark and Higgs masses are depicted in Fig. 1.8. The de-
pendence of mW on mt and mH is through loop diagrams of top (bottom) quarks and Higgs
respectively.

Eq. 1.15 relates, at tree-level (first order), mW to the fine structure constant α = e2/4π, the Fermi
constant GF and the Z mass through the Weinberg angle θW , since mW/mZ = cos θW .
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Figure 1.8: Lowest order radiative corrections to the W mass involving top and bottom quarks
(left) and the Higgs (right).

mW =

√
πα
√

2GF

1
sin θW

(1.15)

Eq. 1.15 sets a limit on the allowed value of the W mass: since sin θW < 1, we have mW >√
πα√
2GF
≈ 40 GeV, which is well in agreement with the measurements. If we include higher

order corrections as in Fig. 1.8, Eq. 1.15 becomes:

mW =

√
πα
√

2GF

1

sin θW
√

1 − ∆r
(1.16)

Here ∆r represents the radiative corrections intervening in the diagrams of Fig. 1.8.

1.2.2 Overview of W mass measurements at LEP and TeVatron

Many experiments have measured the W mass since its discovery in 1983, with the goal of
improving the precision as much as possible. Currently, the precision on mW is approximately
0.18h, almost ten times worse than the 0.02h precision on the Z mass. In this paragraph I will
focus on the LEP (e+e− collider) and the TeVatron (pp̄ collider) measurements.
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Source Uncertainty ( MeV)
LEP center of mass energy 9
ISR/FSR 7
Hadronization 14
Detector effects 9
Color reconnection 8
Bose-Einstein correlations 2
Others 3
Statistics 25
Total 34

Table 1.3: Uncertainties on the W mass for the combined LEP measurements. The numbers
don’t include information from cross-section measurements [29].

Source Uncertainty (MeV)

Lepton energy scale and resolution 7
Recoil energy scale and resolution 6
Lepton removal 2
Backgrounds 3
Experimental subtotal 10
pT (W) model 5
Parton distribution functions 10
QED radiation 4
Production subtotal 12
Total systematics 15
W-boson statistics 12
Total 19

Table 1.4: Uncertainties for the final combined result on mW from the CDF experiment [30].

At e+e− colliders, the Ws are produced in W+W− pairs to conserve the electric charge. The beam
energy being precisely known, it is possible to determine the e+e− → W+W− cross-section as
a function of the center of mass energy. On the other hand, the longitudinal momentum being
known, the full 3-vector of the neutrino can be reconstructed. These two properties of the e+e−

collider allows to measure the W mass by taking advantage of the large dependence of the W-
pair production cross-section on the W-mass at the center of mass energy of 161 GeV, which
is just above the pair production threshold (as it corresponds to twice the W mass), and also at
higher energies through the full kinematic reconstruction of its decay products.

At LEP, the main uncertainties are summarized in Table 1.3. The combination of all the experi-
ments measurements gave an average of 80.376 ± 0.033 GeV, shown in the top part of Fig. 1.9.

In the pp̄ colliders, the W bosons are produced from the quarks inside the protons. Unlike e+e−

colliders, the longitudinal momentum of the W is unknown and quantities transverse to the beam
direction are used for the mass measurement. At the TeVatron, W production is dominated by
qq̄′ → W + X where X is initial state QCD radiation. W → eν and W → µν decay modes are
studied in CDF experiment, while the D∅ experiment only studies W → eν channel.
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Source Uncertainty (MeV)
Electron energy calibration 16
Electron resolution model 2
Electron shower modeling 4
Electron energy loss model 4
Recoil energy scale and resolution 5
Electron efficiencies 2
Backgrounds 2
Experimental subtotal 18
Parton distribution functions 11
QED radiation 7
pT (W) model 2
Production subtotal 13
Total systematic uncertainty 22
W-boson statistics 13
Total uncertainty 26

Table 1.5: Uncertainties of the D0 mW measurement determined from the combination of mT
and pe

T [30].

Figure 1.9: Measurements of the W-boson mass by the LEP and TeVatron experiments. [31]

In 2012, the CDF and D∅ experiments have presented their measurements of the W mass as
80.387 ± 0.019 GeV [47] and 80.375 ± 0.023 GeV [48], respectively. The uncertainties on
the measurement are presented in Table 1.4 for CDF and 1.5 for D∅. In the D∅ table, the total
uncertainty is 26 MeV, as the measurement leading to this result did not include the earlier
D∅ result from the first TeVatron run [49]. The bottom part of Fig. 1.9 shows the TeVatron
results and their combination 80.387 ± 0.016 GeV. The combined world average, assuming no
common systematic uncertainties between the LEP and the TeVatron measurements, is currently
80.385 ± 0.015 GeV.
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1.3 W and Z production at the LHC in the context of the strong
sector

1.3.1 Proton-proton collisions

Protons are composed of two quarks u and one quark d, called valence quarks. The gluons
interchanged between these quarks can split forming virtual quark-antiquark pairs, called sea
quarks. A proton-proton collision can be either elastic or inelastic. In the first case, the protons
are not dissociated, and a small amount of momentum is transferred. In the second case, at least
one of the protons dissociate. The inelastic scattering can be soft or hard, with the QCD being
the underlying theory for both processes.

In soft scattering events, one or two protons dissociate into a system of particles with low trans-
verse momentum. They are dominant processes at the LHC and include diffraction, Multiple-
Partonic Interactions (MPI), soft initial- and final-state radiation (ISR/FSR), and beam-beam
remnants. These phenomena are grouped according to experimental trigger. For example, min-
imum bias interactions are the processes that are selected with a loose trigger intended to select
inelastic collisions with as little bias as possible. The Underlying Event (UE) is the collection
of all the soft processes that accompany a high-transverse momentum interaction of interest. It
is typically studied as a function of the highest-transverse momentum particle in the event. On
the other hand, in the hard scattering events, like Drell-Yan processes, Higgs production, etc.,
high transverse momentum particles are produced. The rates and properties for the hard pro-
cesses can be predicted with good precision using the perturbation theory, due to the asymptotic
freedom property where quarks interact as free particles at large energy scales.

Soft processes are dominated by non-perturbative QCD effects, which are less well understood.
Even though W and Z production are considered hard processes, they are usually accompanied
by underlying events. An understanding of this soft physics is interesting in its own right but is
also essential for precision measurements of hard interactions.

The structure of the proton is described by the parton distribution functions (PDFs), fq(x,Q2),
which represent the probability to extract a parton of a given flavor q with a fraction x -also
called Bjorken-x- of the proton momentum. This proton structure depends on the energy scale
Q at which the proton is probed. The DGLAP [50] equations predict the evolution of the PDF
as a function of Q2. However, the PDFs themselves cannot be calculated, but are determined
from fits to experimental data. Several PDF sets are calculated by collaborations such as CTEQ,
MSTW (MMHT), and NNPDF.

Usually the valence quarks, u and d, carry the large part of the momentum, while gluons dom-
inate the region of small x. Gluon contributions become more important as Q2 increases. All
these properties are shown in Fig. 1.10, taken from Ref. [51] for the CT10NNLO PDFs.

The impact of valence contribution in the lepton transverse momentum distribution in a W → `ν

decay is shown in Figure 1.11. In this figure, the natural distribution is compared to the one
obtained in the hypothetical case where valence quark contributions to the PDF are excluded.

Fig. 1.12 suggests a schematic description of a proton-proton collision, where hard scattering
events involve some soft interactions as well.
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Figure 1.12: Schematic diagram of a proton-proton collision [53].

1.3.2 The QCD factorization theorem

The QCD factorization theorem introduced by Drell and Yan can be used to calculate a wide
variety of hard scattering cross sections in hadron-hadron collisions [54]. It implies that the
cross section of a hard-scattering pp→ X in proton-proton collisions can be factorized into two
contributions: one corresponding to the cross section of the parton interaction (Hard Scattering)
and one representing the momentum distribution of the partons inside the incoming protons,
the PDFs. In other terms, the hadronic cross-section σpp→X could be obtained by weighting
the sub-process cross-section σ̂qq̄→X with the parton distribution functions (PDF) fa/A extracted
from deep inelastic scattering (DIS), which is a hard scattering event.

The cross section σpp→X in the leading logarithm approximation can therefore be written as:

σpp→X = σHS ⊗ PDF =
∑

q

∫
dx1dx2 fa/A(x1,Q2) fb/B(x2,Q2) ⊗ σ̂qq̄→X (1.17)

where A and B are the protons, X = `+`− and ab = qq̄, q̄q for the Drell-Yan process illustrated
in Fig. 1.13 and Fig. 1.17. Q2 is the momentum scale that characterizes the hard scattering. x1
and x2 are the momentum fractions of the protons carried by the partons q and q̄ respectively,
and fa/A and fb/B are the momentum fraction distributions of a and b, respectively. Eq. 1.17 is
diagrammatically depicted in Fig. 1.14. It can also be rewritten as:

σpp→X =
∑

q

∫
dx1dx2 fa/A(x1, µF) fb/B(x2, µF) ⊗ σ̂(µF , µR)qq̄→X (1.18)

where µF is the factorization scale, which separates short (parton level) and long (hadron level)
distance physics, and is usually taken as the mass of the outgoing system of particles, and µR is
the renormalization scale which defines the QCD running coupling αS(Q) (cf. Eq. 1.4) and the
renormalization. σ̂(µF , µR)qq̄→X depends on both of these scales. The convention is to take µF

and µR to be of the same order as the typical momentum transfer in the hard scattering process,
e.g. the mass of the Z boson.
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*

Figure 1.13: Feynman diagram representing the basic Drell-Yan process, where a quark from
one hadron and an antiquark from another annihilate, creating a virtual photon or Z boson

which then decays into a pair of oppositely-charged leptons.

Figure 1.14: Diagrammatic structure of a generic hard scattering process [53].

At high energies, the strong coupling constant is such that αS << 1, and the perturbation theory
can be applied. The partonic cross sections are thus expressed as a power series expansion of
αS:

σ̂pp→X = σ̂0 + αSσ̂1 + α2
Sσ̂1 + O(α3

S) (1.19)

where the first contribution (σ̂0) represents calculations at Leading Order (LO), the second one
represents the Next-to-Leading Order (NLO) and the the third contribution refers to Next-to-
Next-to-Leading Order (NNLO) calculations.

Fig. 1.15 presents the different cross-sections of the main SM processes involved in the LHC (pp
collider) and TeVatron (pp̄ collider), calculated at next-to-leading order (NLO) in perturbation
theory, i.e. including also the σ̂1 term in 1.19. One of the benefits of performing a calculation to
higher order in perturbation theory is the reduction of the dependence of related predictions on
the unphysical renormalization (µR) and factorization (µF) scales.

1.3.3 W and Z production

In proton-proton collisions, at leading order, the W is produced after the annihilation of a quark
q and an anti-quark q̄′ from the sea. The quark composition of the proton (uud) makes it more
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Figure 1.15: SM cross sections at the TeVatron and the LHC colliders [53].

likely to have ud̄ annihilations than ūd. This results in producing more W+ than W−. W bosons
are also produced through strange-charm annihilation. The decomposition of the W+ and W−

cross-sections in terms of quark contributions is shown in Fig. 1.16.

Fig. 1.17 shows the production of W+ and W− at leading order at the LHC. Here, only the
leptonic decays are depicted, as they are the subject of this thesis. The cross-section σ̂ of such
process can be written as:

σ̂(qq̄′ → W) = 2π|Vqq′ |
2 GF
√

2
m2

W . δ
(
Q2 − m2

W

)
(1.20)
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Figure 1.17: Leading Order Feynman diagrams representing the main production channels of
W+ (left) and W− (right) at the LHC.

where |Vqq′ | is the relevant element from the CKM quark mixing matrix, GF is the Fermi con-
stant, mW is the mass of the W and δ is the Dirac delta function.

One should also take into account corrections at higher orders. Three types of QED corrections
intervene in the W production at Leading Order: Initial State Radiations (ISR), Internal Radia-
tions, and Final State Radiations (FSR), all of them illustrated in Fig. 1.18. QCD corrections at
Leading Order are needed in the case where gluons or quarks are emitted, like in the qq̄ → Wg

and qg → Wq processes, and also at higher orders like in the qq̄ → qq̄W, gg → qq̄W and
qq̄→ ggW processes. These corrections need to be taken into account, but the higher the order,
the smaller the impact of the correction.
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Figure 1.18: Feynman diagrams of the QED corrections at LO.

1.3.4 W and Z transverse momentum distributions

W and Z bosons are produced with relatively small transverse momentum pV
T << mV [53], where

mV denotes the vector boson’s mass, V being either W or Z. At leading order, the colliding
partons are assumed to be exactly collinear with the colliding protons, and the gauge bosons are
produced with zero transverse momentum.

At higher orders, one must account for the non-perturbative transverse motion of the quarks and
gluons inside the colliding protons, and the recoil against additional energetic partons produced
in the hard scattering, generating large transverse momentum. The W and Z distributions are
determined by the PDFs of the proton and the initial state interactions of the colliding partons.
A full flavour decomposition of the proton PDFs and a mapping of their Bjorken-x dependence
are needed for an accurate pV

T description.

Figure 1.19 shows the expected pZ
T and pW

T distributions for different initial parton flavors. In
particular, in cs→ W events, the c quark involved has on average higher transverse momentum
than the light quarks. This results in a harder pV

T compared to contributions from u and d, by
an amount of order mc (charm quark mass). As a consequence, the p`T distributions reflecting
the underlying pV

T distributions differ between processes with and without heavy quark contri-
butions. This effect is illustrated in Figure 1.20, where the natural p`T distribution is compared
to the one obtained with ud → W only.

One should also consider the interactions between the colliding partons, resulting in soft gluons
radiations, or “parton showers”. These initial state radiations contribute to the pV

T distribution.
Since this process is not fully predictable, the Z samples are used to constrain the model param-
eters. However, the extrapolation of Z-based constraints to W should take into account aspects
such as a possible mis-modeling of the b-quark fraction in Z production, which generates a dis-
tortion in the predicted pZ

T distribution. This distortion is absorbed in the fitted parton shower
parameters, and hence propagated to the pW

T prediction, although the b-quark contribution to
W production is negligible. This aspect is not taken into account in Chapter 6 where a parton
shower parameters tuning is discussed.

The differential cross section as a function of pV
T has been calculated including higher order

corrections up to second order in αS. However, the perturbative expansion of the cross section
includes terms proportional to αn

S logm(m2
V/pV

T
2) with m ≤ 2n−1 at each order n. For pV

T << mV

these higher order terms diverge, since the logarithm becomes large and compensates for the
small αS. A resummation technique is applied to solve this problem. It has been developed to
include all contributions up to next-to-next-to-leading-logarithmic (NNLL) accuracy.

At high momentum (pV
T > mV/2), the dominant processes are the hard parton emissions, and the

pV
T distribution can be calculated using perturbative QCD (pQCD). In the end, in order to have

a full theoretical picture and a consistent result for small and large pV
T values, the prediction for
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Figure 1.19: Differential cross sections as a function of pW,Z
T for (a) W+, (b) W−, and (c)

Z production for different initial parton flavours, as evaluated by CuTe at NLO+NNLL. All
distributions are normalized to the same area. [56]

low pV
T (resummed cross-section) has to be matched with the pQCD prediction. The differential

spectrum is written as:

(
dσ
dpV

T

)
=

(
dσ
dpV

T

)
pQCD

+

(
dσ
dpV

T

)
resumm.

(1.21)

For low momenta, the measured spectrum allows to test the validity of the resummation schemes.
For high momenta, the spectrum is sensitive to pQCD contributions and the emission of addi-
tional hard partons. Theoretical predictions are limited in precision due to the unknown contri-
butions of higher order terms that are not included in the calculation. Data is used to perform
fits and improve the understanding of such contributions.
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Chapter 2

The Large Hadron Collider

The Large Hadron Collider (LHC) [57] is a superconducting hadron accelerator and collider and
the most powerful tool so far built for particle physics research. It is located between 45 and 170
meters under the french and swiss territories, between the Jura mountains and the Léman lake.
It was built in the 26.7 km tunnel used for the LEP machine, with the purpose of discovering the
-at the time- missing scalar boson and studying its properties, exploring new physics at higher
energies, as well as increasing the precision on the known fundamental parameters.

The first part of this chapter is about the design performance of the LHC, operating at a center
of mass energy of 14 TeV, and the last part (Section 2.4) is about its actual performance in Run I
(2010-2012) at 7 and 8 TeV, as the studies described in the following chapters involve 2011
and 2012 data. A detailed and technical description of the LHC machine can be found in the
three-volume LHC Design Report in Ref. [58–60].

2.1 Injector and accelerator complex

The LHC machine accelerates and collides protons, and sometimes lead ions (Pb). It is linked
to the CERN accelerator complex by a 2.5 km tunnel. This acceleration/injection chain is a
succession of devices that provides the LHC with protons. The chain is represented in Fig. 2.1
and works as follows:

1. The protons are produced by a duoplasmatron source at 100 KeV and injected into the
chain.

2. They enter an 80 m long linear accelerator, LINAC2, and are accelerated to 50 MeV.

3. A circular accelerator of a 157 m circumference, the Proton Synchrotron Booster (PSB)
accelerates the protons up to 1.4 GeV.

4. The protons then enter the Proton Synchrotron (PS), a 628 m perimeter circular accelerator
and get to 26 GeV.

5. The last point of the injection chain is the Super Proton Synchrotron (SPS), a 6.9 km cir-
cumference ring accelerator that increases the protons energy to 450 GeV before injecting
them in the LHC.

25
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Figure 2.1: The LHC injector complex [57]. The full triangles represent the protons accelera-
tion process. The empty triangles represent the lead ions acceleration, which is not in relevance

to this thesis.

2.2 Design operation

The accelerated protons enter the two-ring LHC tunnel in the form of two counter-rotating beams
until they reach 7 TeV each, giving at every collision a center of mass energy of

√
s = 14 TeV.

This energy is the original design energy of the LHC. However, for practical reasons, this energy
has been limited to 13 TeV. Each beam nominally contains 2808 proton bunches, separated by
25 ns, with small transverse and well defined longitudinal emittances, and each bunch contains
approximately 1.15 × 1011 protons (This number exceeded its nominal value in 2012 to reach
1.5 × 1011 protons per bunch). These protons are kept in acceleration in order to be collided in
four collision points, corresponding respectively to the four main detectors of the LHC: ATLAS
[61], CMS [62], LHCb [63], and ALICE [64]. These points can be seen in Fig. 2.2. The design
instant luminosity is L = 1034 cm−2 s−1, a variable defined in Eq. 2.2. In one year of optimal
functioning, the LHC machine could produce a luminosity of more than 200 fb−1.

The acceleration of charged particles in a circular accelerator involves the use of magnets. The
LHC relies on more than 9000 magnets that are at the edge of present technology, divided into
“lattice” and “insertion” magnets. The main lattice magnets are 1232 superconducting dipoles
cooled with liquid helium to 1.9 K. These dipoles are 15 meters long, weigh approximately 35
tonnes each, and can produce a magnetic field of 8.33 T needed for 7 TeV beams. The focusing
of the beams is controlled by 392 quadrupoles. A dipole cross-section schema is shown in Fig.
2.3 as an example. The remaining magnets are responsible for keeping the beams stable and
precisely aligned, keeping the particles in a tight beam, and squeezing the beam either vertically
or horizontally. Dipoles are also equipped with sextupole, octupole and decapole magnets,
which correct for small imperfections in the magnetic field at the extremities of the dipoles.

The insertion magnets intervene when the particle beams enter the detectors, to squeeze the
particles closer together so that they collide with the particles coming from the opposite direc-
tion. Three quadrupoles are used to create a system called an inner triplet. There are eight inner
triplets, two of which are located at each of the four large LHC detectors, ALICE, ATLAS, CMS
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Figure 2.2: The different interaction points of the LHC. The ATLAS detector is at Point 1,
ALICE at Point 2, CMS at Point 5 and LHCb at Point 8. The remaining points are strategic

locations for technical purposes. [65]

and LHCb. Their role is to tighten the beam from 0.2 millimeters down to 16 micrometers. After
the collision, the magnetic field helps in the charge and momentum measurements of the parti-
cles. The particle beams are later separated again by dipole magnets. Other magnets minimize
the spread of the particles from the collisions. Insertion magnets are also responsible for beam
cleaning, to ensure that no stray particle comes in contact with the LHC’s sensitive components.

The particles are finally deflected from the LHC along a straight line towards the beam dump, in
order to dispose of them. A dilution magnet reduces the beam intensity by a factor of 100,000
before the beam collides with a block of concrete and graphite composite for its final stop.

The four main experiments of the LHC have different goals each. ATLAS (A Toroidal LHC
Apparatus System) and CMS (Compact Muon Solenoid) are general purpose detectors, they are
designed to make use of the highest luminosity in order to explore many physics topics. LHCb
is, as its name implies, built to study B-physics. ALICE (A Large Ion Collider Experiment)
is specifically designed to study heavy ion (lead) collisions, and to explore the properties of a
quark-gluon plasma. Two other experiments found on the LHC ring, TOTEM (TOTal Elastic
and diffractive cross-section Measurement) and LHCf (LHC forward), study particles produced
in the forward direction by collisions in the LHC. TOTEM is divided into four locations on
either side of the collision point of the CMS experiment, LHCf is located at 140 m on either side
of the ATLAS detector.



Chapter II. The Large Hadron Collider 28

Figure 2.3: Cross-section of a dipole magnet [57].

2.3 Luminosity

The most important parameters in a particle accelerator are the center of mass energy and the
number of events (or physics processes) per second (Nevents) which are directly related to the
luminosity L :

Nevents = σevent(s) ×L (2.1)

where σevent(s) is the cross-section of the event under study, characterizing the scattering pro-
cess and depending on the center of mass energy. The luminosity solely depends on the beam
parameters, and considering a Gaussian beam, we can write:

L =
N2

pnb frevγr

4πεnβ∗
F (2.2)

where:

• Np is the number of protons per bunch, nominally 1.15 × 1011,

• nb is the number of bunches per beam, nominally 2808 for a bunch spacing of 25 ns,

• frev is the revolution frequency, equal to 11.245 kHz for a circumference of 26.7 km,

• γr is the relativistic gamma factor E/mp,

• εn is the normalized transverse emittance which shows the spread of particles in position
and momentum phase space,
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• β∗ is the beta function at collision point, it measures the beam focalization, nominally
1.1m for 7 TeV and 0.55m for 14 TeV.

• Finally, F is the geometric luminosity reduction factor, which is due to the crossing angle
at the interaction point:

F =

(
1 +

(
θcσz

2σ∗

)2)−1/2

(2.3)

θc is the full crossing angle at the interaction point, σz is the bunch length RMS, and σ∗

is the transverse RMS beam size at the interaction point. This expression of the F factor
is done with the following assumptions: the beams are round, σz � β, and the beam
parameters are equal for both beams.

Exploring rare physics processes requires high beam energy and high luminosity. One disad-
vantage of the high luminosity is the “pile-up” event, which degrades the energy resolution of
the detectors. With an inelastic pp cross-section of 80 mb, the LHC will produce a total rate
of 109 inelastic events per second at design luminosity. This implies that every candidate event
for new physics will be accompanied on average by 23 inelastic events per bunch-crossing, at
14 TeV. Beside the pile-up problem, the nature of pp collisions implies that QCD jet produc-
tion cross-sections will be dominant over rare processes. Overcoming these problems requires
huge efforts to identify the experimental signatures of searched events and count on the robust
capabilities of the different detectors.

2.4 Performance in Run I

The first long run of the LHC lasted from march 2010 to December 2012. During Run I, the
proton-proton luminosity increased in distinct phases, starting with basic commissioning in 2010
and moving on to full physics production running in 2012. In this section I will only focus on
proton-proton collisions.

The year 2010 was devoted to commissioning and establishing confidence in operational proce-
dures and the machine protection system. The first collisions at

√
s = 7 TeV were established

on March 30, at 3.5 TeV per beam, and β∗ was reduced to 2m in all four interaction points (cf.
Eq. 2.2 for the definition of β∗). The proton run for this year finished with beams of 368 bunches
of around 1.2 × 1011 protons per bunch and a peak luminosity of 2.1 × 1032cm–2s–1. The total
integrated luminosity for both ATLAS and CMS in 2010 was around 0.04 fb−1, and is illustrated
in Fig. 2.4(a).

In 2011 the beam energy remained at 3.5 TeV, giving a center of mass energy of
√

s = 7 TeV.
The machine ran with a 50 ns bunch spacing, and the number of bunches reached 1380, the
maximum possible with such bunch spacing, by the end of June. A peak luminosity of 2.4 ×
1033cm−2s−1 was achieved, followed by a reduction in β∗ in ATLAS and CMS from 1.5m to 1m.
Lowering β∗ and increasing the bunch intensity produced a peak luminosity of 3.7×1033cm−2s−1.
ATLAS and CMS received around 5.6 fb−1each by the end of the proton-proton run in 2011, as
seen in Fig. 2.4(b).

The start of operations in 2012 was marked with an increase in beam energy to 4 TeV. The
number of 1380 bunches was kept with a bunch spacing of 50 ns. β∗ was squeezed to 0.6m.
About 23 fb−1were delivered to both ATLAS and CMS during a long operational year which
ended in December. Fig. 2.4(c) shows the luminosity over the year 2012.
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Figure 2.4: Total integrated luminosity as delivered by LHC (green), recorded in ATLAS (yel-
low) and the part that was used for the physics analyses (blue) [66], versus the day, for 2010,

2011 and 2012.
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Parameter 2010 2011 2012 Design Value
Beam energy 3.5 3.5 4 7
β∗ in IP 1 and 5 (m) 2.0/3.5 1.5/1.0 0.6 0.55
Bunch spacing (ns) 150 75/50 50 25
Max. number of bunches 368 1380 1380 2808
Max. bunch intensity (protons per bunch) 1.2 × 1011 1.45 × 1011 1.7 × 1011 1.15 × 1011

Normalized emittance at start of fill (mm mrad) ≈ 2.0 ≈ 2.4 ≈ 2.5 ≈ 3.75
Peak luminosity (cm−2s−1) 2.1 × 1032 3.7 × 1033 7.7 × 1033 1 × 1034

Max. mean number of events per bunch crossing 4 17 37 19
Stored beam energy (MJ) ≈ 28 ≈ 110 ≈ 140 362

Table 2.1: Values for the main performance-related parameters of the LHC from 2010 to 2012
and the design values. IP 1 and 5 represent ATLAS and CMS collision points. [67]

Table 2.1 shows the values for the main luminosity-related parameters at peak performance of
the LHC from 2010 to 2012 and the design values. It shows that, even though the beam size
is naturally larger at lower energy, the LHC has achieved 77% of design luminosity at four-
sevenths of the design energy with a β∗ of 0.6m (compared with the design value of 0.55m) with
half of the nominal number of bunches. The table is taken from Ref. [67]





Chapter 3

The ATLAS detector

ATLAS is a general-purpose detector, using the full luminosity delivered by the LHC machine to
explore a broad spectrum of particle physics. Its dimensions are 25 m in height, 44 m in length
and it weighs approximately 7000 tonnes. Fig. 3.1 represents an illustration of the detector with
its different sub-detectors and components.

The ATLAS detector is an arrangement of several sub-detectors, each one playing a different
role in the detection of different particles. Starting from the interaction point, a tracking system
is used to identify the charged particles trajectories, then come the electromagnetic and the
hadronic calorimeters, and on the outside is the muon system specially designed to identify
and reconstruct muons. Fig. 3.2 shows a transverse representation of the different detectors.
The detectors are placed in a magnetic field provided by the ATLAS magnet system, and the
detections are controlled by a trigger system that chooses whether to keep the detected signals
or not. All of these components will be presented in this chapter.

Figure 3.1: Cut-away view of the ATLAS detector [61].

33



Chapter III. The ATLAS detector 34

Figure 3.2: Transverse representation of the ATLAS detector [68]. Photons and electrons are
detected in the electromagnetic calorimeter. The hadronic calorimeter detects protons, neu-
trons and other hadrons, and the muons are detected when they reach the muon spectrometer.

Invisible particles like neutrinos cannot be detected directly.

3.1 Coordinate system

The coordinate system of the ATLAS detector is centered around the interaction point, and the
detector is forward-backward symmetric with respect to its center. The positive x-axis is defined
as pointing from the interaction point to the center of the LHC ring, with the positive y-axis
pointing upward. The system is right-handed, and the z-axis is defined by the beam direction.
The most commonly used angular coordinates are:

• φ, the azimuthal angle measured around the beam axis,

• θ, the polar angle from the beam axis,

• y, the rapidity defined as y = 1/2 ln[(E + pz)/(E − pz)],

• η, the pseudo-rapidity equal to − ln tan(θ/2)

All the transverse physics observables are defined in the (x, y) plane. A commonly used distance
in the (η, φ) plane is defined by ∆R =

√
(∆η)2 + (∆φ)2.

3.2 Magnet system

The magnet configuration of the ATLAS detector determined its original design (Fig. 3.3(a)).
The magnet system consists of a thin superconducting solenoid surrounding the inner detector
(tracking system), which is aligned with the beam axis and provides a 2T axial magnetic field for
the inner detector, and three large superconducting toroids (where ATLAS got its name from):
one barrel and two endcaps, producing a toroidal magnetic field of approximately 0.5T in the
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(a) Geometry of the magnets: the eight barrel toroids
and the endcap coils are visible in red. The solenoid
is placed inside the calorimeter.

(b) Picture showing the symmetry of the toroidal
magnets.

Figure 3.3: A schematic representation of the magnet system (left) and a picture of the toroids
(right) [68].

barrel and 1T in the endcap for the muon detectors. The toroids are arranged in an eight-fold
azimuthal symmetrical disposition around the calorimeters, which can be seen in Fig. 3.3(b).

The magnetic field volume defined as the region in which the field exceeds 50 mT, covers ap-
proximately 12,000 m3.

3.3 Tracking system

The Inner Detector (ID) has the task of reconstructing charged particles and performing vertex
and momentum measurements. It covers the pseudo-rapidity region of |η| < 2.5 and is composed
of a pixel detector (Pixel), semiconductor tracker (SCT) and a transition radiation tracker (TRT),
arranged in a concentric shell disposition around the beam axis in the barrel region (low-η re-
gion), while in the endcap regions (higher-η region) they are located on disks perpendicular to
the beam axis. The ID is contained inside the central solenoid magnet generating a 2T magnetic
field. Fig. 3.4 shows the layout of the ID and its different components.

The trackers are characterized by a fine granularity and provide high-precision measurements to
cope with the large track density created by the particles emerging from the collisions at a rate
of approximately 1000 particles every 25 ns, for |η| < 2.5. They provide tracking measurements
in a range matched by the precision-measurements of the electromagnetic calorimeter.

The highest granularity is achieved around the vertex region using three layers of identical pixel
sensors. The innermost layer of the pixels enhance the secondary vertex measurement at a radius
of about 5 cm. The SCT consists of four double layers of silicon strip sensors made of two
sensors each, allowing to measure both R and φ. It also allows impact parameter measurements
and vertexing for heavy-flavour- and τ-tagging. The TRT is formed with straw tubes oriented in
the z direction in the barrel and radially in the disks. The xenon-based gas mixture in the straw
tubes allows an electron identification enhanced by the transition-radiation photons.
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(a) Layout of the Inner Detector.

(b) Drawing of a charged particle (in red, pT = 10 GeV) traversing the different layers of the inner detector. A
reconstructed track in the barrel would typically have 3 pixel hits, 8 SCT strip layer hits, and 36 TRT straw hits.

Figure 3.4: Representations of the ATLAS Inner Detector [68].
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Figure 3.5: Layout of the electromagnetic and the hadronic calorimeters [68].

3.4 Calorimetry

This part of the detector consists of the electromagnetic calorimeter (EMC) on the inside and the
hadronic calorimeter (HC) on the outside. The main component of the calorimeters is the liquid
argon (LAr), chosen for its intrinsic linear behaviour, the stability of its response over time and
its intrinsic radiation-hardness. It is designed to measure with high accuracy the properties of
electrons and photons in a wide pseudorapidity (η) region, 0 < |η| < 2.5. A study on the EMC
performance is detailed in Chapter 4. The calorimetry system also significantly contributes to
the performance of jet and missing transverse momentum measurements in the extended pseu-
dorapidity range (|η| < 4.9). The ATLAS LAr calorimeter played a major role in the discovery
of the Higgs boson in 2012 [23].

The calorimeters are sampling detectors with full φ-symmetry and coverage around the beam
axis. They provide excellent performance in terms of energy and position resolution, and cover
the range |η| < 3.2. The HC is mainly composed of scintillator-tile calorimeters (|η| < 1.7). In the
endcaps (|η| > 1.5), LAr is also used to match the outer |η| limits of the EMC. The pseudorapidity
coverage is extended by forward LAr electromagnetic and hadronic calorimeters, covering up to
|η| = 4.9. Both calorimeters are represented in Fig. 3.5 and 3.6.

Calorimeters are sufficiently thick to completely stop hadronic particles and limit related activity
(“punch-through”) into the muon system. The total thickness of the EMC is more than 22X0 in
the barrel and more than 24X0 in the endcaps. X0 is the radiation length, defined by the travelled
distance inside the medium by an energetic electron/positron in a way to keep 1/e of its energy.
It directly depends on the nature of the traversed medium.
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3.4.1 The Electromagnetic Calorimeter

The EMC is highly granular over the η region matching the ID. This is ideally suited for pre-
cision measurements of electrons and photons. For the rest of the calorimeter, the granularity
is coarser but sufficient to satisfy the physics requirements for jet reconstruction and missing
transverse energy measurements. A detailed description of the EMC can be found in § 4.1, and
its performance as well as a proposed correction for the lateral profiles of the electronic clusters
are reported in § 4.2.

3.4.2 The Hadronic Calorimeter

The HC is composed of three independent components:

• Tile Calorimeter (TileCal): It is placed directly outside the EMC envelope. It covers the
range |η| < 1.7, and uses steel as the absorber and scintillating tiles as the active material.
The Tile Calorimeter is located between a radius of 2.28m to 4.25m, and is composed of
a main barrel and an extended barrel. The total detector thickness is 9.7λ at η = 0, where
λ is the interaction length which depends on the number of protons and neutrons in the
calorimeter and on the cross-section of the inelastic collision between the atoms of the
calorimeter and the traversing particle.

• Hadronic EndCap Calorimeter (HEC): It consists of two independent wheels per endcap.
Each wheel is divided into two layers, and is made of copper plates interleaved with LAr
gaps, which provide the active medium for this sampling calorimeter.

• Forward Calorimeter (FCal): It is a sampling calorimeter consisting of three wheels in the
endcap: one made of copper, for electromagnetic measurements, and two made of tung-
sten to measure the energy of hadronic interactions. The LAr gaps between the absorber
are very thin to avoid ion build-ups and to provide at the same time the highest possible
detector density.

The main characteristics of the ATLAS calorimeters are summarized in Table 3.1.

3.5 Muon system

The calorimeter is surrounded by the muon system. The latter is designed to detect charged
particles which have passed through the calorimeters, and to measure muon momentum up to
|η| < 2.7. It also provides trigger capability up to |η| < 2.4, and was designed with the perfor-
mance goal of 10% momentum resolution for 1 TeV tracks. The low momentum limit for muons
to reach the muon system is approximately 3 GeV, due to energy loss in the calorimeter.

The muon momentum measurement is based on the magnetic deflection of muon tracks in the
large superconducting air-core toroid magnets, instrumented with separate trigger and high-
precision tracking chambers. The air-core toroid system, with a long barrel and two inserted
endcap magnets, generates strong bending power in a large volume within a light and open
structure. The barrel toroid covers the region |η| < 1.4 and the two endcap toroids cover the
region 1.6 < |η| < 2.7, the magnetic field in between is produced by the overlap of barrel and
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Barrel End-cap
EM calorimeter

Number of layers and |η| coverage
Presampler 1 |η| < 1.52 1 1.5 < |η| < 1.8
Calorimeter 3 |η| < 1.35 2 1.375 < |η| < 1.5

2 1.35 < |η| < 1.475 3 1.5 < |η| < 2.5
2 2.5 < |η| < 3.2

Granularity ∆η × ∆φ versus |η|
Presampler 0.025 × 0.1 |η| < 1.52 0.025 × 0.1 1.5 < |η| < 1.8

Calorimeter 1st layer 0.025/8 × 0.1 |η| < 1.40 0.050 × 0.1 1.375 < |η| < 1.425
0.025 × 0.025 1.40 < |η| < 1.475 0.025 × 0.1 1.425 < |η| < 1.5

0.025/8 × 0.1 1.5 < |η| < 1.8
0.025/6 × 0.1 1.8 < |η| < 2.0
0.025/4 × 0.1 2.0 < |η| < 2.4
0.025 × 0.1 2.4 < |η| < 2.5
0.1 × 0.1 2.5 < |η| < 3.2

Calorimeter 2nd layer 0.025 × 0.025 |η| < 1.40 0.050 × 0.025 1.375 < |η| < 1.425
0.075 × 0.025 1.40 < |η| < 1.475 0.025 × 0.025 1.425 < |η| < 2.5

0.1 × 0.1 2.5 < |η| < 3.2
Calorimeter 3rd layer 0.050 × 0.025 |η| < 1.35 0.050 × 0.025 1.5 < |η| < 2.5

Number of readout channels
Presampler 7808 1536 (both sides)
Calorimeter 101760 62208 (both sides)

LAr hadronic end-cap
|η| coverage 1.5 < |η| < 3.2

Number of layers 4
Granularity ∆η × ∆φ 0.1 × 0.1 1.5 < |η| < 2.5

0.2 × 0.2 2.5 < |η| < 3.2
Readout channels 5632 (both sides)

LAr forward calorimeter
|η| coverage 3.1 < |η| < 4.9

Number of layers 3
Granularity ∆x × ∆y (cm) FCal1: 3.0 × 2.6 3.15 < |η| < 4.30

FCal1: ∼ four times finer 3.10 < |η| < 3.15,
4.30 < |η| < 4.83

FCal2: 3.3 × 4.2 3.24 < |η| < 4.50
FCal2: ∼ four times finer 3.20 < |η| < 3.24,

4.50 < |η| < 4.81
FCal3: 5.4 × 4.7 3.32 < |η| < 4.60
FCal3: ∼ four times finer 3.29 < |η| < 3.32,

4.60 < |η| < 4.75
Readout channels 3524 (both sides)

Scintillator tile calorimeter
Barrel Extended barrel

|η| coverage |η| < 1.0 0.8 < |η| < 1.7
Number of layers 3 3

Granularity ∆η × ∆φ 0.1 × 0.1 0.1 × 0.1
Last layer 0.2 × 0.1 0.2 × 0.1

Readout channels 5760 4092 (both sides)

Table 3.1: Main parameters of the calorimetry system [61].

endcap toroid fields. The advantage of using toroid magnets is that the magnetic field created
by them is orthogonal to the muon tracks in most regions. At the same time, the toroid design
uses relatively little material thereby minimizing multiple scattering. For high energy tracks
the performance is determined by the bending power of the magnets, given by the integrated
magnetic field strength along the tracks, which ranges from 1 to 7.5 Tm.

Fig. 3.7 represents a cross section of the muon system. Precision-tracking chambers in the barrel
region are located between and on the eight coils of the superconducting barrel toroid magnet,
while the endcap chambers are in front and behind the two endcap toroid magnets.

The precision momentum measurement in the bending plane is performed by Monitored Drift
Tubes (MDT) chambers, which cover the innermost endcap layers at |η| < 2.0, and the outer lay-
ers at 2.0 < |η| < 2.7. The MDT chambers combine high measurement accuracy, predictability
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(a) Schematic diagram showing the three FCal modules located in the endcap. The
diagram has a larger vertical scale for clarity.

(b) Cut-away view showing the positions of the three endcap calorimeters.

Figure 3.6: Two different representations of the endcap calorimeters [68].

of mechanical deformations and simplicity of construction. They consist of 3 to 8 layers of drift
tubes, operated at an absolute pressure of 3 bar.

The precision measurements in the forward regions (2 < |η| < 2.7) are performed using Cathode-
Strip Chambers (CSC) that are able to deal with the higher rates and have better time resolution.
They are multiwire proportional chambers with readout over segmented cathodes. The CSC
measure both track coordinates, from the induced-charge distribution.

An essential design criterion of the muon system is the capability to trigger on muon tracks.
The precision-tracking chambers have therefore been complemented by a system of fast trigger
chambers capable of delivering track information within a few tens of nanoseconds after the
passage of the particle. Trigger capability in the barrel region (|η| < 1.05) is added by Resistive
Plate Chambers (RPC), and in the endcap region (1.05 < |η| < 2.4) by Thin-Gap Chambers
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Figure 3.7: Cross section of the muon system in an R − z plane [68].

(TGC). The design goal was to keep contributions from signal propagation and electronics low
enough for reliable beam-crossing identification with ≥ 99% probability.

3.6 Trigger system

The task of the trigger system is to reduce the event rate from the 40 MHz bunch crossing rate
(in Run I, and 1 GHz event rate at design luminosity) down to 200 Hz which is the limit of the
data recording rate of ATLAS. It is implemented in three levels, Level 1 (L1), Level 2 (L2) and
the Event Filter (EF), each refining the decision made by the previous level and reducing the
rate.

The L1 trigger system uses a subset of the total detector information to make a decision on
whether or not to continue processing an event, reducing the data rate to approximately 75 kHz.
It is based on custom electronics and uses fast algorithms on a subset of the detector information
enabling it to reach a trigger decision in 2.5 µs. The L1 trigger searches for high transverse-
momentum muons, electrons, photons, jets, and τ-leptons decaying into hadrons, as well as
large missing and total transverse energy. Events passing the L1 trigger selection are transferred
to the next stages of the detector-specific electronics. In each event, the L1 trigger also defines
one or more Regions-of-Interest (RoI), i.e. the geographical coordinates in η and Φ, of those
regions within the detector where its selection process has identified interesting features. The
RoI data include information on the type of feature identified and the criteria passed, e.g. a
threshold. This information is subsequently used by the higher level triggers, i.e. L2 and EF.

The L2 and EF, together referred to as high-level trigger (HLT), are implemented in software
and use full-granularity readout to allow reconstruction close to the offline reconstruction. L2
selections use, at full granularity and precision, all the available detector data within the RoI’s
(approximately 2% of the total event data). The L2 menus are designed to reduce the trigger
rate to approximately 3.5 kHz, with an event processing time of about 40 ms, averaged over all
events. The final stage of the event selection is carried out by the event filter, which reduces
the event rate to roughly 200 Hz. With access to the full event data and calibration databases,
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the event filter reconstructs the entire event and applies offline analysis procedures within an
average event processing time of the order of four seconds.



Chapter 4

Performance of the Electromagnetic
Calorimeter

4.1 The electromagnetic calorimeter

The EMC has an accordion shape, and is made of Lead and Liquid Argon (LAr). This geometry
provides it with complete φ symmetry, without azimuthal cracks, and a fast extraction of the
signal at the rear and at the front of the electrodes. The only cracks are along η, at |η| = 0
(between the two half-barrels), 1.37 < |η| < 1.52 (between the barrel and the endcap) and the
last crack is between the inner and the outer wheel, at |η| = 2.5. The EM calorimeter has three
longitudinal layers (strip, middle and back layers) and a fine segmentation in the lateral direction
of the showers within the inner detector coverage, as can be seen from Fig. 4.1. The first layer
is finely segmented along η, as for example in the barrel where there are eight strips in front of
a middle cell. One can note however the coarser granularity of the first layer in the edge zones
of the barrel and end-caps as explicitly given in Table 3.1. The second layer collects the largest
fraction of the energy of the electromagnetic shower, and the third layer collects only the tail of
the electromagnetic shower and is therefore less segmented in η.

4.1.1 Barrel geometry

The barrel electromagnetic calorimeter is centered around the beam axis, and is made of two
half-barrels, covering the pseudo-rapidity region 0 < |η| < 1.475, and measuring 3.2 m in length
each. The half-barrels have an inner diameter of 2.8 m and an outer diameter of 4 m, and weigh
57 tonnes individually. A half-barrel is made of 1024 accordion-shaped absorbers, interleaved
with readout electrodes.

A half-barrel presents no discontinuity along the azimuthal angle φ. However, for ease of con-
struction, each half-barrel has been divided into 16 modules, each covering a ∆φ = 22.5◦. The
total thickness of a module is at least 22 radiation lengths (X0), increasing from 22X0 to 30X0
between |η| = 0 and |η| = 0.8 and from 24X0 to 33X0 between |η| = 0.8 and |η| = 1.3. Each
module has three layers (front, middle and back as viewed from the interaction point) as seen in
Fig. 4.1. The readout granularity of the different layers is shown in Table 3.1. In total, there are
3424 readout cells per module, including the presampler cells.

43
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Figure 4.1: Sketch of a barrel module where the different layers are clearly visible [68]. The
granularity in η and φ of the cells is also shown.

The presampler is a separate thin LAr layer (11 mm in depth), which provides shower sampling
in front of the active electromagnetic calorimeter and inside the barrel cryostat. It is composed
of eight modules of different sizes, with a length increasing with |η| to obtain a constant η-
granularity of ∆η = 0.2 for each module, except for the module at the end of the barrel, for
which the η-coverage is reduced to 0.12.

4.1.2 Endcap geometry

The endcap calorimeters consist of two wheels, one on each side of the electromagnetic barrel.
Each wheel is 63 cm thick and weighs 27 tonnes, and covers the region 1.375 < |η| < 3.2.
At ambient temperature, the internal radius of each wheel is 330mm, and the external radius is
2098mm. In the transition region between the barrel and the endcap calorimeters, the material
in front of the calorimeter amounts to several radiation lengths. In order to improve the energy
measurement in this region, a LAr presampler is implemented in front of the endcap calorimeter,
covering the range 1.5 < |η| < 1.8.

The total active thickness of an endcap calorimeter is greater than 24X0 except for |η| < 1.475.
The thickness increases from 24 to 38X0 as |η| increases from 1.475 to 2.5 (outer wheel) and
from 26 to 36X0 as |η| increases from 2.5 to 3.2 (inner wheel).
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As for the barrel electromagnetic calorimeter, the precision region in the end-cap electromag-
netic calorimeters (1.5 < |η| < 2.5) is divided in depth into three longitudinal layers. The front
layer, about 4.4X0 thick, is segmented with strips along the η direction. The transverse size
of the projective cell in the middle layer is the same as defined in the barrel electromagnetic
calorimeter, ∆η × ∆φ = 0.025 × 0.025. The back layer has a twice coarser granularity in η. The
outermost region |η| < 1.5 of the outer wheel and the inner wheel (2.5 < |η| < 3.2) are segmented
in only two longitudinal layers and have a coarser transverse granularity. Table 3.1 summarizes
the longitudinal and transverse readout granularities of the electromagnetic endcap calorimeter
as a function of |η|.

Each endcap presampler consists of 32 identical azimuthal sectors or modules. The granularity
of the presampler is ∆η × ∆φ = 0.025 × 0.1.

4.2 Electron reconstruction and energy measurement

Calorimeter clusters are built from energy deposits in the calorimeter cells of the second layer.
There are two clustering algorithms [69]:

• Sliding window clustering algorithm. It builds fixed size clusters from selected seeds,
which is fast and useful for objects with a well defined energy deposition pattern, such as
electromagnetic showers from electrons and photons (details in this section),

• The topological clustering algorithm. It is more used for hadron reconstruction such as
hadronic jets, since hadronic showers have a more varied energy response.

Electrons used in this analysis are reconstructed in the central region of the detector, |η| < 2.5.
The standard (sliding window) electron reconstruction algorithm is used. It starts from cell
clusters in the EMC determined by the sliding window algorithm, which are then associated
with reconstructed tracks with pT > 0.5 GeV from the ID, based on their (η, φ) coordinates.
This algorithm only takes into account clusters with an energy deposit of more than 2.5 GeV.

In the precision measurement region, 0 < |η| < 2.5, one can get an accurate position measure-
ment for particles such as photons and neutral particles. The granularity of the second layer
(0.025× 0.025 in η×φ space, for |η| < 2.5) allows the electrons to deposit their energy in a 3× 7
cluster1 in the barrel, and a 5 × 5 cluster in the endcap.

This cluster is matched to the electron track, and built around the most energetic cell in the
neighborhood of the electron. The electron is reconstructed if one or more tracks from the ID
are matched to the seed cluster. Together with the surrounding 7×11 cluster, i.e. the wider cluster
containing the 3 × 7 one, they provide important information about the electromagnetic shower
energy profiles, and the lateral energy leakage outside of the electronic cluster. Background and
fake electrons rejection is discussed in detail in sections 7.1.4 and 7.2.

4.3 Shower shapes studies

The electrons and photons are detected in the form of energy showers, which allow us to define
the following shower shape variables:

1This only applies to electrons with energy < 100 GeV. For Ee > 100 GeV, the cluster size is 5 × 5 [70].
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• Lateral width:

wη2 =

√∑
Eiηi

2∑
Ei
−

(∑
Eiηi∑
Ei

)2

(4.1)

where i is the cell index, E and η its energy and pseudo-rapidity respectively. This variable
measures the shower lateral width along η over a window of 3×5 cells, around the cluster
center. An example of a wη2 distribution is shown in Fig. 4.2(a).

• η energy ratio:

Rη =
E3×7

E7×7
(4.2)

where E3×7 is the reconstructed energy in 3 × 7 cells around the cluster center and E7×7
that of 7 × 7 cells. It is used to study the energy leaked outside the cluster along η, and is
illustrated in Fig. 4.2(b).

• φ energy ratio:

Rφ =
E3×3

E3×7
(4.3)

where E3×3 is the reconstructed energy in 3×3 cells and E3×7 that of 3×7 cells centered
on the cluster. It measures the distribution along φ of the energy inside and outside the
cluster. This variable is represented in Fig. 4.2(c).

The precise knowledge of these variables is highly important, for they are used for particle
identification, background rejection, etc. This study has been conducted on Z → ee electrons,
but a few results validations have been made on photons (section 4.3.1). Rφ being sensitive to
the material in front of the EMC, we focused only on wη2 and Rη, which carry more intrinsic
information on the width of the shower.

The electron shower shape study was motivated by the discrepancy in the me+e− tails between
data and Monte Carlo simulation, as shown in Fig. 4.3. In this figure, the right plot representing
the data to MC ratio of the di-electron invariant mass in 2012 shows a ≈ 10% discrepancy for
the low tails. A first explanation was attempted by correcting the lateral profile of the electron
clusters. The data to simulation discrepancy in the shower’s lateral development is due to an
imperfect simulation or to material effects upstream of the EMC, but correcting it didn’t pro-
vide a solution to the me+e− discrepancy. A second attempt was performed by testing different
GEANT4 versions on shower shapes after implementing several corrections to the physics simula-
tion, which gave a more acceptable explanation on the me+e− discrepancy (GEANT4 is a software
used to simulate the detector and the collisions. The name stands for GEometry ANd Tracking).

In the following sections, the first part involves correcting the lateral profile of the electron
clusters in the middle layer of the ATLAS electromagnetic calorimeter. This correction uses
weights computed from data to simulation energy ratios, and is applied to Monte Carlo. Next are
a few studies regarding the Z-lineshape and me+e− tails, and then a correction to the lateral shower
width η-modulation is proposed to increase the cuts and selections efficiency. The corrections
were later implemented at the reconstruction level in the ATLAS software, in the purpose of
using them in an Integrated Simulation Framework to be used in future W studies. The last
study is about testing different GEANT4 versions and their impact on the lineshape.



Chapter IV. Performance of the EMC 47

(a) wη2 (b) Rη

(c) Rφ

Figure 4.2: Distributions of electron shower shape variables. The plots are from Z → ee 2012
Monte Carlo simulation. All plots are normalized to unity.

Figure 4.3: Data to MC di-electron invariant mass ratios before any correction (blue), with data
correction (red) and also with MC smearing (black) - J.B. de Vivie
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Figure 4.4: RMS of the cells energies along η, in a 3 × 7 cluster. Profiles vs. η (left) and
the cluster transverse energy, ET (right), for collision data and simulated samples. The bottom

plots show the ratios of data to simulation.

4.3.1 Energy corrections and lateral leakage

The discrepancy between collision data and simulation concerning calorimeter shower shapes
is a recurrent topic of study [71]. For instance, in the second sampling of the electromagnetic
calorimeter, the predicted lateral shower shapes are narrower than what is measured, as seen in
Fig. 4.4 and 4.6. An attempt to correct these discrepancies by modifying the physics lists in the
simulation turned out to be ineffective, this aspect will be discussed in section 4.3.3. Fig. 4.4
shows the Root Mean Square (RMSη =

√∑
i Ei(ηi − 〈η〉)2/

∑
i Ei) of the cell energies along eta

in a 3 × 7 cluster. As shown in the right hand plots, the dependency on the transverse energy
is almost flat, unlike the η dependency (on the left). These profiles show that a valid correction
can be done regardless of the energy range, but should take the η regions into account. The
corrective approach developed here is based on this concept. It mainly consists in reweighting
Monte Carlo to Data in terms of the cell energies, summed over φ, in 12 different η regions:
|η| ∈ [0.0 − 0.2], [0.2 − 0.4], [0.4 − 0.6], [0.6 − 0.8], [0.8 − 1.0], [1.0 − 1.2], [1.2 − 1.37], [1.52 −
1.7], [1.7 − 1.9], [1.9 − 2.1], [2.1 − 2.3], [2.3 − 2.47].

The study has been conducted on central electrons (|η| < 2.47 ), covering the tracking system
of the detector, the barrel (|η| < 1.475) and endcap outer-wheels (|η| > 1.375) electromagnetic
calorimeters. The events inside the middle crack (1.37 < |η| < 1.52) will not be considered.
Since the electromagnetic showers deposit most of their energy in the second layer of the EMC,
the study was focused on this layer, using the variables listed above.

The Z mass being precisely known from LEP, and having a good prediction on the Z lineshape,
the data to Monte Carlo comparisons give useful informations on the experiment and its simu-
lation. Based on that, Z → ee samples have been used in this study. The corresponding datasets
are 2012 collision data and Monte Carlo simulated samples (MC), with a center of mass energy
of
√

s = 8 TeV. The selected electrons have a transverse momentum of more than 20 GeV, an
invariant mass between 80 and 100 GeV, and must fall in the pseudorapidity acceptance.
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Figure 4.5: Illustrative example of the reweighting method. This provides, for each eta region,
7 weights wi, which will be used to correct the MC energies: Ereweighted MC = wi × Eoriginal MC.

Every electron is matched to a cluster in the middle layer. The cluster sizes are 3×7 in the barrel
and 5× 5 in the endcap, in η×Φ space. But in order to study the lateral energy leakage (details
in section 4.3.1), 7 × 11 clusters are built at first, according to the method that follows:

First step is to search for the cluster’s central cell. For that, we look for the closest cell to the
electron that has passed the selections. In the second sampling, the cell corresponding to the
minimal ∆R =

√
(∆η)2 + (∆φ)2 with the electron’s cluster direction is kept. Within ∆R < 0.5

of this cell, the cell energies are compared with each other and the highest energy in this area
corresponds to the central cell of our seeked cluster.

In the next step we build the 7 × 11 cluster around the central cell defined earlier. The energy,
η and φ for each of the 77 cells is saved. To prevent having incomplete clusters, only clusters
containing exactly 77 cells are kept.

The short-term purpose of this study is to find a correction for predicted energies in order to
match the measured values. The goal was achieved by reweighting the energy deposited in the
MC 7 × 11 clusters. The weights were calculated as described in Fig. 4.5. The same procedure
has been repeated in 12 eta regions of ∆η = 0.2 each, providing 12 × 7 weights, which once
applied to Monte Carlo make the summed cell energies match the data exactly, by construction.

Fig. 4.6 shows an example of a corrected cluster. The reweighted plot (in blue) matches perfectly
the data by construction. The new corrected clusters can now be used to study the impact of this
correction on the shower shapes.

• Impact on the shower shapes

When the cell energies are reweighted, shower shapes variables (Rη and wη2) are computed
from the corrected energies to check if the applied correction is efficient. In Fig. 4.7, 4.8
and 4.9, it is obvious that the correction brings the MC closer to data, as shown in the
bottom plots of each of these figures, where the data to MC ratios tend to be flat around
unity level for the corrected variables.

• Lateral leakage

In the purpose of studying the energy distribution after the correction, let us define a
leakage factor, k, as the ratio of the 3×7 (respectively 5×5 ) cluster energy after applying
the weights with respect to the original energy (before reweighting), in the barrel where
|η| < 1.37 (respectively in the endcap, where |η| > 1.52). For each event, two k-factors are
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Figure 4.6: Corrected (blue) and original (red) MC cluster energies, compared to data (black).
Left plot represents a bin in the barrel and the right one represents a bin in the endcap. Bottom
plots are data to MC ratios. The x-axis represents the cluster cells in η, with the bin content
being the energy summed over φ in a η × φ = 7 × 11 cells cluster. Histograms are normalized

to unity.

saved, corresponding to the two electrons. If k represents the remaining energy fraction
inside the cluster, 1 − k represents the leaked fraction outside the cluster.

Fig. 4.10 shows the k-factors. The tails in these distributions make it interesting to study
their impact on the me+e− tails, as shown in Fig. 4.11, where the black dots are the nominal
lineshape, and the blue dots correspond to the reweighted lineshape, where each of the
two electrons is reweighted using its matching k-factor. To get the green dots, we then
apply 1/ 〈ki〉 as a scale on the blue plot, where 〈ki〉 is the mean of all the k-factors, in the
concerned pseudorapidity region. This plot shows that this correction does not affect the
energy tails.

In Fig. 4.12, 1 − k is compared to the real leakage (the actual leakage in the calorimeter),
where k is the mean of the two values corresponding to the two electrons. The leakage
is well represented by the reweighting correction: the discrepancy in the barrel is around
0.1h, and less than 0.2% in the endcap.

• Impact on photons

In order to check whether this correction can be extrapolated to photons, a few basic
verifications have been applied to photons clusters. Fig. 4.13 shows that this approach
brings the simulated energy closer to the real data, but it doesn’t completely correct it at
this level. No further studies were carried out on this aspect.

4.3.2 Implementing the correction in the ATLAS software

The corrective approach described in 4.3.1 has only been applied to final Z → ee event samples,
which are directly used in most physics analyses. In order to implement the correction at the
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Figure 4.7: η-profiles for Rη (left) and wη2 (right), for data and MC before and after correction.
Bottom plots are data to MC ratios.

η
R

0.93

0.935

0.94

0.945

0.95

0.955

0.96

0.965

0.97

data

MC

Reweighted MC

 [GeV]TE
20 30 40 50 60 70 80 90 100

D
A

T
A

/M
C

0.985
0.99

0.995
1

1.005
1.01

1.015

(a) Rη

 2η
w

0.0106

0.0108

0.011

0.0112

0.0114

0.0116

0.0118

0.012

0.0122

0.0124 data

MC

Reweighted MC

 [GeV]TE
20 30 40 50 60 70 80 90 100

D
A

T
A

/M
C

0.94
0.96
0.98

1
1.02
1.04
1.06

(b) wη2
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Figure 4.9: Distributions of Rη (left) and wη2 (right), for data and MC before and after cor-
rection, in two random pseudorapidity bins, normalized to unity. Bottom plots are data to MC

ratios.

(a) 0.6 < |η| < 1.0 (b) 1.82 < |η| < 2.47

Figure 4.10: Distributions of the k-factor, for one electron, in one typical bin in the barrel
(4.10(a)) and another one in the endcap (4.10(b)). Plots are normalized to unity.
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Figure 4.11: Z-lineshape distributions (normalized to unity), in one typical bin in the barrel
(0.0 < |η| < 0.6). Black dots are nominal MC distributions, blue dots are obtained after
reweighting using the k-factors, and the green dots are reweighted and rescaled distributions

(more details in text). The bottom plots are ratios with respect to nominal.

Figure 4.12: Comparison of 1− k (in blue) to the real leakage (in black) along η obtained from
a study by C. Becot. The red plot (also by C. Becot) represents the leakage along η and φ , and

is shown here for information only.
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(a) 0.6 < |η| < 0.8 (b) 1.7 < |η| < 1.9

Figure 4.13: Lateral energies for photon clusters, for data (in black), and MC before (red) and
after (blue) correction, which is applied using the weights extracted from electrons. Distribu-
tions are normalized to unity. Bottom plots are data to MC ratios. The error bars are mostly

originated by the low statistics (500k total events).

electron reconstruction level, one has to work on unrefined samples, which will be taken as
input for the reconstruction software. The expected output is a set of final samples containing
the corrected shower shapes. The samples and selections are similar to the above, except for the
unrefined nature of the samples.

The global procedure is similar to the one applied at the final level. Fig. 4.14 schematically
describes the method used here to define the clusters. The final result is a set of 7× 11 corrected
cells, corrected electron clusters and corrected electrons.

Fig. 4.15 shows the checks that were made in order to verify the weights and the corrected
energy profiles, at unrefined level.

At this point, the cell energies are now corrected at unrefined level. To make use of this correc-
tion, the final samples were built using the newly corrected electrons and cells collections in the
reconstruction software. Fig. 4.16, 4.17 and 4.18 show the impact of this correction on Rη and
wη2, in the newly built final samples. These plots confirm the efficiency of such correction when
implemented in the software.

4.3.3 Studies of GEANT4 physics lists

This section is about checking the impact of several GEANT4 software versions on shower shapes
and me+e− tails, where the main differences between the versions are regarding electron scatter-
ing angles, Bremsstrahlung and/or photon conversion description. In a more relevant context to
what was discussed above, this study was at first an attempt to better describe the shower shapes
using different GEANT4 physics description.

The exact definitions of each of the versions will not be discussed in detail. Nevertheless, the
following definitions will be used:
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Figure 4.14: Diagram showing the concept of the algorithm to save corrected clusters and cells.
These new clusters and cells have been used to reconstruct electrons and to obtain corrected

shower shapes.
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Figure 4.15: Lateral energies for electron clusters, for data (in black), and MC before (red) and
after (blue) correction, in the unrefined samples. Distributions are normalized to unity. Bottom

plots are data to MC ratios.
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Figure 4.16: η-profiles for Rη (left) and wη2 (right), for data and MC before and after correction.
Bottom plots are data to MC ratios.

Figure 4.17: pT -profiles for Rη (left) and wη2 (right), for data and MC before and after correc-
tion, in two particular eta bins. Bottom plots are data to MC ratios.
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Figure 4.18: Distributions of Rη (left) and wη2 (right), for data and MC before and after correc-
tion, in two particular eta bins. Distributions are normalized to unity. Bottom plots are data to

MC ratios.

- Urban is used to define the electron scattering version,
- Brem determines which Bremsstrahlung definition is used,
- Conv precises the used photon conversion description.
The different versions are either 93 or 95, referring to GEANT4 versions number 9.3 or 9.5. The
used samples are generated using Powheg+Pythia8 [33, 72] Monte Carlo generators. They
contain Z → ee processes, with 500000 events each, and using different combinations of Ur-
ban93/Urban95, Brem93/Brem95 and Conv93/Conv95.

In 2011, a better data to MC agreement than in 2012 was noticed in the di-electron invariant
mass distribution in Z events, as seen in Fig. 4.3.

The effect reported in Fig. 4.3 as well as the tails seen in shower shapes distributions (cf. sec-
tion 4.3.1) make it interesting to study the invariant mass tails in the different samples described
above. Results are shown in Fig. 4.19, 4.20 and 4.21.

These plots show that there’s a significant mass decrease going from Urban93 to Urban95, while
a variation in Brem and Conv physics has a less than 5% effect on the tails, confirming that the
largest effect on energy response is from Urban95, which makes it useful to better quantify tails
with this model.

Several validation studies have also been fulfilled to test whether the different physics lists vari-
ations impact the shower shapes or not. In the bottom plots of Fig. 4.22, 4.23, 4.24 and 4.25,
the effect of changing the physics list is nothing more than 5h when it comes to Rη and wη2.
This shows that GEANT4 cannot by itself fix the shower shapes discrepancy, hence the need for
an independent correction, like the one proposed in section 4.3.1.
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(a) 0.6 < |η| < 1.0 (b) 1.82 < |η| < 2.47

Figure 4.19: me+e− distributions, for Urban93 (pink) vs. Urban95 (red) with Brem93 and
Conv93, in one typical bin in the barrel (4.19(a)) and another one in the endcap (4.19(b)).

Bottom plots are Urban95/Urban93 ratios.

(a) 0.6 < |η| < 1.0 (b) 1.82 < |η| < 2.47

Figure 4.20: me+e− distributions, for Urban93 (green) vs. Urban95 (blue) with Brem95 and
Conv95, in one typical bin in the barrel (4.20(a)) and another one in the endcap (4.20(b)).

Bottom plots are Urban93/Urban95 ratios.
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(a) 0.6 < |η| < 1.0 (b) 1.82 < |η| < 2.47

Figure 4.21: me+e− distributions, both for Urban95, showing Brem93+Conv93 in red and
Brem95+Conv95 in blue, in one typical bin in the barrel (4.21(a)) and another one in the endcap

(4.21(b)). Bottom plots are Brem95+Conv95 to Brem93+Conv93 ratios.

Figure 4.22: η-profiles (left) and pT -profiles (right) for Rη, for Urban93 (red) and Urban95
(green). Both samples have Brem93 and Conv93. Bottom plots are Urban93/Urban95 ratios.
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Figure 4.23: η-profiles (left) and pT -profiles (right) for Rη, for Urban93 (pink) and Urban95
(blue). Both samples have Brem95 and Conv95. Bottom plots are Urban95/Urban93 ratios.

Figure 4.24: η-profiles for Rη (left) and wη2 (right), for Urban95. The green plots
have Brem93 and Conv93, the blue plots have Brem95 and Conv95. Bottom plots are

Brem93+Conv93/Brem95+Conv95 ratios.

4.3.4 Optimization of the wη2 correction implemented in the ATLAS software

This section suggests a correction function to be applied to the wη2 width modulation, in the
purpose of increasing the selection efficiency. Fig. 4.26 (top) shows the modulation of wη2
vs. ηrel , the relative pseudorapidity of the electron inside a given cell, and the corresponding
distributions (bottom). Without any corrections (in red), wη2 has a quite large modulation. The
variable reconstructed with ATLAS software, called here “el weta2” (in black), has an obviously
narrower distribution. This variable is already corrected with a certain function implemented in
the software. The goal of the proposed correction is to have the same mean value as el weta2,
while making the ηrel modulations as flat as possible (as shown in green).
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Figure 4.25: pT -profiles for Rη (left) and wη2 (right), for Urban95. The green plots
have Brem93 and Conv93, the blue plots have Brem95 and Conv95. Bottom plots are

Brem93+Conv93/Brem95+Conv95 ratios.

For consistency purposes, the same datasets have been used as in section 4.3.1: 2012 Z → ee
samples at

√
s = 8 TeV. The same selections are applied as well.

In the following, the variables will be designated as follows: wη2 represents the raw value of the
variable, without any corrections (ie. computed directly from the cells energies). wso f t

η2 is the
software variable, and wcorr

η2 is the one on which the proposed correction is applied.

The method used here is somehow similar to what have been used to get wso f t
η2 (As detailed in

[73] and [74]). This new correction involves the use of parameters calculated in 12 eta bins1,
as follows: The ηrel profile is divided into three regions: 0 ≤ ηrel < 0.1, 0.1 ≤ ηrel < 0.9 and
0.9 ≤ ηrel < 1.0, and each of the three regions is fitted into a parabola. The extracted parameters
are then used to correct wη2.

The corrected profiles (wcorr
η2 ) are compared to wso f t

η2 , as shown in the left plots of Fig. 4.27 and
4.28. The same correction has later on been applied to data. The results are in the right hand
plots of the same figures, which shows that this approach works for data as well.

4.3.5 Discussion and perspective for mW measurement

It has been shown that changing the physics lists in GEANT4 does not significantly affect the
shower shapes, but explains the data to MC differences in me+e− tails, when changing from
Urban93 to Urban95. This has lead to suggesting two new corrective approaches: one that is
extracted from data to simulation ratios, and which corrects the shower variables to give out
values that match the experimental data, and another one that, once applied to the wη2 variable,
reduces its modulations and thus optimizes the efficiency of the selections.

The importance of this work in a W mass measurement context is that it helps to better de-
fine electron energies, which is essential for high precision measurements done in the electron

1|η| ∈ [0.0−0.2], [0.2−0.4], [0.4−0.6], [0.6−0.8], [0.8−1.0], [1.0−1.2], [1.2−1.37], [1.52−1.7], [1.7−1.9], [1.9−
2.1], [2.1 − 2.3], [2.3 − 2.47]
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Figure 4.26: wη2 vs. ηrel (top), and wη2 distributions, normalized to unity (bottom) for
0.0 < |η| < 0.2 and 2.2 < |η| < 2.4.

channel. The achieved corrections are to be used in an ongoing study on Integrated Simulation
Framework which allows to combine accurate and fast detector simulation.
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(a) 0.6 < |η| < 0.8

(b) 2.1 < |η| < 2.3

Figure 4.27: wη2 vs. ηrel profiles for MC (left) and data (right). wη2 is in red, wso f t
η2 is in black

and wcorr
η2 is in blue. Fig. 4.27(a) represents a bin in the barrel, while 4.27(b) is for a bin in the

endcap.
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(a) 0.6 < |η| < 0.8

(b) 2.1 < |η| < 2.3

Figure 4.28: wη2 vs. ηrel distributions, normalized to unity, for MC (left) and data (right). wη2

is in red, wso f t
η2 is in black and wcorr

η2 is in blue. Bottom plots are ratios wrt. wso f t
η2 . The plots

show one bin in the barrel (4.28(a)) and another one in the endcap (4.28(b))



Chapter 5

Methodology for the W-Mass
Measurement

5.1 Observables used in the Z- and W-mass measurements

W and Z events are detected through their decay products. The decay channel for these two
bosons involved in this study is the leptonic channel, where the final state is `ν` for W and ``
for Z, ` being either an electron or a muon. The hadronic decays suffer from large backgrounds
from jet production, and even if τmodes can be detected, it is not easy to use them for the reason
that the τ-lepton produces additional undetected particles in the final state.

Since the parton-parton effective energy in the longitudinal direction cannot be measured, and
therefore we cannot reconstruct the longitudinal momentum of the neutrino, it is interesting to
reconstruct the observables in the transverse plane with respect to the beam direction. Several
observables are used in the mW measurement, mainly the reconstructed lepton transverse mo-
mentum p`T, the reconstructed W transverse mass mT and the missing transverse energy, Emiss

T ,
taking advantage of their Jacobian shape, where the Jacobian peak position holds information
on the mass. For Z events, the observables most sensitive to the mass are the lepton pT and the
di-lepton invariant mass m``.

• Lepton transverse momentum, p`T
The transverse momentum of the lepton is the lepton momentum in the plane orthogonal
to the beam. For the muon, it is taken as the track momentum pµT = pµ (track)

T , and for
the electron, it is the ratio of the cluster energy E(cluster)

T measured in the calorimeter with
respect to the hyperbolic cosine of the track pseudorapidity η(track):

pe
T =

E(cluster)
T

cosh η(track) (5.1)

It is illustrated in Fig. 5.1(a). The Jacobian peaks at around mW/2. Measuring the W-
mass by means of the lepton transverse momentum requires a good control of the W-pT.
In addition, a well-defined detector calibration and energy resolution is needed for an
accurate momentum reconstruction ( § 5.3).

65
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(a) p`T from W events.

 [GeV]miss
T E

30 35 40 45 50 55 60

E
ve

nt
s

20

40

60

80

100

310×

 = 7 TeVs2011 DATA - 

(b) Emiss
T from W events.
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T from W events.
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(d) m`` from Z events.

Figure 5.1: Distributions of the observables used in the Z and W mass measurements.

• Missing transverse energy, Emiss
T

In the case of production of invisible particles, the transverse momentum of the latter is

equal to the missing transverse energy,
−−−−→
Emiss

T given by:

−−−−→
Emiss

T = −
∑

i

−−−→
pT(i) (5.2)

where i represents all visible final state particles and
−−−→
pT(i) their transverse momentum.

This variable is useful in W-studies since a large Emiss
T value signals the presence of the

undetected neutrino: it is inferred from the transverse energy imbalance between the initial
and the final states. In an analogy with the detected lepton transverse momentum, this
observable is seen as the neutrino transverse momentum and used to reconstruct the boson
mass. However, at the LHC, given the large amount of interactions per bunch crossing,
this distribution suffers from a poor resolution and is not used in this study. It is illustrated
in Fig. 5.1(b).

• Transverse mass, mT
The transverse mass is given by the following expression:

mT =

√
2p`TEmiss

T (1 − cos(∆φ)) (5.3)

where ∆φ is the azimuthal angle between the lepton and the neutrino, p`T the previously
defined transverse momentum of the lepton, and Emiss

T the missing transverse energy de-
duced from the hadronic recoil ( § 5.3.4) and corrected as described in § 5.4. If well
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C.L. 1 parameter 2 parameters 3 parameters
68% (1σ) 1.00 2.30 3.50

Table 5.1: χ2 differences (δ) above minimum, at 68% confidence level, for one, two and three
parameters.

defined, the corresponding distribution is a Jacobian and peaks at mW (Fig. 5.1(c)).

• Invariant mass, m``

In Z studies, the dilepton invariant mass m`` (Fig. 5.1(d)) is used to calculate the Z-mass.
m`` peaks at mZ and is defined as:

m`` =
√

2E1E2(1 − cos θ12) (5.4)

where E1 and E2 are the energies of the first and second lepton, and θ12 is the angle
between them.

5.2 Measurement method and uncertainty propagation

5.2.1 Mass fits and statistics

The W mass measurement method adopted in the ATLAS collaboration is described in detail in
Ref. [75–81] and summarized in this chapter.

The mass measurement is done by comparing the previously described observables between
data and a set of templates. These templates are built by reweighting the distributions of these
observables to different values of W-mass, in known steps within a known interval around a
reference mass, mre f , usually taken as the world average (80385 MeV). The template which best
fits the data gives the value of the extracted mass.

The statistical comparison of the signal to the templates can be performed in various ways.
Throughout this study we will use a Least Squares method, represented by the χ2 function. χ2

is computed for a given histogram as follows:

χ2 =

N∑
i=1

(nobs
i − nexp

i )2

σ2
i

(5.5)

where i represents each bin, N the total number of bins, nobs
i and nexp

i are respectively the number
of entries in bin i observed in the signal and expected from the template. σi = σobs

i ⊕σ
exp
i is the

statistical uncertainty on nobs
i − nexp

i . This approach is valid when all uncertainties are Gaussian.
We can justify the use of a Gaussian approach by the availability of large statistics used in this
study.

The Least Squares method consists of minimizing the χ2 i.e. minimizing the difference between
nobs

i and nexp
i . The contour in the parameter space corresponding to one standard deviation (at

68% Confidence Level) from the minimal χ2 is χ2 + δ, where δ is given in Table 5.1 depending
on the number of parameters. In the case of one parameter, the number of degrees of freedom is
equal to ndof = N − 1.
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Figure 5.2: Example of a χ2 profile fitted with a parabola (red line). The minimum of the χ2

gives the value of the extracted mass.

The reason behind the usage of this method is mainly the absence of knowledge of an analytical
description of the kinematic distributions used for the measurement. Fig. 5.2 is an example of a
χ2 profile, fitted with a parabolic function, and where each point represents a given template.

The total statistical uncertainty can be estimated from the width of the χ2 parabola:

σi = σobs
i ⊕ σ

exp
i (5.6)

In order to minimize the possibility of a personal and subjective bias in the measurement, a
blinding was introduced by shifting the reweighted mass by a random value. The same blinding
shift is introduced to W+ and W−, and is reflected in the fitting results. The unblinding happens
when the results give the same mass for W+ and W−, when the mass shows a consistent value in
all analysis regions (the analysis is performed in bins of pseudorapidity and average number of
interactions per bunch crossing, see Chapter 7) and finally when the electron and muon channels
give similar results.

5.2.2 Systematic uncertainty propagation

Systematic uncertainties are extracted with a χ2 method similar to the one described in § 5.2.1.
In some cases, the uncertainty δm is parametrized by a single parameter P. However, one can
also encounter a case where the uncertainty is parametrized by multiple parameters, Pi, usu-
ally correlated. Both of these scenarios, as well as a treatment for correlated uncertainties, are
detailed in what follows.

1. Single parameter case: “Offset Method”

The systematic uncertainty relies on a single parameter when the kinematic distributions
for a given m are affected by a physics effect which can be summarized in one parame-
ter, P. Suppose P takes the values p ± δp. Instead of fitting the different templates to the
signal data, one fits a nominal template with the central value p injected, with templates
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containing variations of P within p ± δp, called pseudo-data. If we call m0 the extracted
mass with the nominal template and m the mass from the pseudo-data, the largest bias
δm = m − m0 is noted as an uncertainty induced by the parameter P.

This procedure introduces an “offset” to the parameter value which is propagated to the
mass via the pseudodata used in the mass fit, and will result in the mass bias extracted as
an uncertainty. An example for using this method is when dealing with the energy scale
uncertainties (detailed in § 5.3.2).

2. Multiple parameters: “Toy Monte-Carlo”

When dealing with systematics deriving from multiple parameters, such as the efficiency
scale factors (discussed in § 5.3.2), another uncertainty propagation method needs to be
adopted. Considering a multiple parameters scenario, where Pi are the said parameters
taking the values pi ± δpi, an idea is to use a Monte-Carlo method called “Toy Monte-
Carlo”, to propagate the uncertainty from the parameters to the mass, without having to
generate new samples for every configuration of the different pi ± δpi values.

In this case, a simplified model of the measurement is adopted and a large number N of
toys are built, such that the parameters values pi for each of the N toys are modified as
follows:

p̃k
i = pk + ∆pk

stat+uncorr · gi +

S∑
s=1

∆pk
cor,s · gi,s (5.7)

In eq. 5.7, p̃k
i is the variation of the parameter value for the toy i, for each bin k of a

given distribution. pk is the central value in this bin, and the toys are generated with a
random seed following a Gaussian gi ∈ Gauss(0, 1). gi,s is the same random number for
all bins k in a given Toy Monte Carlo i. This procedures takes into account uncorrelated
(∆pk

stat+uncorr) and correlated (∆pk
cor,s) uncertainties.

The propagation of the uncertainties on the mass gives a gaussian mW behavior. The
resulting uncertainty is therefore estimated from the RMS of the fitted mW distribution.

3. Combining correlated parameters: covariance matrix diagonalization

One can encounter a case where several correlated parameters give rise to correlated un-
certainties. This is the case of PDF uncertainties ( § 5.4.3) and the uncertainties arising
from Parton Shower modeling ( § 5.4.4), where it is essential to have the parameters
decorrelated.

Suppose we have a set of n parameters x1, . . . , xn, and their covariance matrix:

Vi j = cov[xi, x j] = E[(xi − µi)(x j − µ j)] (5.8)

where µi = E[xi] is the expected value of xi. If the xi are correlated, the off-diagonal
elements of the covariant matrix are non-zero. In this case, we define a new diagonal
covariance matrix Ui j = cov[yi, y j] for a new set of n parameters, yi that are not correlated.
This transition is always possible with a linear transformation [82]:

yi =

n∑
j=1

Ai jx j, (5.9)
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where Ai j are the combination coefficients of yi and x j. The covariance matrix for the new
parameters yi will be:

Ui j = cov[yi, y j] =

n∑
k,l=1

AikVklAT
l j = AVAT (5.10)

For the equation 5.10 to be solved, we find a matrix A such that U = AVAT is diagonal,
having:

Ai j =
∂yi

∂x j
(5.11)

The eigenvalues of each of the found A matrices will be used to generate pseudo-data,
which will later be fitted to the original template. This method is used in Chapter 6.

5.3 Detector-level corrections and uncertainties in the electron
channel

The uncertainties arising in the course of a measurement are due to the detector’s imperfect
calibration or to imperfect methods of observation, they could also result from a weak estimate
of a physics law. A precise measurement relies on well-evaluated uncertainties. On the other
hand, the fitted observables in the W-mass measurement need to be accurately reconstructed
from data and modeled in MC. Several corrections and reweightings are performed throughout
the analysis before getting to the mass measurement. The main corrections as well as sources of
uncertainties involved in the W-mass measurement are summarized hereafter.

5.3.1 Pile-up and Primary Vertex z-position reweighting

The effect of multiple interactions per bunch crossing (“pile-up”) is modeled by overlaying sim-
ulated minimum bias events over the original hard-scattering event. A reweighting is applied to
reproduce the distribution of the average number of interactions per bunch crossing in data. Fur-
thermore, the simulation is reweighted such that the vertex z position match the one observed in
the data. These two reweightings are purely correctional and do not directly induce uncertainties
on the mass measurement.

5.3.2 Energy scale and resolution

A disagreement was observed between data and Monte Carlo in Z decays. The detector calibra-
tion needs to be understood and optimized: a complete electron and photon calibration study for
the first run of the LHC is described in Ref. [83], and summarized hereafter for electrons.

The main corrections are applied on the energy scale and resolution of the Z resonance. The
measured electron energy is given by:

Emeas = Edata = Etrue(1 + αi) (5.12)
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(a) 0.0 < |η| < 1.37 + 1.52 < |η| < 2.47
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Figure 5.3: Agreement between data and simulation for mee excluding only the nominal tran-
sition region, 1.37< |η| <1.52 [5.3(a)], and excluding the region 1.2< |η| <1.82 [5.3(b)].

Etrue is the true electron energy and αi is the energy scale in a phase space i, usually corre-
sponding to a region in pseudorapidity. αi reflects the mis-calibration due to calorimeter inho-
mogeneities or imperfect simulation of passive material.

The fractional energy resolution is parametrized as:

σE

E
=

a
√

E
⊕

b
E
⊕ c (5.13)

where a is the sampling term, b is the noise term and c is the constant term and a, b and c are η-
dependent. A smearing correction is derived for the MC under the assumption that the sampling
term a is well modeled by the simulation. The noise term b used in the simulation is taken from
calibration runs, so that any additional resolution correction must be proportional to the energy,
as an additional constant term ci in a range in pseudorapidity labelled i, i.e.

σdata
E = σMC

E ⊕ ci × E (5.14)

Fig. 5.3(a) shows the invariant mass of the di-electron system in the [0.0 − 1.37] ∪ [1.52 −
2.47] absolute pseudorapidity region. The result is not at the level of precision needed for
the W boson mass measurement. Several tests were performed, only to find that excluding
the 1.2 < |η| < 1.82 region, which is the least understood part of the detector, improves the
data-simulation agreement to a sufficiently satisfying level for the W mass measurement. The
improved agreement is shown in Figure 5.3(b).

The energy scale measurement uncertainties are summarized in Table 5.2, along with the sta-
tistical precision on the energy scales and the corresponding estimation of their impact on the
W mass. In this table, “EW background” refers to the electroweak background impact, “Mass
window” shows the uncertainties coming from varying the invariant mass range over which the
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XXXXXXXXXVariation
η-bin

[-2.4,-1.82] [-1.2,-0.6] [-0.6,0.0] [0.0,0.6] [0.6,1.2] [1.82,2.4] Total

EW background (10−5) 5.0
Mass window (10−5) 4.3 -2.9 2.4 -1.4 -4.9 -1.9 1.3
Closure (10−5) 2.4 2.0 8.7 -0.5 -1.8 10.0 2.1
Statistic (10−5) 24.6 16.9 14.7 14.9 16.9 24.6 7.2

TotalSyst (10−5) 26.2 18.0 18.5 15.8 18.4 27.4 9.2

δSystmW (MeV) 22.0 15.1 15.6 13.3 15.5 23.0 7.7
mZ uncertainty (MeV) 2.1
FSR O(α) (MeV) 0.4

δtotalmW (MeV) 22.1 15.3 15.7 13.5 15.6 23.1 8.0

Table 5.2: Summary of electron energy scale uncertainties as estimated from Z → ee decays
and expected impact on the measurement of mW in different bins of pseudo-rapidity.

fit was performed, “Closure” refers to the non-closure problem in the resolution difference be-
tween data and Monte Carlo, detailed in Ref. [84]. The “mZ uncertainty” and “FSR” (Final State
Radiation) are modeling uncertainties and will be discussed in § 5.4.

In Table 5.2, the first block shows the uncertainty considered as correlated within a large η-bin
but uncorrelated from one large η-bin to another, whereas the second block shows correlated
uncertainties. The total shown as last column is a combination made using the number of events
per bin. The impact on mW is assessed using p`T fits, similar results are obtained with mW

T fits.

Other sources of uncertainties, not shown in Table 5.2, impact the calibration. They regard pas-
sive material uncertainties, liquid argon cell calibration, the relative layer calibration, electronics
gain, etc., and are noted by “Detec” in what follows. The detector uncertainties are shown in
Table 5.3 using p`T fits and Table 5.4 using mT fits. The total resulting numbers are gathered in
Table 5.5 along with the ones from energy scale and their combination is performed to get the
total systematic uncertainties on the W mass measurement, due to the calibration procedure.

XXXXXXXXXVariation
|η|-bin

[0,0.6] [0.6,1.2] [1.82,2.4] η-combined

Total δmW (MeV) 4.9 7.4 4.6 4.2

Stat (MeV, for info only) 14.0 14.0 16.0 8.0

Table 5.3: Combination of the detector systematic uncertainty sources in |η|-bins, using p`T
distribution, and the statistical uncertainty.

XXXXXXXXXVariation
|η|-bin

[0,0.6] [0.6,1.2] [1.82,2.4] η-combined

Total δmW (MeV) 5.4 7.2 5.1 4.5

Stat (MeV, for info only) 19.0 20.0 22.0 12.0

Table 5.4: Combination of the detector systematic uncertainty sources in |η|-bins, using mW
T

distribution, and the statistical uncertainty.

5.3.3 Electron selection efficiency

The electron selection efficiency is the ratio of the number of electrons passing specific selection
criteria to the number before selection. The electron reconstruction and identification efficiency
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p`T mW
T

δDetectmW (MeV) 4.2 4.5
δEscalemW (MeV) 8.0 8.0
δCalibmW (MeV) 9.0 9.2

Table 5.5: Uncertainty on W mass measurement obtained with transverse lepton momentum
and transverse mass coming from the calibration procedure and the energy scales estimation.
Their combination is shown as a final estimation for the complete calibration procedure for

electrons.

measurements and systematics are detailed in Ref. [85]. In the mW context, the efficiencies
dependence on the transverse energy induces a direct experimental uncertainty on the lepton
transverse momentum, and has a small impact on the transverse mass.

The electron efficiency factor εe is given by:

εe =

n∏
i=0

εi (5.15)

where i represents any selection such as cluster reconstruction, electron reconstruction, electron
identification (which comprises several conditions including shower shape variables, the elec-
tron’s energy, track and isolation. Such conditions are labelled “loose”, “medium” or “tight”
depending on the strictness of the selections. They are detailed in Table 7.2. Only tight scale
factors are discussed here since the analysis involve tight electrons), trigger, isolation, etc. and
εi in eq. 5.15 would therefore be:

• εcluster = efficiency to reconstruct an electromagnetic cluster.

• εreco = electron reconstruction algorithm efficiency given the cluster.

• εid = efficiency of identification criteria with respect to the reconstructed electron candi-
dates.

• εtrig = efficiency of trigger selection with respect to the reconstructed electron candidates
passing the identification criteria.

• εiso = efficiency of the applied isolation cuts.

The efficiencies of the selections differ between data and simulation, and therefore efficiency
scale factors (SF) need to be computed as data to simulation efficiency ratios:

SFi =
εdata

i

εMC
i

(5.16)

In the mW analysis, the involved scale factors are those of the electron reconstruction, identifi-
cation and isolation, and of the trigger. The computation in Ref. [85] was performed for three
channels (Z → ee, W → eν, J/ψ → ee) in bins of transverse energy (ET) and pseudorapidity
(η).
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η range -2.4, -1.8 -1.2, -0.6 -0.6, 0 0, 0.6 0.6, 1.2 1.8, 2.4 Full range
Reco 18 12 11 13 14 17 6.8
ID (Tight) 19 15 13 13 15 20 6.7
Trigger (w.r.t Tight) 1.7 0.3 0.2 0.2 0.3 2.0 0.8
δmW (Tight) 26 19 17 18 21 26 9.5

Table 5.6: Impact of electron efficiency scale factor uncertainties on the measurement of mW,
in MeV, when using the electron pT distribution, in different η ranges.

η range -2.4, -1.8 -1.2, -0.6 -0.6, 0 0, 0.6 0.6, 1.2 1.8, 2.4 Full range
Reco 15 10 10 11 12 15 6.0
ID (Tight) 15 12 11 11 12 17 5.7
Trigger (w.r.t Tight) 1.7 0.5 0.5 0.5 0.5 2.2 0.9
δmW (Tight) 21 16 15 16 17 23 8.3

Table 5.7: Impact of electron efficiency scale factor uncertainties on the measurement of mW,
in MeV, when using the MT distribution, in different η ranges.

The uncertainty propagation is achieved through a set of toy experiments as described in § 5.2.2,
by creating pseudodata distributions for a fixed value of mW , but randomly varying the efficiency
corrections within their uncertainties. A template fit is performed for each pseudo-experiment,
using template with nominal efficiency corrections, and the spread of the fit results is used to
estimate the induced uncertainty. A few of these spreads are shown in Fig. 5.4 when using p`T
fits and in Fig. 5.5 when using mW

T for different scale factors in one particular η-bin (0.0 <

|η| < 0.6). The induced uncertainties on the W-mass based on 2500 toys and in the region
0.0 < |η| < 1.2 ∪ 1.8 < |η| < 2.4 are noted in Table 5.6 for the p`T fits, and Table 5.7 for the mW

T
fits.

5.3.4 Recoil energy scale and resolution

The hadronic recoil is calculated as the vectorial sum of all reconstructed transverse energies in
the calorimeter system:

~u =

N∑
i=0

−→
Ei

T (5.17)

where i represents all topo-clusters (noise-suppressed clusters required to have one cell with a
threshold of 4σ deviation from the baseline noise rate) in the calorimeter, excluding those close
to the decay leptons and those from secondary vertices. The reconstructed hadronic recoil is
decomposed into parallel (u|| = ux.vy − uy.vx) and perpendicular (u⊥ = ~vxy.~u) components, by
projecting on the transverse momentum of the vector boson as illustrated in Fig. 5.6. On average,
the perpendicular component is zero, while the parallel component reflects the negative absolute
value of the vector boson transverse momentum.

Since the transverse momentum of the Z boson can be determined via the hadronic recoil mea-
surement, but also via the precise measurement of the 4-vectors of its decay leptons, a data-
driven calibration of the hadronic recoil measurements is possible. The reconstruction of the
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Figure 5.4: W boson mass distribution extracted from different efficiency scale fac-
tor variations, when the mass fit is performed using the electron pT distribution for
30 < pT < 50 GeV [77]. The RMS of the fitted distribution indicates the corresponding

uncertainty.
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Figure 5.5: W boson mass distribution extracted from different efficiency scale factor
variations, when the mass fit is performed using the W transverse mass distribution for
60 < mT < 110 GeV [77]. The RMS of the fitted distribution indicates the correspond-

ing uncertainty.
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Vector	  Boson	  

Reconstructed	  
Hadronic	  Recoil	  

HR||	  

HR⊥	  	  

Figure 5.6: Projection of Hadronic Recoil on vector boson for the definition of HR|| = uV
||

and
HR⊥ = uV

⊥ [78].

Z boson transverse momentum via its decay leptons allows for a precise determination of the
expected hadronic recoil, as the typical resolution for the reconstructed vector boson pT through
the leptons is almost 10 times better than the resolution of the measured hadronic recoil.

In the following, uV
⊥ and uV

||
(u`⊥ and u`

||
) will refer to the perpendicular and parallel components

with respect to the transverse momentum of the vector boson (reconstructed lepton).

The hadronic recoil calibration procedure as adopted in the analysis of this thesis was done with
the following steps:

1. Correct the mismodeling of vertex multiplicity in data and MC:
This is done by rescaling the average number of interactions per bunch crossing, 〈µ〉, by
a factor 1.1. The value of this data scale factor is in agreement with the default ATLAS
value (1.11 ± 0.03). It is optimal for correcting distributions sensitive to resolution (

∑
ET

and uperp) and distributions sensitive to boson pT (u and u||).

2. Correct the residual discrepancies of the
∑

ET distribution:
The

∑
ET variable is the scalar sum of the transverse energies of all activity in the calorime-

ter without counting the lepton’s energy. It is corrected by defining a Smirnov transfor-
mation for the MC distributions to match the data: this correction assumes that the mis-
modeling of u⊥ and u|| mostly comes from the

∑
ET mismodeling.

3. Correct the mean and the resolution of the hadronic recoil distribution based on data to
MC comparisons:
The difference in means

〈
u|| + pT

〉
data −

〈
u|| + pT

〉
MC is used to correct

〈
u||

〉
, and the reso-

lution ratio σ(u⊥)data/σ(u⊥)MC is used to correct both u⊥ and u||.

The overall correction procedure is illustrated in Figure 5.7. The systematic uncertainties in-
duced by the recoil correction come from the 〈µ〉 scale factor choice, the

∑
ET transform and

the resolution and bias corrections, and the total systematic uncertainty is shown in Fig. 5.8 for
the hadronic recoil as well as its parallel and perpendicular projection with respect to the lepton
pT . Statistical uncertainty is propagated via toys.
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Bin pl+
T pl−

T pl±
T mW+

T mW−
T mW±

T
Total Uncertainty

2.5 < 〈µ〉 < 6.5 6.2 5.6 6.0 23.2 18.8 20.7
6.5 < 〈µ〉 < 9.5 4.1 4.4 4.3 16.3 12.2 13.9
9.5 < 〈µ〉 < 16 3.3 3.3 3.4 15.9 8.5 11.9

Inclusive 4.4 4.4 4.6 14.4 12.5 13.0

Table 5.8: Impact (in MeV) of the recoil correction on the W mass, in pile-up bins and inclu-
sively, for p`T and mW

T fits.

1

1

2

3

σMC
tr /V

σMC
V

σData
V

Σ ET Σ ET
tr /V

Figure 5.7: Schematic view of the correction procedure [81]: this figure illustrates the resolu-
tion of u⊥ as a function of ΣET . The dotted red curve represents data resolution (σV

Data), solid
black is nominal MC (σV

MC) and dotted black is MC as a function of transformed ΣET (σtr/V
MC ).

The transformation of ΣET in MC is represented in the step from point 1 to point 2, while step
form point 2 to point 3 represents the resolution correction value, which is the difference in

resolution between data and MC for a given ΣET value.

The correction procedure was repeated in bins of average interactions per bunch-crossing 〈µ〉
(“pile-up”). The chosen binning is 2.5 < 〈µ〉 < 6.5, 6.5 < 〈µ〉 < 9.5, and 9.5 < 〈µ〉 < 16
dividing the total statistics into 40%, 30% and 30% in each 〈µ〉 bin. The impact of the recoil
correction on the W-mass is summarized in Table 5.8.

5.3.5 Background determination

The background in W-events consists of the electroweak, top, and multijet processes having a
final state seen as a lepton and missing transverse energy. Table 5.9 represents the sensitivity
of the mass fit to the background normalization, estimated by varying this normalization within
the cross-section uncertainties. A variation of ±5% is considered for Z → ττ, Z → ee, dibosons
and t/tt̄ channels, and of ±2.37% for W → τν, equal to the uncertainty on the ratio of W →

τν and W → eν branching ratios. This table doesn’t include the multijet background, which
is difficult to model and will be discussed in details in Chapter 7, where it is estimated in a
data-driven method. Also, the table doesn’t consider the impact of the shape of the kinematic
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Figure 5.8: Hadronic recoil distribution u and its projections u`
||

and u`⊥ with respect to the
lepton pT for W+ and W− after recoil corrections with systematics uncertainties (yellow bands)

due to variation of all corrections [81].
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W → τν Z → ττ Z → ee Diboson t/tt̄
Impact (MeV) ∓ 2.61 ∓ 0.5 ± 0.5 ± 0.2 ± 0.3

Table 5.9: Impact of a background normalization variation on the mass average determination.

Generator αem Gµ mZ ΓZ mW ΓW Breit-Wigner
[GeV−2] [GeV] [GeV] [GeV] [GeV] form

Pythia Running Running 91.1876 2.4812 80.399 2.072 Running-width
Powheg 1/127.9 1.166 × 10−5 91.1876 2.4952 80.399 2.085 Fixed-width
Mc@nlo Running 1.166 × 10−5 91.1876 2.4952 80.399 2.085 Fixed-width
Alpgen 1/132.3 1.166 × 10−5 91.1880 2.4409 80.419 2.047 Fixed-width
Sherpa 1/128.8 1.166 × 10−5 91.1876 2.4952 80.399 2.085 Fixed-width

Table 5.10: Electroweak parameter settings implemented in different MC generators [79].

distributions used for the fit. However, such an impact is well modeled for the Monte Carlo
based backgrounds, but not for the jets.

5.4 Physics corrections and uncertainties

5.4.1 Lineshape and resonance correction - QED Final State Radiation

Several generators are used in this analysis (cf. Table 7.1). The main MC, Powheg+Pythia8 [33,
72], includes higher order QCD corrections, but only leading order EW couplings, hence the
need to correct the W and Z lineshapes description. The correction is done at particle level
at first, and then takes into account the QED radiations in a later step, with the help of the
Photos [86] generator.

The motivation behind using a reweighting procedure instead of simulating different mass hy-
potheses, is the required large statistics for the W analysis. It is therefore more efficient to sim-
ulate a single mass point (usually equal to the world average mW = 80.385 GeV), and reweight
the boson invariant mass using the physics mass and width, and effective couplings measured
with the Z resonance.

The lineshape reweighting has the purpose of:

• incorporating the non-simulated next-to-leading order EW effects in the resonance line-
shape,

• taking into account the differences in the mass and width definitions between the different
generators, which do not all start from the same electroweak parameter settings (see Ta-
ble 5.10). The values of the W and Z masses and widths, the CKM matrix elements and
the strong and electromagnetic coupling constants being taken as the world average, most
leading order generators do not make use of these parameters in their internal calculations
the same way, which generates discrepancies in the resulting resonance lineshapes,

• and finally giving the possibility to generate kinematic distributions with different mass
hypotheses without generating new samples.
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Figure 5.9: Comparison of the electron pair invariant mass distribution (left) and the muon
transverse momentum distribution (right) at various levels of QED corrections [79].

In the reweighting procedure [79] we define the photon coupling as a function of the available
energy s, αem(s) as:

αem(s) =
αem(0)

1 − ∆α(s)
(5.18)

where:

∆α(s) =
αem(0)

3π
(13.4955 + 3 ln s) + 0.00165 + 0.00299 ln(1 + s) (5.19)

and take the experimental value of Gµ for the weak boson couplings, and use the masses and
widths of the gauge bosons in the running-width Breit-Wigner parametrization. However, this
procedure doesn’t account for photon emission correction. This is done using the Photos gen-
erator, which generates photon emissions starting from the already generated events (with no
QED radiations) and modifies the final state lepton kinematics accordingly.

Two NLO treatments are compared to evaluate the systematic uncertainty on the analysis: the
first one involves approximate NLO calculations [87] and the second uses exact NLO QED
matrix elements [88]. The differences between these two settings, and the one without final
state radiation are compared in figure 5.9. In this figure, “No FSR” refers to generator-level
leptons, “approx” and “exact ME” refer to the implementations of references [87] and [88].
“Bare” means the lepton is taken after FSR-induced momentum loss, and “dressed (∆R < 0.1)”
means a recombination of the bare lepton with all photons emitted within a cone of ∆R < 0.1.
It was verified that for each lepton flavor, the size of the correction does not depend on whether
the leptons are considered bare or dressed.

The Photos calculations take into account the final state QED radiations (FSR), and do not
address photon radiation in the initial state (ISR), the interference of the ISR with the FSR, nor
the interference between successive FSR photons. The dominant higher-order QED correction
in the W and Z production is however the FSR calculation, but the size of the uncertainty due to
the unaccounted effects is estimated by fitting p`T in the range 30 < p`T < 50 GeV for W and
25 < p`T < 55 GeV for Z, and the transverse/invariant mass in 60 < mT < 100 GeV for W and
80 < m`` < 100 GeV for Z. As described in § 5.2, the difference between the injected mass
and the fitted mass for each pseudo-data sample is taken as the corresponding uncertainty. The
estimated uncertainties are summarized in Tables 5.11 and 5.12 (tables to be updated).
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Source (Z events) mee pe
T

FSR (real) 0.4 × 10−5 3 × 10−5

FSR (pair production) 2 × 10−5 4 × 10−5

Weak corrections TBD TBD
Total (TEMPORARY) 2 × 10−5 5 × 10−5

Table 5.11: Relative systematic uncertainties on the energy and momentum scale measurement,
from higher-order EW corrections in Z → ee events [79].

Source (W events) pe
T meν

T
FSR (real) neg. neg.
FSR (pair production) 4.1 0.8
Weak corrections TBD TBD
Total (TEMPORARY) 4.1 0.8

Table 5.12: Systematic uncertainties on the mW measurement (in MeV), from higher-order EW
corrections in W → eν events [79].

5.4.2 Polarization

For W bosons, the polarization effects manifest themselves in the angular and transverse mo-
mentum distributions of the decay lepton as well as the missing transverse energy. Like all
massive spin-1 particles, the W has three polarization states. At the LHC, the polarization of the
W is mainly determined by the momentum of the colliding quark and antiquark: it is left-handed
if the quark has more momentum than the antiquark, and right-handed otherwise.

The general structure of the angular distribution is given by nine helicity cross sections:

dσ
dp2

T dyd cos θdφ
=

3
16π

dσ
dp2

T dy
× [(1 + cos2 θ) + A0

1
2

(1 − 3 cos2 θ)

+ A1 sin 2θ cos φ

+ A2
1
2

sin2 θ cos 2φ

+ A3 sin θ cos φ

+ A4 cos θ

+ A5 sin2 θ sin 2φ

+ A6 sin 2θ sin φ

+ A7 sin θ sin φ]

(5.20)

where pT and y denote the transverse momentum and rapidity of the boson. The polar and
azimuthal angles of the lepton in the rest frame of the boson are denoted as θ and φ, respectively.
The Ai coefficients are helicity cross section ratios with respect to unpolarized production, and
are functions of the boson kinematic variables. The interest in the use of cross-section ratios is
that they suffer less from theoretical and experimental uncertainties.

The Ai coefficients vanish at pT = 0, except for the electroweak part of A4 responsible for the
forward-backward lepton asymmetry in cos θ. The A5−A7 coefficients appear at second order in
the QCD strong coupling, αS, and are small in the Collins-Soper (CS) frame, they are therefore
not considered here. The CS rest frame is reached from the laboratory frame via a Lorentz boost
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along the laboratory z axis into a frame where the z component of the lepton pair momentum is
zero, followed by a boost along the transverse momentum of the pair. At pT = 0, the CS and
laboratory coordinate systems are the same.

The angular coefficients obtained from Powheg [72] and DYNNLO [89] (used for comparison
to the baseline MC i.e. Powheg+Pythia8), computed in the CS frame, and used both at NLO
and NNLO, are shown in Figure 5.10 for Z, W+ and W− events, as a function of pT(W,Z).

However, the MC generators used in the analysis do not have a clear definition of the angular
decompositions and polarization coefficients. Instead, the numbers involve indirect calculations
and the results rely therefore on the calculations accuracy and implementation choices, and are
missing higher order calculations. It is possible to modify the prediction of a generator (called
“source”) by defining a reweighting towards another generator (“target”), knowing the values of
the coefficients for both generators, according to:

w =
1 + cos2 θ +

∑
i A′i fi(θ, φ)

1 + cos2 θ +
∑

i Ai fi(θ, φ)
, (5.21)

where A′i and Ai are the coefficients for the target and source generator respectively, and the
fi(θ, φ) can be read off of Eq. 5.20.

Looking at Fig. 5.10, DYNNLO shows the correct behavior for Ai which tends to zero at pT = 0,
except for A4 in Z events. Therefore, Powheg is reweighted to DYNNLO for all Ai coeffi-
cients except for A4 in Z events. In DYNNLO, A4 is predicted from the leading-order relation
sin2 θW = 1−M2

W/M
2
Z , while Powheg+Pythia8 uses the effective mixing angle measured at LEP

sin2 θeff
W which is more accurate. The performance of the reweighting procedure is illustrated in

Figure 5.11 for Z, W+ and W− events, and the impact on the lepton transverse momentum is
shown in Figures 5.12 and 5.13.

The measurement of polarization angular coefficients in Z → `` processes is used to probe
the underlying QCD dynamics in Z production. This measurement can be used to assess the
systematic uncertainties coming from polarization and angular distributions. A preliminary ap-
proximation is discussed in Section 8.1.

5.4.3 Parton Distribution Functions

The incomplete knowledge of parton distribution functions induces the dominant theoretical un-
certainty on the W-mass measurement. The PDF uncertainty is correlated to the uncertainty
on the non-perturbative QCD modeling of the W boson pT spectrum and connected to vari-
ous aspects of the W boson production: the uncertainty on the valence and sea PDFs and the
corresponding uncertainty on the average polarization of the W boson, the uncertainty on the
strange PDF and the corresponding uncertainty on the amount of W production initiated by
charm quarks, the uncertainty on the charm and bottom quarks PDFs and the corresponding
uncertainty on the transverse momentum spectrum of the W boson.

In Ref. [90] and [91], the estimate of the uncertainty due to PDFs at the LHC used by the ATLAS
and CMS collaborations is ±25 MeV.

Without improvement in the PDF uncertainties, the contribution of the LHC to the world average
would not be significant. Therefore, huge efforts are being devoted in this particular area to
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Figure 5.10: Angular coefficients for the Z, W+ and W− bosons for Powheg+Pythia8 (blue)
and Dynnlo (red) [79].
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Figure 5.11: Angular coefficients for the Z, W+ and W− bosons before (black) and after (red)
polarization reweighting of all angular coefficients except A4 for Z [79]. Black points show the

target DYNNLO coefficients.
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Figure 5.12: pl+
T distributions before reweighting (top), after polarization reweighting (middle)

and after polarization reweighting except A4 (bottom), for Z → ee (left) and Z → µµ (right)
events.
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Figure 5.13: pl−
T distributions before reweighting (top), after polarization reweighting (middle)

and after polarization reweighting except A4 (bottom), for Z → ee (left) and Z → µµ (right)
events.
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Figure 5.14: Simulation of the pT spectrum of charged leptons from the W → `ν decay. The
full line is generated with zero pT of the W, the dashed line represents the effect of a non-zero

pT as predicted by the PYTHIA generator. [52]

improve the theoretical and statistical treatment of PDFs, and also to study the impact of PDF
uncertainties on the extraction of mW from p`T [56] and mT [92, 93].

5.4.4 W-transverse momentum distribution

This observable has a weak impact on the mT distribution. It mostly affects p`T. Ideally, when
the W is at rest, the lepton pT has a clear Jacobian peak at exactly mW/2 at detector level. But
in reality, the W coming from hadronic collisions usually has a non-zero transverse momentum,
due to initial state parton radiation during the collision and the intrinsic transverse momentum
of the incoming partons. The non-zero boson-pT smears the Jacobian peak of the lepton-pT.
These effects are shown in Fig. 5.14.

A pW
T reweighting based on Parton Shower parameters tuning is discussed in Chapter 6. The

corrections were derived and cross-checked on Z-events and applied to the W.

5.5 Cross-checks with the Z-boson

Due to the fact that the Z mass and width are known with high precision [94], and since the
lepton transverse momentum and the transverse mass distributions are similar in Z and W events,
the Z is used to define and implement corrections used with the W: it is used to determine
the lepton energy scale and resolution, and allows to determine the linearity of the detector
response, and the energy dependent resolution function. The Z-boson transverse momentum
helps scaling the measured hadronic recoil to the Z, which together with the measured lepton
transverse momentum define the missing transverse energy. The QCD mechanisms in the boson
production affect the W and the Z similarly, the Z distributions are used to control the W’s.

W-like distributions are built using Z samples as cross-checks. The recoil u, represented by
the transverse momentum of the Z boson and reconstructed from the the hadronic activity in
the detector is illustrated in Figure 5.15, and a pseudo-transverse mass, reconstructed from the



Chapter V. Measurement Method 89

Channel δmZ : p`+T [MeV] δmZ : p`−T [MeV] δmZ : p`±T [MeV]
Electron 7 ± 29 −34 ± 29 −13 ± 20
Muon 33 ± 21 −18 ± 21 8 ± 14

Combined 24 ± 17 −23 ± 17 1 ± 12

Table 5.13: Z boson mass fit results in the electron and muon channels, all corrections applied.
The p`+,−,±T distributions are used.

Channel δmZ : m`+
T [MeV] δmZ : m`−

T [MeV] δmZ : m`±
T [MeV]

Electron −86 ± 35 1 ± 35 −33 ± 23
Muon 22 ± 23 36 ± 23 29 ± 15

Combined −11 ± 19 25 ± 19 7 ± 13

Table 5.14: Z boson mass fit results in the electron and muon channels, all corrections applied.
The m`+,`−,`±

T distributions are used.

recoil and one of the two selected electrons is illustrated in Figure 5.16. me+
T denotes the Z boson

transverse mass reconstructed from the recoil and the positively charged electron, and me−
T is

with the negatively charged electron. All performance and physics corrections are applied.

Z mass fits are also performed using the m``, p`T and mT observables, by comparing data to a set
of templates built by varying the mass in steps of 2 MeV within ±100 MeV of the reference mass
value fixed to the world average mZ = 91187.6 MeV. This fitting method is explained in § 5.2.1.
The results of the fits are summarized in Figure 5.17 for p`T fits and Figure 5.18 for m`

T fits at
different correction steps: energy/momentum corrections, sagitta bias corrections (specific to the
muon channel [76]), polarization reweighting of all coefficients, and polarization reweighting of
all coefficients except for A4, and after isolation cuts applied as a final selection for electrons
only.

The mass fits performed for positive and negative leptons (leptons = electrons and muons) are
expected to be correlated as they use the same samples and the same recoil corrections. The final
fit results are given in Tables 5.13 and 5.14 separately for the electron and muon channels, and
after statistical combination including the above correlation. These table show the differences
between the m`` and p`T/m`

T fit results, as the m`` fits agree with mZ by construction and the
compatibility between the invariant mass and transverse momentum/mass observables is tested
here. The combined results are also shown.

The final p`T fits after the above mentioned corrections give a mass value compatible within
0.8σ with the reference mass value. The difference between the combined p`+T and p`−T fits is
compatible with 0 within 1.9 standard deviations. For the m`+,`−,`±

T fits, the compatibility with
the reference mass is at the level of 1.2 standard deviations. The corrections that we apply
improve the Z fits and our understanding of the Z distributions and can therefore be applied to
W.
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Figure 5.15: u, uZ
‖

and uZ
⊥ in the electron channel, after all corrections. The dashed line indicates

the range over which the averages, RMS and χ2 values are computed.
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Figure 5.16: me+
T and me−

T , after all corrections. The dashed line indicates the range over which
the averages, RMS and χ2 values are computed.
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Figure 5.17: Summary of the p`T-based mass fits results for muons (left) and electrons (right).
The error bars are statistical only.
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Figure 5.18: Summary of the m`
T-based mass fits results for muons (left) and electrons (right).

The error bars are statistical only.





Chapter 6

Modeling of the boson pT

6.1 Boson transverse momentum studies

The boson’s transverse momentum is an important source of systematic uncertainty when mea-
suring the boson’s mass, due to the impact it makes on the lepton pT, which is directly used in
the mass measurement.

The effect seen in Fig. 5.14 shows the usefulness of accurately modeling the pW
T distribution in

the measurement of the W-mass. For this purpose, we can take advantage of our knowledge of
the pZ

T, since it is more precisely measured [95] and it involves the same QCD radiation effects
as the pW

T .

6.2 φ∗ angle

In the pT modeling, another variable, φ∗, can be measured with fine granularity at low pT, and
can therefore be exploited due to its high correlation to pZ

T, shown in Fig. 6.1.

The acoplenary angle (Figure 6.2), φacop, was introduced in [100] with in head the goal of
limiting the impact of uncertainties on the pZ

T measurements. φacop is the complementary angle
of the one between the two leptons: φacop = π − ∆φll. Another variable was introduced, φ∗ =

tan(φacop/2) sin(θ∗), where θ∗ is the scattering angle of the leptons relative to the beam direction
in the dilepton rest frame. φ∗ provides an excellent experimental resolution, while providing
essential informations about the momentum without having to measure the latter. Figure 6.3
represents a measurement of a φ∗ distribution by ATLAS. The fine granularity at low pZ

T gives a
better precision in the parton shower region.

6.3 Tuning the parton shower parameters

An accurate modeling of pZ
T was obtained by tuning three parton shower parameters in the

Pythia8 [33] setup, and two in the Powheg+Pythia8 setup, during the event generation process.
These parameters will later be used in the generation of W events. The tuning has been used on
standalone Pythia8, with generator-level kinematics to minimize the dependence on QED Final

93
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Figure 6.1: Correlation matrix between φ∗ and pZ
T variables, at born level, for Z/γ∗ → `+`−

decays. The ResBos [96–98] generator with the CT10 [51] PDF set has been used [99].

Figure 6.2: Graphical illustration in the plane transverse to the beam direction of the angular
and kinematic variables defined in [100].

State Radiation. The tunes are performed for pZ
T < 26 GeV and φ∗η < 0.29 covering a similar

transverse momentum range, where parton shower effects dominate.

The Pythia [33] generator uses the parton shower approach to describe the low pZ
T region. The

phenomenological parameters used in the event generation are not constrained by the theory, but
can be adjusted to improve the description of the measured distributions. The part of this study
is about improving the parton shower parameters inside the Pythia generator. Also, another
generator, Photos [86], is used in the process in addition to Pythia to simulate QED Final State
Radiation (FSR). The tuning process is described in [95], and summarized in what follows. To
define the tunings, the parameters are chosen randomly between a certain range. A χ2 test is then
performed between the generator and the data to determine the optimal parameters values. The
final tune turned out to be an optimal combination between the muon channel pZ

T measurement
and the electron channel φ∗ measurement.

The tuned parameters include pT0, kT and αISR
s (mZ), which represent the parton shower lower

cut-off in the non-perturbative regime, the primordial transverse momentum of the partons initi-
ating the hard scattering process, and the strong-coupling constant value assumed for the initial-
state radiation (ISR). This last parameter is left free only in the Pythia8 setup, while it is con-
strained to the value assumed for the NLO cross section calculation in Powheg+Pythia8. The re-
sulting tuned parameter sets are referred to as AZ for Pythia8 and AZNLO for Powheg+Pythia8.
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Figure 6.3: Measured normalized differential cross section as a function of φ∗ for the Z decay
into two electrons (closed dots) and two muons (open dots) [101], compared to predictions by

the ResBos [96–98] generator.

Table 6.1 shows the tuned parameters values compared to the default tune used in Pythia8, 4C.
The AZ tune has been compared to the data for different Z-boson rapidity regions, and the good
agreement observed between predicted and measured pZ

T distributions supports the validity of
a single tune in a wide Bjorken x-range [95]. The parameters not used in the tuning are set to
the default values of the Pythia8 baseline tune 4C. Figures 6.4 and 6.5 show the comparisons of
tuned predictions to the data.

Tune AZ AZNLO 4C
Primordial kT [GeV] 1.71 ± 0.03 1.75 ± 0.03 2.0
αISR

s (mZ) 0.1237 ± 0.0002 0.118 (fixed) 0.137
ISR cut-off [GeV] 0.59 ± 0.08 1.92 ± 0.12 2.0
χ2

min/dof 45.4/32 46.0/33 -

Table 6.1: Central values and uncertainties of the set of tuning parameters for AZ (Pythia8)
and AZNLO (Powheg+Pythia8), compared to the base tune (4C) [95].

The AZ tune is used to propagate the uncertainties on the parton shower parameters computed
from pZ

T to the measurement of mW . Three tuning eigenvectors and a pair of sets of parton
shower parameters associated with each eigenvector are extracted from the correlation between
the tuned variables. Each pair corresponds to positive and negative 68% CL exclusion along the
eigenvector. The different sets are referred to as 1+, 1−, 2+, 2−, 3+ and 3−. Figure 6.6 (6.7)
shows the distortion of the pµT (pZ

T) distribution due to the tune variations. These distributions
are computed at the detector level, and reweighted with respect to the parton shower parameter
variations at the particle level.
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Figure 6.4: Tuned predictions for Pythia8 based on φ∗ and pZ
T measurements [95]. The vertical

dashed lines show the upper limit of the tuning ranges.

Figure 6.5: Pythia8 tuned predictions compared to data, for the muon (pZ
T) and electron (φ∗)

channels [95]. The base tune (4C) is shown in blue, the new tunes in red. The green fillings
represent the uncertainty on the data (shown in black). The shown quantity is the differential
cross section, for dressed kinematics and in the full rapidity range. The vertical dashed lines

show the upper limit of the tuning ranges.
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Figure 6.6: Ratios of pµT using the tune variations (1±, 2±, 3±) with respect to the central tune.
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Figure 6.7: Ratios of pZ
T using the tune variations (1±, 2±, 3±) with respect to the central tune.

6.4 Event selection and methodology for the uncertainty assessment

In this study, the muon channel was used while the electron channel is expected to behave simi-
larly, since the boson-pT is independent of its decay products. The parton shower uncertainties
are evaluated separately for the pµT spectrum from both W+ and W− decays. As discussed in
section 5.2.1, the poor knowledge of the underlying physics mechanisms affecting the W-mass
measurement leads us to use the template fitting method.

The AZ tune PS parameters set and the six pairs of variations were used to generate samples of
W events, which are treated as data in the mass fits. Events are selected with a central muon
such that |ηµ| < 2.4 and |pµT| > 25 GeV, missing transverse energy Emiss

T > 30 GeV, transverse
mass MT > 60 GeV, and a W with a transverse momentum pW

T < 30 GeV. The range of the pµT
distribution was varied in a way to scan pµTmin

between 30 and 35 GeV with steps of 0.5 GeV, and
pµTmax

between 40 and 55 GeV with the same steps. This range scan was done in the purpose of
finding an optimal fit interval for the uncertainty estimation, which is expected to vary according
to the choice of such interval.

To determine the value of the W boson mass, a χ2 profile as a function of MW is evaluated by
comparing the distributions obtained above to a set of templates built by varying the mass in
steps of 0.02% within 0.5% of the reference mass value and assuming the central AZ tune. The
χ2 profile is fitted with a parabolic function, the value of mW to minimize the χ2 function corre-
sponds to the result of the mW extraction. The obtained differences with respect to the reference
mass (fixed as the world average, mW = 80385 MeV [31]) define the parton shower uncertainty.
The uncertainties are evaluated with the hessian method, such that the positive (negative) uncer-
tainty is the quadratic sum of positive (negative) biases with respect to the reference value of
mW [102].

One should stress that this uncertainty only covers the contribution of the parton shower param-
eters, while the pW

T distribution is affected by additional uncertainties coming from the different
quark flavour contributions to Z- and W-boson production. This aspect is discussed in § 1.3.4,
where the potential impact of PDF uncertainties is illustrated. PDF uncertainties on the parton
shower fit are not considered in the current estimation, only the experimental uncertainty of the
pZ

T measurement is propagated, via the fitted parton shower parameters, to the W-boson mass
measurement. A more consistent procedure would involve a simultaneous fit of the PDF and
parton shower parameters, which has not been attempted yet. The present estimate should thus
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be considered as a first step in the derivation of a consistent set of parton shower parameters to
describe W- and Z-boson production at the LHC.

The best fit range has been sought in a way to minimize the total uncertainty, i.e. systematic ⊕
statistical, where the statistical uncertainty is the one expected from data. The statistics of the
combined electron-muon channel are assumed to be the double of the muonic channel alone.
All the uncertainties are reported in Figure 6.8 and Figure 6.9, respectively representing the pµ

−

T

and pµ
+

T fits. Figure 6.10 represents the minimal total uncertainty, as computed from the positive
(blue) and negative (magenta) biases: each point illustrates the minimal error for each one of the
Figures 6.8 and 6.9 plots. The uncertainties are noted on the y-axis, while the x-axis shows the
ranges for positive and negative uncertainty.

6.5 Results

The optimal fitting range should take into account various experimental uncertainties, such as
background uncertainty and reconstruction efficiency, and also all the relevant theoretical un-
certainties such as the PDF. For the time being, this optimization only considers a compromise
between the PS uncertainty and an estimate of the statistical uncertainty arising from data. Using
the results in Figure 6.10, one can propose [30, 46] GeV and [30, 44.5] GeV as fitting ranges
respectively for pµ

−

T and pµ
+

T . This results in a systematic uncertainty of +3 and −3 MeV from
pµ
−

T fit, and +2 and −2 MeV from pµ
+

T fit. The results are reported in Tables 6.2 and 6.3.

For the sake of comparison with previous results (cf. Ref. [103]), the fits were also performed
with the combined µ+−µ− channel, and the optimal range was found to be [30, 44.5] GeV, with
a systematic uncertainty of +2 and −2 MeV. The uncertainties obtained in the default fitting
range, i.e. [30, 50] GeV, are +5 and −7 MeV for the µ+ − µ− combined channel. Both these
results as well as the expected statistical uncertainties are presented in Table 6.4.

Tune Variation Positive Negative
1± 2 −2
2± 2 −2
3± 2 −2
Tuning uncertainty 3 3
Statistics 10 10
Tuning ⊕ Stat 10 10

Table 6.2: Parton shower uncertainties induced by the modeling of pW−
T . The first three rows

show the differences in mW associated to each tune variation, the last three rows show the
total systematic uncertainty, the expected statistical uncertainty, and the quadratic sum of both.

Values are given in MeV.

The differences in the extracted numbers show the importance of the chosen range towards the
results of the fits, therefore implying the need to set on a common range when studying all the
other systematic uncertainties.
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Figure 6.8: Computed systematic uncertainties from pµ
−

T and statistical uncertainties for the
muonic channel only, and for the muon-electron combined channel, as expected from 2011
data samples. Each plot represents a different lower fit range limit, starting from 30 GeV (top
left) to 35 GeV (bottom right) with steps of 0.5 GeV, and scans an upper range limit from 40

to 55 GeV with similar steps.
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Figure 6.9: Computed systematic uncertainties from pµ
+

T and statistical uncertainties for the
muonic channel only, and for the muon-electron combined channel, as expected from 2011
data samples. Each plot represents a different lower fit range limit, starting from 30 GeV (top
left) to 35 GeV (bottom right) with steps of 0.5 GeV, and scans an upper range limit from 40

to 55 GeV with similar steps.
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Figure 6.10: Minimization of the total uncertainty computed from the positive (blue) and the
negative (magenta) systematic uncertainties, for µ− (left) and µ+ (right).

Tune Variation Positive Negative
1± 1 −1
2± 1 −1
3± 1 −1
Tuning uncertainty 2 2
Statistics 9 9
Tuning ⊕ Stat. 9 9

Table 6.3: Parton shower uncertainties induced by the modeling of pW+
T . The first three rows

show the differences in mW associated to each tune variation, the last three rows show the
total systematic uncertainty, the expected statistical uncertainty, and the quadratic sum of both.

Values are given in MeV.

Fit Range 30 < pµT < 50 GeV 30 < pµT < 44.5 GeV
Tune Variation Positive Negative Positive Negative
1± 3 −4 1 −1
2± 3 −4 1 −1
3± 3 −4 1 −1
Tuning uncertainty 5 7 2 2
Statistics 6 6 7 7
Tuning ⊕ Stat. 8 9 7 7

Table 6.4: Parton shower uncertainties induced by the modeling of combined pW+
T and pW−

T , for
two different fitting ranges. The first three rows show the differences in mW associated to each
tune variation, the last three rows show the total systematic uncertainty, the expected statistical

uncertainty, and the quadratic sum of both. Values are given in MeV.
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Figure 6.11: Computed systematic uncertainty from combined pµ
+

T and pµ
−

T , and statistical
uncertainties for the muonic channel only, and for the muon-electron combined channel, as
expected from 2011 data samples. Each plot represents a different lower fit range limit, starting
from 30 GeV (top left) to 35 GeV (bottom right) with steps of 0.5 GeV, and scans an upper

range limit from 40 to 55 GeV with similar steps.



Chapter 7

W Event Selection, Signal and
Background Extraction

7.1 Event selection

The signal event selection procedure conciliates between a high signal efficiency and a high
background rejection. It consists of a sequence of requirements and selections applied on the
event samples. Such requirements involve in a first step applying detector quality cuts to ob-
tain clean samples containing well reconstructed events, without detector failures or similar
problems. In a later step, and depending on the analysis, specific kinematic requirements are
applied. In the case of a W analysis, considering only leptonic final states, the kinematic selec-
tions are based on the lepton’s transverse momentum p`T, the boson’s transverse mass mW

T and
its transverse momentum pW

T , and the missing transverse energy Emiss
T , reflecting the neutrino in

the final state.

7.1.1 Collision data

The analysis discussed in this chapter is based on the 2011 pp collision data of
√

s = 7 TeV. The
data samples used in the analysis are treated at several stages of the acquisition and processing
chain, to make sure they pass the required quality criteria and to detect as early as possible
any problem that could compromise this quality. An online monitoring takes place at first, to
resolve problems such as data corruption or desynchronization, and to check the trigger rates
and running conditions. After verification of the online data quality requirements, the total
integrated luminosity of 2011 data corresponds to 4.7 fb−1.

In a second step, an offline quality control is applied by imposing specific cuts and conditions
on the data samples. These cuts exclude problematic luminosity blocks, and select events with a
good primary vertex, and passing the relevant triggers. The quality monitoring and assessment
algorithms are described in Ref. [104].

103
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7.1.2 Simulated samples and cross sections

The main processes involved in the W-mass analysis are simulated using Monte Carlo. The sig-
nal, W → `ν, is generated using the POWHEG box [72, 105] (version 1.0), and events are show-
ered using PYTHIA8 [33]. The POWHEG matrix element is interfaced to the CT10 PDF [51].An
accurate modeling of the transverse momentum of the W boson, pW

T , is obtained from the pZ
T

AZNLO tuning in POWHEG+PYTHIA8 as described in Chapter 6.

The backgrounds coming from vector bosons and top quark decays are also generated using
Monte Carlo simulation. Z → `` and W → τν are simulated with POWHEG+PYTHIA8, and
the top background sample is based on MC@NLO [106] interfaced to HERWIG+JIMMY [107, 108].
Backgrounds from weak boson pair production are simulated using HERWIG+JIMMY, tuned with
AUET2 [109]. The generated events are processed through the full ATLAS detector simulation
based on GEANT4 [110]. Multijet backgrounds are harder to model. They are determined using
collision data, as described in § 7.2.

The signal and background MC samples include final state radiation effects (FSR), modeled
using the PHOTOS [86] generator. The effect of multiple interactions per bunch crossing (“pile-
up”) is modeled by overlaying simulated minimum bias events over the original hard-scattering
event. A reweighting is applied to reproduce the distribution of the average number of interac-
tions per bunch crossing in data, this aspect is discussed in § 7.3.1. The MC samples used for the
W → `ν signal and background and their cross-sections, calculated to NNLO, are summarized
in Table 7.1. The study discussed in this chapter concerns the W → eν channel only.

Process Generator σ × BR[pb]

Signal Samples

W+ → `+ν Powheg+Pythia8 6160
W− → `−ν Powheg+Pythia8 4300

Background Samples

W+ → τ+(→ e+)ν Powheg+Pythia8 930.04
W− → τ−(→ e−)ν Powheg+Pythia8 603.63

Z → e+e− Powheg+Pythia8 990
Z → τ+τ−(→ e) Powheg+Pythia8 260.42

WW Herwig 20.86
ZZ Herwig 1.54
WZ Herwig 6.97
tt̄ MC@NLO 137.30

st tchan eν MC@NLO 6.83
st tchan τν MC@NLO 6.81
st schan eν MC@NLO 0.46
st schan τν MC@NLO 0.46

st Wt MC@NLO 14.37

Table 7.1: MC samples used in the analysis. Cross sections are normalized to NNLO.
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7.1.3 Electron identification

The identification of the electrons is based on three levels of cuts: loose, medium and tight [111].
These cuts combine information from the calorimeter and from the tracking detector in order to
maintain good signal efficiency and minimize the background. The variables used are defined in
Table 7.2, and the cuts are summarized below:

Type Description Variable name
Loose cuts

Acceptance of the detector |η| < 2.47
Hadronic leakage Ratio of ET in the first sampling of the

hadronic calorimeter to ET of the EM cluster
Second layer Ratio in η of cell energies in 3 × 7 versus 7 × 7 cells Rη

of EM calorimeter Ratio in Φ of cell energies in 3 × 3 versus 3 × 7 cells Rφ
Lateral width of the shower

Medium cuts (include loose cuts)
First layer Difference between energy associated with ∆Es

of EM calorimeter the second largest energy deposit
and energy associated with the minimal value

between the first and second maxima.
Second largest energy deposit Rmax2

normalized to the cluster energy.
Total shower width wstot

Shower width for three strips around maximum strip ws3
Fraction of energy outside core of three central strips Fside

but within seven strips
Track quality Number of hits in the pixel detector (at least one)

Number of hits in the pixel and SCT (at least nine)
Transverse impact parameter ( < 1 mm)

Tight (isol) cuts (include medium cuts)
Isolation Ratio of transverse energy in a cone ∆R < 0.2

to the total cluster transverse energy
Vertexing-layer Number of hits in the vertexing-layer (at least one)
Track matching ∆η between the cluster and the track (< 0.005)

∆Φ between the cluster and the track (< 0.02)
Ratio of the cluster energy E/p

to the track momentum
TRT Total number of hits in the TRT

Ratio of the number of high-threshold
hits to the total number of hits in the TRT

Tight (TRT) cuts (include tight (isol) except for isolation)
TRT Same as TRT cuts above,

but with tighter values corresponding to about 90%
efficiency for isolated electrons

Table 7.2: Definition of variables used for loose, medium and tight electron identification
cuts [111].

• Loose cuts perform a simple electron identification based on limited information from the
calorimeter. They are applied on hadronic leakage and on shower shape variables derived
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from only the middle layer of the EM calorimeter. This set of cuts provides excellent
identification efficiency, but low background rejection.

• Medium cuts improve the quality by adding cuts on the strips in the first layer of the EM
calorimeter and on the tracking variables, while including the loose requirements. These
cuts are effective in rejecting π0 → γγ decays, and in increasing the jet rejection by factor
3-4 with respect to the loose cuts, while reducing the identification efficiency by 10%.

• Tight cuts make use of all the particle identification tools available for electrons. In ad-
dition to the medium selection, cuts are applied on the number of hits in the TRT and the
ratio of high-threshold hits to the number of hits in the TRT to reject the dominant back-
ground from charged hadrons, on the difference between the cluster and the extrapolated
track positions in η and φ, and on the ratio of cluster energy to track momentum. This
selection rejects charged hadrons and secondary electrons coming from conversions.

7.1.4 W event selection

To select W → eν candidates in data, events are requested to pass good data quality and trigger
requirements. The events are then required to have at least one primary vertex reconstructed
from at least three tracks.

Electron candidates passing the identification criteria of § 7.1.3 are built from clusters of en-
ergy deposited in the electromagnetic calorimeter that are associated with at least one well-
reconstructed track in the Inner Detector. They are required to have pT > 15 GeV and |η| < 2.4
excluding the region 1.2 < |η| < 1.82, to avoid regions with high passive material. The elec-
trons are required to pass the tight identification criterion. These conditions do not guarantee
the absence of “fake” electrons, hence the need to apply additional cuts in the later steps of the
selection.

The events passing the quality criteria and containing good electron candidates, are requested
to contain exactly one tight electron with a transverse momentum pT > 30 GeV, missing trans-
verse energy such that Emiss

T > 30 GeV, W boson transverse momentum pW
T < 30 GeV and a

transverse mass mT > 60 GeV. Monte-Carlo events are corrected to take into account differ-
ences with data in lepton reconstruction, identification, isolation and trigger efficiencies, pile-up,
energy and momentum.

Lastly, two additional cuts are applied simultaneously to the selected electron for further back-
ground reduction. These two cuts depend on electron pseudorapidity η and transverse momen-
tum pT to provide approximately constant signal efficiency in each η × pT bin. The first one
acts on the calorimeter isolation variable called ETcone20/ET using calorimeter deposit within
a cone ∆R < 0.2 and has a 98% signal efficiency, while the second one acts on the track iso-
lation variable pTcone40/pT using tracks within ∆R < 0.4 and keeps 97% of the signal. A
combination of both cuts turned out to be optimal, and their use is detailed in § 7.6.

Once all these selections are applied, the inclusive remaining numbers of W → eν data events is
3.4M for W+, 2.4M for W− and 5.8M charge-combined.

7.2 Simulated backgrounds: electroweak and top

The W events with leptonic final states are contaminated with relatively low background. In
this chapter, only the W → eν channel is discussed. When extracting pure W → eν signals, one
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should proceed carefully since the events passing the selections described in section 7.1.4 are not
only W → eν signals but also events having a similar final state or where one or more particles
have been mis-identified. The expected background for the electronic channel can result from
W → τν, Z → ee, Z → ττ, as well as dibosons decays, top processes and multijet events. All of
these are discussed in the paragraphs below.

The electroweak and top processes accompanying W → eν events are modeled with good ac-
curacy: their respective cross-sections are measured with good agreement with the theoretical
expectation [112–115], and Monte Carlo is used to implement them. They are described in 7.1.2
and listed hereafter:

• Z → ee, where one of the final electrons is either not detected or not identified, thus
creating a missing transverse energy. Reducing this background is done by requesting
central |ηe|, vetoing a second electron and imposing a minimal mW

T since it is mainly
low for Z → ee events. After all selections, Z → ee represent 52% of the simulated
background.

• W → τν, where the τ decays into eνeντ. Since the final state is exactly identical to
the signal (one electron and missing transverse energy), this background is irreducible.
However, the p`T and mW

T are expected to be lower than with W → eν signal, hence
the importance of applying p`T and mW

T cuts. Typically, W → τν processes constitute
approximately 37% of the background.

• Z → ττ, which is similar to the previous process, but here one τ decays leptonically, and
the other is not identified. This process has a small cross section, and can be reduced by
cutting on the p`T. It represents 4.5% of the background.

• tt̄/single t, the top decaying into a W and a lighter quark (b, s, d), the W decaying into an
isolated electron. This is a non-negligible source of background for this study, however it
has a cross section which is significantly smaller than the signal: the number of top events
after all selections constitute 4% of the background.

• Dibosons, which have a final state similar to the corresponding previous ones but here
only one final electron is identified. They make up around 2.5% of the background.

7.3 Data-driven backgrounds: multijet events

The main challenge in the W background determination is the evaluation of the multijet back-
ground. The major contribution is dijet production via QCD processes, where the selected lep-
tons in the final state can come from hadrons mis-identified as leptons, heavy quark decay, and
multijet events where one jet is identified as an electron and the other falls outside of the accep-
tance region.

In a measurement requiring high precision like the W mass and the W,Z cross-sections, simula-
tion of jet events faking electron is not sufficiently reliable. Therefore, a data-driven technique
is used to determine them, by modifying the requirements on final electrons to select a back-
ground enriched sample: this technique consists of using collision data to isolate fake electron
candidates. This is done in a jet-dominated region defined in the following sections.

The overall approach detailed in the following sections is represented in Fig. 7.1 and summarized
hereafter. A jet-dominated region is defined with kinematic signal selections but background-
enriching identification requirements. In this intent, we select electron candidates passing only
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Figure 7.1: Jet background assessment approach. All the different steps are detailed in text.

the loose, but not the medium identification criteria, instead of tight electrons as in the signal.
In the following, the term “loose” indicates electrons passing the loose but not the medium and
tight selections.

The possibility of good electrons passing these selections is not negligible. To remove this
contamination, the same requirements are imposed on the MC signal and EW background, and
the selected simulated events are subtracted from the data-driven background. This step will
later be referred to as “signal subtraction”.

Once the jet background sample is defined, and the signal contamination is subtracted, one
obtains clean jet-enriched distributions. In what follows, the data signal sample will be referred
to as “signal”, the clean jet-enriched sample as “background”, and the rest of the samples (ie.
MC signal, electroweak and top backgrounds) will be called “MC” for simplicity.

Next step consists of determining the fraction of the jet background with respect to the overall
signal data distribution, assuming that the shape of the kinematic distributions are similar in
signal and in background region. For that purpose, MC and the background are normalized to
the signal distributions, in a jet-enriched range of an observable X not included in the event
selections, used as a discriminant.
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The aim of the normalization procedure is to find the jet background fraction, fjet, representing
the ratio of the number of background events (i.e. jet events) with respect to the number of signal
data events, deduced from the following result of the fit:

Hsignal = αHbackground + (1 − α)HMC (7.1)

where H is the distribution of X, α is the results of the fit.

7.3.1 Background electron candidates

The selection of loose electron candidates is more efficient than selecting tight candidates. This
high efficiency implies a larger amount of events passing the selections, and involves a larger
volume of data to store. Due to the limited data storage, a prescaling is imposed at the trigger
level: the prescale is a factor associated with a trigger at each level, indicating which fraction of
events passing this trigger selection is actually accepted.

The primary triggers applying tight selections and used for physics measurements and searches
are used without prescales. It is only when we request looser identification criteria, that the
rate of the retained electrons is too large and would flood the storage system. In other terms,
un-prescaled triggers are possible only for tighter selections, and prescaled triggers compen-
sate for the loose selections. The prescales being different between early and late data taking
periods [116], it is hence practical to separate in periods when using prescaled triggers.

In parallel, the multiple interactions per bunch crossing in one event, called “pile-up”, depends
on the luminosity (cf. Eq. 2.2). With higher luminosity, more jets are produced and reconstructed
as electrons: the jet background therefore depends on the pile-up, hence the need to separate
the study into bins of average number of interactions per bunch crossing, 〈µ〉. The 〈µ〉-based
separation is at the same time in agreement with the recoil corrections (cf. § 5.3.4). The pile-up
modeling is corrected as described in § 5.3.1.

As a first approach, the jet background estimation study was conducted separately in three data
taking periods, corresponding to three different prescales: periods D-J (corresponding to a lower
pile-up), period K, and period L-M (higher pile-up). The pile-up reweighting was also done
separately in each period. Fig. 7.2 illustrates the pile-up distributions involved in the reweighting
procedure, for the used prescaled triggers on the left, and the used physics triggers (without
prescales) on the right. For each case, the average interactions per bunch crossing are shown
for the three period groups. In a second approach, the study was repeated by separating in 〈µ〉
bins, taking advantage of the optimized recoil correction in these bins as well. This part will be
discussed in § 7.5.

The MC samples are listed in § 7.1.2. The same simulated events are launched six times, in
parallel to data with and without prescales, times three period groups, each time reweighting
the pile-up to one period group with a specific trigger, and normalizing the processes to their
cross-sections according to the considered luminosity. Table 7.3 shows the luminosities in pb−1

for each period, and each trigger.

7.3.2 Discriminant variable choice - Signal subtraction

BOX 1 of Fig. 7.1
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Figure 7.2: Average interactions per bunch crossing, 〈µ〉. These histograms are used to correct
the pile-up in the MC in different data taking periods. The plot on the left is used when handling

prescaled triggers and the one on the right corresponds to physics triggers.

pb−1 DJ K LM
Prescaled trigger 19.2 6.4 10.4
Physics trigger 1636 575 2368

Table 7.3: Luminosities vs. trigger and period.

The fits done to extract the jet background fraction need to be performed in a region with high
jet prevalence, using a variable which can discriminate between jets and signal. This variable
is chosen to be the electron isolation. Its discriminative nature is based on the fact that tight
electron candidates selected in the signal are by definition more isolated than loose electron
candidates selected in the background. To represent this aspect, Fig. 7.3 is an illustration of
the sum of all tracks around the reconstructed electron in a cone of ∆R < 0.4 (∆R is defined
in § 3.1), excluding the electron’s momentum itself. The jet isolation tends to have higher values
than the signal, which means that the jet has more activity around it and is thus less isolated than
the signal.

To remove any signal contamination remaining in the jet samples, the same selections were
applied on simulated samples (signal, EW and top background) which were subtracted from the
jet distributions. Table 7.4 lists the approximate contamination ( = Ncontamination/Njet events) level
for each case. Fig. 7.4 illustrates the main distributions before and after signal subtraction.

Period DJ K LM
Contamination (%) 4 6 4

Table 7.4: Signal contamination in the background region for each period.

The fit results rely non-exhaustively on the chosen fitting range, variable, and background con-
trol region. A test was performed on several variables, to check the impact of the fitting range
on the results of the fits. An agreement between different results from fits in different ranges
was observed within the uncertainties. The control region choice is discussed in § 7.3.3 and the
variable choice is discussed hereafter.
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Figure 7.3: pTcone40 distributions from data, in signal region (black) and background region
(red). Signal events tend to have lower pTcone40 values meaning less activity around the
electron candidate showing that it’s more isolated. Both distributions do not contain the same

events, as tight electrons are requested for signal (black) and loose for background (red).

The track-based isolation variables (pTconeXX) showed more stable fits with respect to the cone
size than the calorimeter-based ones (ETconeXX). The choice remains between the following
variables: pTcone20, pTcone30 and pTcone40 each representing the momentum sum of all
tracks around the electron inside a cone of ∆R = 0.2, 0.3, 0.4 respectively, without counting
the electron momentum. The relative variable with respect to the electron pT (ie. pTcone20/pT,
pTcone30/pT and pTcone40/pT) will not be considered due to the difficulty in correcting the pT
component in the simulation (this correction is discussed in § 7.3.4).

Since we are using the isolation variable as a jet discriminant, it is expected to have lower
isolation values for the signal (tight) and higher for the background (loose). Fig. 7.5 shows that
this is not the case for pTcone40. This is due to electrons coming from conversions, where they
are mostly detected in a small cone (∆R < 0.2) within each other. Removing the smaller cone
removes both electrons from the calculation and lowers the isolation values. The variable used
in the fit is therefore pTcone40 − pTcone20, with pTcone30 − pTcone20 used as a cross-check.

7.3.3 Jet shape correction

BOX 2 of Fig. 7.1

Requesting loose electrons to evaluate jets in a signal region where the electrons are tight is
a tricky procedure, especially when using isolation variables in the fits. These variables are
correlated with the electron identification, as shown in Fig. 7.6. In this figure, the events are
from data samples with pe

T > 30 GeV, mT, Emiss
T and pW

T cuts being relaxed. The signal,
electroweak and top background contamination has also been subtracted, to focus solely on the



Chapter VII. W Event Selection and Signal Extraction 112

 [GeV]l
T

 p

E
ve

nt
s

210

310

Before subtraction

After subtraction

 [GeV]l
T

 p
40 50 60 70 80 90 100

A
fte

r/
B

ef
or

e

0.9

0.95

1

1.05

1.1

(a) p`T - Periods D-J

 [GeV]l
T

 p

E
ve

nt
s

10

210

310

Before subtraction

After subtraction

 [GeV]l
T

 p
40 50 60 70 80 90 100

A
fte

r/
B

ef
or

e
0.9

0.95

1

1.05

1.1

(b) p`T - Period K

 [GeV]l
T

 p

E
ve

nt
s

10

210

310

Before subtraction

After subtraction

 [GeV]l
T

 p
40 50 60 70 80 90 100

A
fte

r/
B

ef
or

e

0.9

0.95

1

1.05

1.1

(c) p`T - Periods L-M

 ptcone40 [MeV]

E
ve

nt
s

10

210

310

Before subtraction

After subtraction

 ptcone40 [MeV]
0 5000 10000 15000 20000 25000 30000 35000 40000

A
fte

r/
B

ef
or

e

0.9

0.95

1

1.05

1.1

(d) pTcone40 - Periods D-J

 ptcone40 [MeV]

E
ve

nt
s

1

10

210

310

Before subtraction

After subtraction

 ptcone40 [MeV]
0 5000 10000 15000 20000 25000 30000 35000 40000

A
fte

r/
B

ef
or

e

0.9

0.95

1

1.05

1.1

(e) pTcone40 - Period K

 ptcone40 [MeV]

E
ve

nt
s

10

210

310

Before subtraction

After subtraction

 ptcone40 [MeV]
0 5000 10000 15000 20000 25000 30000 35000 40000

A
fte

r/
B

ef
or

e

0.9

0.95

1

1.05

1.1

(f) pTcone40 - Periods L-M

Figure 7.4: p`T (top) and pTcone40 (bottom) distribution, in the background region, before and
after signal subtraction, for different periods. Ratios are in agreement with the contamination

level noted in Table. 7.4

effect of identification. Correcting the shape of the jet isolation distribution used in the fit is
therefore considered.

In this purpose, we define an additional control region to study and correct for the effect of iden-
tification on the isolation, while being as orthogonal to the signal region as possible. Electron
candidates are requested to pass the following control cuts:

pe
T > 30 GeV, Emiss

T < 30 GeV,mT and pW
T cuts are relaxed. (7.2)

Table 7.5 schematizes the definitions of the signal and control regions.

In this newly defined control region, the ratio between tight and loose electrons (RT/L = XT
CS/X

L
CS)

is saved. The superscript T refers to tight electrons, and L to loose. The subscript CS indicates
the region where Control Selections are applied.

The extrapolated jet distribution will therefore be XT
SS(extrap) = XL

SS × RT/L, where XL
SS is built

with W signal selections, but loose electron candidates, and XT
SS does not represent the distribu-

tion directly extracted from the tight signal region, but is extrapolated from the control region
as described above. The fitting procedure described in § 7.3.5 will be applied separately on the
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Figure 7.5: Ratios of distributions drawn with tight electrons with respect to loose electrons.
With pTcone40 on the left, the tight electrons seem to be less isolated than loose electrons. On
the right, removing the inner cone of pTcone20 reduces this effect. Distributions are plotted in

background control regions, signal contamination is already subtracted everywhere.

Figure 7.6: Example of the correlation between identification and isolation (pTcone30/pT).
The events are from data samples, with only pe

T > 30 GeV, mT, Emiss
T and pW

T cuts being
relaxed. The signal, electroweak and top background contamination has also been subtracted,

to focus solely on the effect of identification.
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Figure 7.7: pTcone40−pTcone20 in Z events, illustrated up to 15 GeV. The ratio is used mainly
to correct the bulk of the distribution. Errors are statistical.

background region (SSL) with and without jet shape extrapolation. The signal contamination
level that is subtracted from the samples in these regions is noted in Table 7.6.

Period DJ K LM
CST 47% 46% 51%
CSL 1% 1 % 1%

Table 7.6: Signal contamination level in the tight and loose control regions for each period.

7.3.4 MC signal correction

BOX 2’ of Fig. 7.1

It is essential to use a well measured variable in the fits, to have them as reliable as possible.
Fig. 7.7 shows up to 8% of discrepancy in the bulk of the pTcone40 − pTcone20 distribution
between data and MC in Z events. The data to MC ratio is used to correct the distributions in W
events, assuming that this ratio is similar in Z and W.

Now that the MC distribution is corrected, we can trust the fit if its range includes the signal
dominated region. This procedure is beneficial from a statistical point of view, with a minimal
risk of MC mismodeling. Table 7.7 shows the different fractions before and after correcting the
MC isolation distribution.

On the other hand, table 7.8 shows an agreement within ≈ 20% between the results from fits
performed in different ranges, which will be taken as a systematic uncertainty coming from the
choice of the fitting range. The ranges also exclude bins with poor statistics.
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Variable w/o MC correction w/ MC correction
Jet shape is not extrapolated

pTcone30 − pTcone20 1.44 ± 0.03 1.24 ± 0.03
pTcone40 − pTcone20 1.65 ± 0.03 1.39 ± 0.03

Jet shape is extrapolated
pTcone30 − pTcone20 1.42 ± 0.03 1.22 ± 0.03
pTcone40 − pTcone20 1.59 ± 0.03 1.33 ± 0.03

Table 7.7: Fit results obtained before and after MC correction. Results are shown for
pTcone40 − pTcone20 and pTcone30 − pTcone20 variables, before and after extrapolating the

jet shape.

Range w/o shape extrapolation w/ shape extrapolation
0-40 GeV 1.39 ± 0.03 1.33 ± 0.03
1-40 GeV 1.53 ± 0.04 1.42 ± 0.04
1-10 GeV 1.41 ± 0.05 1.37 ± 0.05
5-30 GeV 1.69 ± 0.13 1.13 ± 0.10

Table 7.8: Different fit results obtained from fitting in different ranges. Results are shown for
pTcone40− pTcone20 variable, and fits are performed with and without jet shape extrapolation.

7.3.5 Fitting procedure

BOX 3 of Fig. 7.1

At this point we now have a corrected jet shape (extrapolated from loose to tight) and a well
modeled signal distribution, and we need to normalize these two distributions to match the data
using the ROOFIT mathematical tool detailed in Ref. [117].

In the following, the superscript “ range” points to the variables inside the chosen fitting range,
and no superscript points to the equivalent in the total distribution range. Ndata, NMC and Njets
refer to the number of events in the data, MC (signal+EW+top) and jet background distributions,
which will be taken as inputs. The “prime” symbol represents the number after normalization.

The procedure goes as follows:

Fit[Nrange
data ,N

range
MC ,Nrange

jets ]→ [Nrange
data ,N

′ range
MC ,N′ range

jets ] (7.3)

and the jet background fraction:

fjet =
N′jets

Ndata
(7.4)

Going from N′ range
jets (Eq. 7.3) to N′jets (Eq. 7.4) is achieved by assuming that the fraction in the

total range is equal to the one in the fitting range:

fjet = frange
jet =

N′ range
jets

Nrange
data

=
N′jets

Ndata
(7.5)

The normalization of the distributions is done in two steps:

1. The jet distribution is scaled to N′jets = fjet × Ndata



Chapter VII. W Event Selection and Signal Extraction 117

 ptcone40-ptcone20

0 5000 10000 15000 20000 25000 30000 35000 40000

E
ve

nt
s

1

10

210

310

410

510

610

710

 = 7 TeV)sData (
Fit result

t + ew + tν l→W
QCD

Information from fit:
QCD : 1.39 +/- 0.03 %
Njets: 27772.5/2000442.0

2/NDF: 134.3 / 49χ

 ptcone40-ptcone20

0 5000 10000 15000 20000 25000 30000 35000 40000

D
at

a/
M

C

0.5

1

1.5
1

 ptcone40-ptcone20

0 5000 10000 15000 20000 25000 30000 35000 40000

E
ve

nt
s

1

10

210

310

410

510

610

710
 = 7 TeV)sData (

Fit result
t + ew + tν l→W

QCD

Information from fit:
QCD : 2.05 +/- 0.05 %
Njets: 21700.6/1057328.0

2/NDF: 63.3 / 49χ

 ptcone40-ptcone20

0 5000 10000 15000 20000 25000 30000 35000 40000

D
at

a/
M

C

0.5

1

1.5
1

 ptcone40-ptcone20

0 5000 10000 15000 20000 25000 30000 35000 40000

E
ve

nt
s

1

10

210

310

410

510

610

710

 = 7 TeV)sData (
Fit result

t + ew + tν l→W
QCD

Information from fit:
QCD : 3.29 +/- 0.04 %
Njets: 58873.8/1790040.0

2/NDF: 86.4 / 49χ

 ptcone40-ptcone20

0 5000 10000 15000 20000 25000 30000 35000 40000

D
at

a/
M

C

0.5

1

1.5
1

 ptcone30-ptcone20

0 5000 10000 15000 20000 25000 30000 35000 40000

E
ve

nt
s

1

10

210

310

410

510

610

710

 = 7 TeV)sData (
Fit result

t + ew + tν l→W
QCD

Information from fit:
QCD : 1.24 +/- 0.03 %
Njets: 24784.6/2000442.0

2/NDF: 126.8 / 49χ

 ptcone30-ptcone20

0 5000 10000 15000 20000 25000 30000 35000 40000

D
at

a/
M

C

0.5

1

1.5
1

 ptcone30-ptcone20

0 5000 10000 15000 20000 25000 30000 35000 40000

E
ve

nt
s

1

10

210

310

410

510

610

710
 = 7 TeV)sData (

Fit result
t + ew + tν l→W

QCD

Information from fit:
QCD : 1.98 +/- 0.05 %
Njets: 20965.3/1057328.0

2/NDF: 133.6 / 49χ

 ptcone30-ptcone20

0 5000 10000 15000 20000 25000 30000 35000 40000

D
at

a/
M

C

0.5

1

1.5
1

 ptcone30-ptcone20

0 5000 10000 15000 20000 25000 30000 35000 40000

E
ve

nt
s

1

10

210

310

410

510

610

710

 = 7 TeV)sData (
Fit result

t + ew + tν l→W
QCD

Information from fit:
QCD : 3.19 +/- 0.05 %
Njets: 57170.3/1790040.0

2/NDF: 132.4 / 49χ

 ptcone30-ptcone20

0 5000 10000 15000 20000 25000 30000 35000 40000

D
at

a/
M

C

0.5

1

1.5
1

Figure 7.8: Fit results from the two variables, combined in charge and inclusively in pseu-
dorapidity, before shape extrapolation. Top row represents pTcone40 − pTcone20, bottom
row represents pTcone30 − pTcone20, and the three columns correspond to 2.5 < 〈µ〉 < 6.5,

6.5 < 〈µ〉 < 9.5 and 9.5 < 〈µ〉 < 16 from left to right.

2. The MC distribution is scaled to N′MC = Ndata − N′jets

Plots resulting from the fits are shown in Fig. 7.8 and 7.9, before and after shape extrapolation.

7.4 Background fractions

The fits were performed in a first step in three period bins, inclusively and in bins of pseudora-
pidity. Results are displayed for W, W+ and W−. Tables of fractions and numbers of jet events
are detailed in Appendix A.

7.5 Results in bins of 〈µ〉

As stated in § 7.3.1, the study was repeated in bins of average number of interactions per bunch
crossing, 〈µ〉. The chosen bins are 2.5 < 〈µ〉 < 6.5, 6.5 < 〈µ〉 < 9.5 and 9.5 < 〈µ〉 < 16, with
respectively 40%, 30% and 30% of the total statistics approximately.

Since the background fraction depends only on the pile-up, and for the sake of simplification,
only the period D-J was studied for the first 〈µ〉 bin, and L-M for the last two, since they are
statistically dominant in these bins (cf. Fig 7.2).
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Figure 7.9: Fit results from the two variables, combined in charge and inclusively in pseudo-
rapidity, after shape extrapolation. Top row represents pTcone40 − pTcone20, bottom row
represents pTcone30 − pTcone20, and the three columns correspond to 2.5 < 〈µ〉 < 6.5,

6.5 < 〈µ〉 < 9.5 and 9.5 < 〈µ〉 < 16 from left to right.

The study was repeated in bins of pseudorapidity. Results before isolation cuts are detailed in
Appendix B and the average is shown in Table 7.9.

7.6 Reducing the background

In an attempt to reduce the background from non-isolated or fake electrons, additional isolation
cuts to the central electron are applied. Two cuts, acting separately on track and calorimeter de-
posits, are applied simultaneously for optimal signal efficiency and background rejection. They
involve cutting on the track isolation variable pTcone40 and the calorimeter isolation variables
ETcone20. The efficiency of these cuts on the signal (tight electrons) was estimated in a parallel
study [118] and was found to be 97% for the pTcone40 cut and 98% for the ETcone20 cut.

The estimation of the background reduction factor k was done by directly applying the cuts on
the jet sample and the data sample as explained in Eq. 7.6, where f and f ′ are the fractions
before and after isolation cuts, εi is the efficiency of the cut on the sample i, and N (N′) is the
number of events before (after) isolation cuts.

f =
NQCD

Ndata
; f ′ =

N′QCD

N′data
=
εQCD × NQCD

εdata × Ndata
= k × f ; k =

εQCD

εdata
(7.6)

The reduction factors (Eq. 7.6) are noted in Table 7.10, and the final results are shown in Ta-
ble 7.11.The relative uncertainties on the fractions are kept the same.
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|η|-inclusive 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16
W 1.30 ± 0.02 1.90 ± 0.03 3.30 ± 0.02

W+ 0.99 ± 0.02 1.45 ± 0.03 2.57 ± 0.03
W− 1.70 ± 0.03 2.43 ± 0.04 3.99 ± 0.04

0.0 < |η| < 0.6 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16
W 0.99 ± 0.02 1.28 ± 0.03 2.29 ± 0.03

W+ 0.68 ± 0.03 0.88 ± 0.04 1.44 ± 0.04
W− 1.37 ± 0.04 1.59 ± 0.05 2.65 ± 0.05

0.6 < |η| < 1.2 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16
W 0.98 ± 0.02 1.63 ± 0.04 2.73 ± 0.04

W+ 0.75 ± 0.03 1.18 ± 0.05 1.82 ± 0.04
W− 1.32 ± 0.04 2.07 ± 0.06 3.49 ± 0.05

1.8 < |η| < 2.4 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16
W 1.91 ± 0.04 2.70 ± 0.06 4.66 ± 0.06

W+ 1.42 ± 0.04 2.13 ± 0.07 3.46 ± 0.06
W− 2.46 ± 0.06 3.11 ± 0.10 6.06 ± 0.10

Table 7.9: Average multijet background fraction (%) for W, W+ and W−, before isolation cuts,
inclusively and in pseudo-rapidity bins.

|η|-inclusive 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16
W 0.26 0.31 0.34

W+ 0.26 0.31 0.34
W− 0.26 0.30 0.34

0.0 < |η| < 0.6 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16
W 0.21 0.23 0.28

W+ 0.22 0.25 0.29
W− 0.20 0.21 0.27

0.6 < |η| < 1.2 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16
W 0.21 0.25 0.27

W+ 0.21 0.25 0.27
W− 0.21 0.26 0.27

1.8 < |η| < 2.4 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16
W 0.31 0.38 0.42

W+ 0.32 0.39 0.41
W− 0.31 0.38 0.43

Table 7.10: Background reduction factor for W, W+ and W−, inclusively and in pseudo-rapidity
bins.
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Figure 7.10: 2.5 < 〈µ〉 < 6.5 - η-inclusive.

7.7 Signal selection efficiency

The data and MC samples are treated separately in 〈µ〉 bins as discussed in § 7.5. The relevant
event cutflows are shown in Tables 7.12,7.13 and 7.14, inclusively in |η|. All MC cutflows are
scaled to the number of data events. The cutflow in |η| bins represents approximately 38%, 36%
and 26% for |η| ∈ [0.0, 0.6], [0.6, 1.2] and [1.82, 2.4] respectively, with respect to the |η|-inclusive
cutflow.

7.8 Mass fits and results

Template mass fits are performed based on the different background fractions. A pseudodata
sample was defined using the nominal background fraction in each 〈µ〉 × |η| bin as reported in
Table 7.11. A relative uncertainty of 20% was taken as coming from the choice of the fit range,
and another 20% come from the variable choice, the MC correction, and the jet extrapolation
procedures. A total uncertainty of 30% is therefore considered, and templates are built using
variations of the nominal fraction within 30% of its value.

The resulting mass biases with respect to the pseudodata are illustrated as a function of the
background fraction in Figures 7.10, 7.11, 7.12 and 7.13 corresponding to fits in the three 〈µ〉
bins and inclusively, performed in the ranges 30 < p`T < 50 GeV and 65 < mT < 100 GeV.
These pictures show η-inclusive results, the results in η-bins are reported in Appendix C.

The variations of the W mass bias is an indicator on the systematic uncertainty coming from the
background fraction value. These uncertainties are noted in Table 7.15, such that:

∆mW = A × ∆ fQCD =
δmW

δ fQCD
× ∆ fQCD (7.7)

where A is the slope of the linear fit and ∆ fQCD = 30% × fQCD, fQCD being the nominal back-
ground fraction. The slope A is reported in Table 7.16.
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|η|-inclusive 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16 〈µ〉-inclusive
W 0.37 ± 0.01 0.62 ± 0.01 1.17 ± 0.01 0.68 ± 0.01

W+ 0.29 ± 0.01 0.48 ± 0.01 0.92 ± 0.01 0.53 ± 0.01
W− 0.47 ± 0.01 0.76 ± 0.01 1.40 ± 0.01 0.84 ± 0.01

0.0 < |η| < 0.6 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16 〈µ〉-inclusive
W 0.24 ± 0.01 0.33 ± 0.01 0.68 ± 0.01 0.40 ± 0.01

W+ 0.18 ± 0.01 0.26 ± 0.01 0.48 ± 0.01 0.29 ± 0.01
W− 0.29 ± 0.01 0.35 ± 0.01 0.74 ± 0.01 0.45 ± 0.01

0.6 < |η| < 1.2 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16 〈µ〉-inclusive
W 0.23 ± 0.01 0.44 ± 0.01 0.78 ± 0.01 0.46 ± 0.01

W+ 0.18 ± 0.01 0.33 ± 0.01 0.53 ± 0.01 0.33 ± 0.01
W− 0.30 ± 0.01 0.57 ± 0.01 0.98 ± 0.01 0.59 ± 0.01

1.8 < |η| < 2.4 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16 〈µ〉-inclusive
W 0.61 ± 0.01 1.05 ± 0.02 1.98 ± 0.02 1.15 ± 0.01

W+ 0.47 ± 0.01 0.85 ± 0.02 1.44 ± 0.02 0.88 ± 0.02
W− 0.78 ± 0.01 1.20 ± 0.03 2.63 ± 0.03 1.46 ± 0.02

Table 7.11: Average multijet background fraction (%) for W, W+ and W−, after isolation cuts,
inclusively and in pseudo-rapidity bins.
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Figure 7.11: 6.5 < 〈µ〉 < 9.5 - η-inclusive.

QCD fraction [%]
0.8 0.9 1 1.1 1.2 1.3 1.4 1.5

M
w

B
ia

s 
[M

eV
]

-15

-10

-5

0

5

10

15

hptl

slopeSup = 37.08
slopeInf = 38.09

fQCD in Templates

fQCD = 1.17% in PSD

hptl

(a) 30 < p`T < 50 GeV

QCD fraction [%]
0.8 0.9 1 1.1 1.2 1.3 1.4 1.5

M
w

B
ia

s 
[M

eV
]

-10

-5

0

5

10

hmtw

slopeSup = 25.03
slopeInf = 24.76

fQCD in Templates

fQCD = 1.17% in PSD

hmtw

(b) 65 < mW
T < 100 GeV

Figure 7.12: 9.5 < 〈µ〉 < 16 - η-inclusive.
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Figure 7.13: 〈µ〉-inclusive - η-inclusive.

|η|-inclusive 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16 〈µ〉-inclusive
p`T fit 5.12 7.51 13.37 9.06

mW
T fit 1.43 1.95 8.79 2.28

0.0 < |η| < 0.6 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16 〈µ〉-inclusive
p`T fit 1.27 0.64 1.80 1.65

mW
T fit 0.19 0.86 1.28 0.92

0.6 < |η| < 1.2 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16 〈µ〉-inclusive
p`T fit 2.33 5.28 7.38 4.76

mW
T fit 0.35 2.77 6.25 1.14

1.8 < |η| < 2.4 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16 〈µ〉-inclusive
p`T fit 10.32 15.71 29.75 19.75

mW
T fit 3.55 2.38 17.37 5.99

Table 7.15: ∆mW [MeV] in 〈µ〉 bins and inclusively. Fits are performed in 30 < p`T < 50 GeV
and 65 < mW

T < 100 GeV, and the uncertainties take into account a variation of 30% in the
multijet background fraction.

|η|-inclusive 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16 〈µ〉-inclusive
p`T fit 46.16 40.35 38.09 44.42

mW
T fit 12.84 10.5 25.03 11.17

0.0 < |η| < 0.6 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16 〈µ〉-inclusive
p`T fit 17.67 6.49 8.81 13.76

mW
T fit 2.68 8.68 6.27 7.63

0.6 < |η| < 1.2 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16 〈µ〉-inclusive
p`T fit 33.78 40.03 31.52 34.52

mW
T fit 5 20.95 26.73 8.23

1.8 < |η| < 2.4 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16 〈µ〉-inclusive
p`T fit 56.37 49.86 50.09 57.26

mW
T fit 19.42 7.54 29.25 17.37

Table 7.16: Slopes of δmW vs. δ fQCD in 〈µ〉 bins and inclusively. Fits are performed in 30 <
p`T < 50 GeV and 65 < mW

T < 100 GeV.
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Figure 7.14: 〈µ〉-inclusive - W± - η-inclusive

7.9 Control Plots

Control plots of the p`T, Emiss
T , mT, η and pW

T distributions are shown in Figures 7.14, 7.15
and 7.16 inclusively in 〈µ〉 and pseudorapidity. The error bars are statistical only. Plots in bins
of |η| are shown in Appendix D.
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Figure 7.15: 〈µ〉-inclusive - W+ - η-inclusive
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Figure 7.16: 〈µ〉-inclusive - W− - η-inclusive





Chapter 8

Results

This thesis focused on the W → eν channel in the background assessment study. The uncertain-
ties involved in this channel are discussed in Chapter 5. In this section, a state-of-the-art of the
electron analysis is presented, in terms of uncertainties on the W mass, and the treatment of the
uncertainties case by case is discussed. Blinded mass fits are also shown, giving the results of
the mass measurements at the writing of this thesis.

8.1 Sources and computations of the uncertainties

The uncertainties are treated differently whether they are extracted in bins of average number of
interactions per bunch crossing 〈µ〉, pseudorapidity η or inclusively. The goal is to have a full
scope in bins of 〈µ〉 × |η|. In other terms:

• Electron calibration:
The calibration uncertainties involve detector and energy scale uncertainties. The extrac-
tion of the corresponding numbers was discussed in Chapter 5. In particular, Table 5.2
summarizes the main sources of uncertainty on the energy scale using Z → ee events,
along with the expected impact on the W mass measurement. Tables 5.3 and 5.4 show the
result of the W mass fits using p`T and mW

T distributions. All of the numbers are shown in
bins of pseudorapidity.

1. Energy scale uncertainties

Looking at Table 5.2 one can notice that the statistical uncertainty is dominant, and thus
the estimation of the uncertainties in bins of 〈µ〉 is done assuming the following:

δσi

σ
=

α
√

Ni
, ∀i (8.1)

where α is a constant, Ni is the number of events in bin i, and δσi/σ is the relative
uncertainty, where i represents the 〈µ〉 bin: 2.5 < 〈µ〉 < 6.5, 6.5 < 〈µ〉 < 9.5, 9.5 < 〈µ〉 <
16 or inclusively in 〈µ〉. Knowing δσtot/σ from Table 5.2:

α =
δσtot

σ

√
Ntot ⇔

δσi

σ
=
δσtot

σ

√
Ntot
√

Ni
=
δσtot

σ

1
√
εi

(8.2)
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where the efficiency εi is such that ε = {0.4, 0.3, 0.3} considering a statistical distribution
of 40%, 30% and 30% in the three bins of 〈µ〉. The computed uncertainties in bins of 〈µ〉
are therefore:

XXXXXXXXX〈µ〉-bin
η-bin

[-2.4,-1.82] [-1.2,-0.6] [-0.6,0.0] [0.0,0.6] [0.6,1.2] [1.82,2.4] Total

δEscalemW from the energy scales
〈µ〉-inclusive(MeV) 22.0 15.1 15.6 13.3 15.5 23.0 7.7
2.5 < 〈µ〉 < 6.5 (MeV) 34.8 23.9 24.7 21.0 24.5 36.4 12.2
6.5 < 〈µ〉 < 9.5 (MeV) 40.2 27.6 28.5 24.3 28.3 42.0 14.1
9.5 < 〈µ〉 < 16 (MeV) 40.2 27.6 28.5 24.3 28.3 42.0 14.1

Table 8.1: Summary of electron energy scale uncertainties as estimated from Z → ee decays
inclusively in 〈µ〉 (Taken from Table 5.2), and calculated in bins of 〈µ〉 (see text for details).

Uncertainties coming from the Z mass and from FSR are treated separately.

2. Detector uncertainties

These uncertainties given in Tables 5.3 and 5.4 are considered to be independent of 〈µ〉,
and therefore the 〈µ〉-inclusive values are taken as they are in the 〈µ〉-bins.In Table 8.2,
the first block is the combination of Table 8.1 and 5.3 (p`T fits), and the second block is
the combination of Table 8.1 with Table 5.4 (mW

T fits).

XXXXXXXXX〈µ〉-bin
η-bin

[-2.4,-1.82] [-1.2,-0.6] [-0.6,0.0] [0.0,0.6] [0.6,1.2] [1.82,2.4] Total

Total calib uncertainties from p`T fits
〈µ〉-inclusive (MeV) 22.5 16.8 16.4 14.2 17.2 23.5 8.8
2.5 < 〈µ〉 < 6.5 (MeV) 35.1 25.0 25.2 21.6 25.6 36.7 12.9
6.5 < 〈µ〉 < 9.5 (MeV) 40.5 28.6 28.9 24.8 29.3 42.3 14.7
9.5 < 〈µ〉 < 16 (MeV) 40.5 28.6 28.9 24.8 29.3 42.3 14.7

Total calib uncertainties from mW
T fits

〈µ〉-inclusive (MeV) 22.6 16.7 16.5 14.4 17.1 23.6 8.9
2.5 < 〈µ〉 < 6.5 (MeV) 35.2 25.0 25.3 21.7 25.5 36.8 13.0
6.5 < 〈µ〉 < 9.5 (MeV) 40.5 28.5 29.0 24.9 29.2 42.3 14.8
9.5 < 〈µ〉 < 16 (MeV) 40.5 28.5 29.0 24.9 29.2 42.3 14.8

Table 8.2: Uncertainty on W mass measurement obtained with transverse lepton momentum
and transverse mass coming from the calibration procedure and the energy scales estimation.

Values are shown in bins of 〈µ〉and η.

• Electron selection efficiency:
The impact of electron efficiency scale factor uncertainties on the measurement of mW

is quoted in Tables 5.6 and 5.7. This impact is considered independent on 〈µ〉. The
uncertainties taken in 〈µ〉-bins are therefore equal to the 〈µ〉-inclusive values.

• Recoil calibration:
Uncertainties on the W mass are extracted in bins of 〈µ〉 and quoted in Table 5.8. The
recoil being η-independent, the uncertainty is taken the same regardless of the η region.

• EW+top backgrounds:
The impact of varying the backgrounds is considered independent of the 〈µ〉 × η bin, and
the inclusive values are taken everywhere. The total systematic uncertainty is considered
to be the quadratic sum of the uncertainties coming from different backgrounds: δm =

2.8 MeV.
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• Jet backgrounds:
Jet background mass fits discussed in Section 7.8 are performed in bins of 〈µ〉 × |η|. They
are reported in Table 7.15.

• mZ uncertainty:
The uncertainty on the mZ influences the measurement for its indirect impact through
lepton scale calibration. This uncertainty of 2.1 MeV is taken as it is for all the bins, since
it is yielded from Z events and does not depend on the W binning.

• QED FSR:
The total FSR uncertainty is taken from Table 5.12, and has the same value regardless of
the bin.

• Polarization:
A first approximation was made in the purpose of estimating an order of magnitude to the
relevant uncertainty. A more detailed and precise calculation is still ongoing. Reweighting
the Ai coefficients in Powheg to match DYNNLO has an impact of ≈ 90 MeV on the Z
mass, assumed to be the same on the W mass. It was verified that the dominant uncertainty
on the Z polarization measurement comes from the A0 coefficient, and therefore the 5%
shift, between Powheg and DYNNLO, in A0 at pT = 0 seen in Figure 5.10 is considered
as the dominant source of the 90 MeV impact.

The DYNNLO predictions have been validated by the Z data, but only up to a level of
precision matching the data accuracy dAi. Having measured 10 data points of a ≈ 1% ac-
curacy each, the overall data accuracy is 1%/

√
10 ≈ 0.32%, which gives a rough estimate

for the contribution to the uncertainty on the W mass:

δmW =
dAi

Ai(Powheg) − Ai(DYNNLO)
× 90 =

0.32
5
× 90 ≈ 6 MeV (8.3)

This value is considered to be the same for all |η| and 〈µ〉 bins. In some cases, the
DYNNLO prediction does not match the data accurately, so one should take into account
this disagreement, and the Eq. 8.3 would therefore be:

δmW =
Ai(Data) − Ai(DYNNLO)

Ai(Powheg) − Ai(DYNNLO)
(8.4)

• PDF:
The PDF are parametrized with 13 parameters, and evaluated with the hessian method [102].
26 up and down variations along orthogonal directions in the 13 parameters space are eval-
uated with respect to the central PDF. In addition, four model variations are considered,
corresponding to different values of the charm mass and different values of the ratio be-
tween the strange-quark PDF and the d̄ PDF, giving a total of 30 variations.

The uncertainties are assessed in |η| bins, using p`T and mW
T fits, and considered to be

independent of the 〈µ〉 bin.

• Parton showers and pW
T modeling:

Taken from Table 6.4, these uncertainties are only computed using p`T fits. They are
considered to be independent of the 〈µ〉 × η bin, and as a first approximation the mW

T fit
results are considered to be the same as p`T.

• Statistics:
The statistical uncertainty is taken as the width of the fit parabola. It is represented by the
red error bars in Figures 8.1 to 8.7.
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Sources 0.0 < |η| < 0.6 0.6 < |η| < 1.2 1.82 < |η| < 2.4 η-inclusive
Experimental uncertainties

Electron calibration 16.5/16.4 17.8/17.9 25.4/25.4 13.0/12.9
Electron selection efficiency 10.9/12.4 11.7/14.1 15.5/18.4 8.3/9.5
Recoil calibration 20.7/6.0
EW+top backgrounds 2.8
Jet backgrounds 0.2/1.3 0.4/2.3 3.6/10.3 1.4/5.1
Total Experimental 28.8/21.6 29.8/23.8 36.5/33.7 26.0/18.1

Theoretical uncertainties

QED
Z-lineshape 2.1
QED FSR 0.8/4.1

QCD
Polarization ≈ 6
PDF 26.0/27.0 22.0/24.0 23.0/26.0 18.0/20.0
Parton showers (p`T fits only) +5 -7

Total Theoretical 27.4/28.7 23.7/25.9 24.6/27.7 20.0/22.2
Statistics 28.4/22.6 28.3/23.5 31.8/25.1 16.9/13.6
Total 48.9/42.4 47.5/42.3 54.3/50.3 36.9/31.7

Table 8.3: Uncertainties (MeV) on mW in the 2.5 < 〈µ〉 < 6.5 bin, extracted from 60 < mW
T <

100 GeV/30 < pe
T < 50 GeV fits.

Sources 0.0 < |η| < 0.6 0.6 < |η| < 1.2 1.82 < |η| < 2.4 η-inclusive
Experimental uncertainties

Electron calibration 18.9/18.8 20.4/20.4 29.3/29.2 14.8/14.7
Electron selection efficiency 10.9/12.4 11.7/14.1 15.5/18.4 8.3/9.5
Recoil calibration 13.9/4.3
EW+top backgrounds 2.8
Jet backgrounds 0.9/0.7 2.8/5.3 2.4/15.7 2.0/7.5
Total Experimental 26.0/23.1 27.6/25.9 36.1/38.3 22.2/19.7

Theoretical uncertainties

QED
Z-lineshape 2.1
QED FSR 0.8/4.1

QCD
Polarization ≈ 6
PDF 26.0/27.0 22.0/24.0 23.0/26.0 18.0/20.0
Parton showers (p`T fits only) +5 -7

Total Theoretical 27.4/28.7 23.7/25.9 24.6/27.7 20.0/22.2
Statistics 35.2/25.6 37.1/26.6 40.9/36.6 21.7/15.5
Total 51.7/44.8 52.0/45.2 59.9/59.8 36.9/33.5

Table 8.4: Uncertainties (MeV) on mW in the 6.5 < 〈µ〉 < 9.5 bin, extracted from 60 < mW
T <

100 GeV/30 < pe
T < 50 GeV fits.

• Total uncertainty:
The uncertainties are reported in Tables 8.3, 8.4, 8.5 and 8.6 for the three 〈µ〉-bins and
inclusively.

8.2 Mass measurement

The current mass measurement being blinded, the following results do not represent the real and
final measurement of the W-mass. Figures 8.1, 8.2, 8.3 show the fitted mass bias with respect
to the blinded value in 〈µ〉 × |η| bins, and Figures 8.4 (8.5) illustrate the results inclusively in
〈µ〉 (|η|). The statistical uncertainty is shown in red, the blue bars also take into account the
experimental uncertainty, and the black bars represent the total uncertainty.
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Sources 0.0 < |η| < 0.6 0.6 < |η| < 1.2 1.82 < |η| < 2.4 η-inclusive
Experimental uncertainties

Electron calibration 18.9/18.8 20.4/20.4 29.3/29.2 14.8/14.7
Electron selection efficiency 10.9/12.4 11.7/14.1 15.5/18.4 8.3/9.5
Recoil calibration 11.9/3.4
EW+top backgrounds 2.8
Jet backgrounds 1.3/1.8 6.3/7.4 17.4/29.8 8.8/13.4
Total Experimental 25.0/23.0 27.2/26.2 39.4/45.8 22.7/22.5

Theoretical uncertainties

QED
Z-lineshape 2.1
QED FSR 0.8/4.1

QCD
Polarization ≈ 6
PDF 26.0/27.0 22.0/24.0 23.0/26.0 18.0/20.0
Parton showers (p`T fits only) +5 -7

Total Theoretical 27.4/28.7 23.7/25.9 24.6/27.7 20.0/22.2
Statistics 35.2/25.6 37.1/26.6 40.9/36.6 21.7/15.5
Total 51.2/44.8 51.8/45.4 61.9/64.8 37.2/35.2

Table 8.5: Uncertainties (MeV) on mW in the 9.5 < 〈µ〉 < 16 bin, extracted from 60 < mW
T <

100 GeV/30 < pe
T < 50 GeV fits.

Sources 0.0 < |η| < 0.6 0.6 < |η| < 1.2 1.82 < |η| < 2.4 η-inclusive
Experimental uncertainties

Electron calibration 10.8/10.7 12.0/12.0 16.3/16.2 8.9/8.8
Electron selection efficiency 10.9/12.4 11.7/14.1 15.5/18.4 8.3/9.5
Recoil calibration 13.0/4.6
EW+top backgrounds 2.8
Jet backgrounds 1.0/1.7 1.2/4.8 6.0/19.8 2.3/9.1
Total Experimental Syst. 20.3/17.3 21.4/19.9 26.8/31.9 18.2/16.7

Theoretical uncertainties

QED
Z-lineshape 2.1
QED FSR 0.8/4.1

QCD
Polarization ≈ 6
PDF 26.0/27.0 22.0/24.0 23.0/26.0 18.0/20.0
Parton showers (p`T fits only) +5 -7

Total Theoretical 27.4/28.7 23.7/25.9 24.6/27.7 20.0/22.2
Statistics 20.2/13.9 21.1/14.7 23.8/16.1 12.4/8.5
Total 39.7/36.3 38.3/35.8 43.5/45.3 29.7/29.1

Table 8.6: Uncertainties (MeV) on mW in the inclusive 〈µ〉 bin, extracted from 60 < mW
T <

100 GeV/30 < pe
T < 50 GeV fits.

The fits show |η|-dependent results regardless of 〈µ〉. A comparison with the muon channel using
the same physics configurations showed a similar behavior, which lead to the conclusion that the
|η|-dependence is most probably due to the physics modeling.

The results are unstable versus the pile-up bin (fig. 8.5). The first 〈µ〉 bin is offset with respect
to the last two, but the fit results are within the uncertainties.

These figures show the results of the fits in the 30 < p`T < 50 GeV and 65 < mW
T < 100 GeV

ranges. A consistency check with the result obtained in Chapter 6 is performed, by fitting the
p`T distribution in the 30 < p`T < 44.5 GeV range. The results are shown in Figure 8.6 and
show somehow more stable fits versus |η|. This range could be considered in the coming mass
measurement.

Concerning the mW
T fits, the results from 60 < mW

T < 100 GeV which is the default range where
the systematic uncertainties have been computed are shown in Figure 8.7. The 65 < mW

T <
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(a) 30 < p`T < 50 GeV
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Figure 8.1: Mass bias [MeV] vs. |η| bins, for 2.5 < 〈µ〉 < 6.5.
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(a) 30 < p`T < 50 GeV
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(b) 65 < mW
T < 100 GeV

Figure 8.2: Mass bias [MeV] vs. |η| bins, for 6.5 < 〈µ〉 < 9.5.
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(a) 30 < p`T < 50 GeV
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Figure 8.3: Mass bias [MeV] vs. |η| bins, for 9.5 < 〈µ〉 < 16.
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(a) 30 < p`T < 50 GeV
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(b) 65 < mW
T < 100 GeV

Figure 8.4: Mass bias [MeV] vs. |η| bins, 〈µ〉-inclusive.
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(b) 65 < mW
T < 100 GeV

Figure 8.5: Mass bias [MeV] vs. 〈µ〉 bins, η-inclusive.

100 GeV range was chosen to be compared to 30 < p`T < 50 GeV fits since the biases appeared
to be more realistic compared to with the default mW

T fitting range. This is due to a mismodeling
in the mW

T distribution, which is seen in the control plots, illustrated in Figures 7.14, 7.15, 7.16
and in App. D where a slope in the 60-65 GeV range is observed. For both ranges, the systematic
uncertainties are considered to be the same.
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(b) 6.5 < 〈µ〉 < 9.5

|η|
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4

 [M
eV

]
W

 m
∆

-250

-200

-150

-100

-50

0

50

100

150

200

250

 theo⊕ exp ⊕stat 

 exp⊕stat 

stat

(c) 9.5 < 〈µ〉 < 16
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(d) 〈µ〉-inclusive
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Figure 8.6: Mass bias [MeV] with 30 < p`T < 44.5 GeV.
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(b) 6.5 < 〈µ〉 < 9.5
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Figure 8.7: Mass bias [MeV] with 60 < mW
T < 100 GeV. The y-axis range is wider than the

previous figures.





Conclusion

In this thesis I discuss my contributions to a first measurement of the W boson mass with the
ATLAS detector using 7 TeV data corresponding to an integrated luminosity of 4.37 fb−1 taken
in 2011. The precision in such measurement is essential as it would test the internal consistency
of the Standard Model.

In the first part of the thesis, a study of the performance of the electromagnetic calorimeter is
shown. This analysis is performed on 8 TeV 2012 data. Lateral energy profiles, mainly used
for particle identification and background rejection, are corrected in the simulation to remove
discrepancies with the data. The correction is ready to be implemented in the ATLAS software
and used for further analyses. Another study involved testing different physics simulations in
GEANT4 and ended up in correcting the 10% lineshape discrepancy in Z events, observed in
the 2012 data. These improvements help to better define electron energies, which is of a great
importance in high precision measurements performed in the electron channel, such as the W
mass measurement.

In the context of the W mass measurement, a modeling of the boson’s transverse momentum
is discussed. This observable is an important source of systematic uncertainty when measuring
mW , due to its impact on the lepton pT, directly used in the mass measurement. The difficulty in
modeling pW

T relies mostly on the complexity of the PDFs in proton-proton collisions. Z events
are used to model the boson pT, by tuning parton shower parameters in the Pythia generator. The
optimal tuning lead to an agreement with the data up to pT = 30 GeV. Systematic uncertainties
coming from the parton shower parameters are assessed, and an optimal fitting range was found
to be 30 < p`T < 44.5 GeV, resulting in an uncertainty of ±2 MeV, smaller than the +5

−7 MeV
obtained with the default fitting range 30 < p`T < 50 GeV.

The last part concerns the jet background estimation in the W → eν channel. A new method
is proposed, based on fits using the electron isolation. Several corrections and improvements,
leading to stable results with respect to the cone size and the fitting range, are developed. The
corrections are applied to the jet distribution shape to take into account the correlation with
the electron identification requirements, and to the modeling of the isolation variable in Monte
Carlo, which directly affects the quality of the fit. The jet background fraction is assessed inclu-
sively and separately in charge, pseudorapidity and pile-up bins. The inclusive jet background
fraction is found to be 0.68% with respect to the data events, and a relative uncertainty of ap-
proximately 30% on the fraction value is obtained, equivalent to 3(9) MeV on the W mass when
extracted using the mW

T (p`T) distribution.

A full breakdown of the systematic uncertainties on the W mass is finally shown, inclusively,
and in bins of pseudorapidity and pile-up. At the moment of writing the thesis, Z kinemat-
ics are under control, and the experimental uncertainties on the W mass are fully assessed.
Compatibilities between the W → eν and W → µν results after all experimental corrections
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show that the open issues are related to the physics modeling. In fact, due to the incom-
plete knowledge of the physics modeling, the theoretical uncertainties are preliminary. The
shown mass fit results are still blinded. The all-inclusive uncertainties are estimated to be
δmW = 12.4statistical ⊕ 18.2experimental ⊕ 20.0theoretical MeV from mW

T fits and
δmW = 8.5statistical ⊕ 16.7experimental ⊕ 22.2theoretical MeV from p`T fits. These numbers only repre-
sent the electron channel analysis, and they will be combined with the muon channel results.
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Appendix A

Jet background fractions and number
of events in period bins

Multijet Fraction (%) DJ K LM
pT

cone30 − pT
cone20(W) 1.4 ± 0.03 1.83 ± 0.06 2.6 ± 0.03

pT
cone40 − pT

cone20(W) 1.53 ± 0.03 1.91 ± 0.06 2.7 ± 0.03
pT

cone30 − pT
cone20(W+) 1.1 ± 0.04 1.54 ± 0.07 2.07 ± 0.04

pT
cone40 − pT

cone20(W+) 1.14 ± 0.04 1.52 ± 0.07 2.07 ± 0.04
pT

cone30 − pT
cone20(W−) 1.75 ± 0.05 2.06 ± 0.09 3.28 ± 0.05

pT
cone40 − pT

cone20(W−) 2.04 ± 0.05 2.29 ± 0.09 3.43 ± 0.05

Table A.1: Multijet background fraction after jet shape extrapolation for W, W+ and W−.

Multijet Fraction (%) DJ K LM
pT

cone30 − pT
cone20(W) 1.37 ± 0.03 1.79 ± 0.06 2.68 ± 0.03

pT
cone40 − pT

cone20(W) 1.5 ± 0.03 1.89 ± 0.06 2.8 ± 0.03
pT

cone30 − pT
cone20(W+) 1.09 ± 0.04 1.51 ± 0.07 2.14 ± 0.04

pT
cone40 − pT

cone20(W+) 1.11 ± 0.04 1.48 ± 0.07 2.18 ± 0.04
pT

cone30 − pT
cone20(W−) 1.77 ± 0.05 2.12 ± 0.09 3.39 ± 0.05

pT
cone40 − pT

cone20(W+) 2.03 ± 0.05 2.37 ± 0.09 3.57 ± 0.05

Table A.2: Multijet background fraction before jet shape extrapolation for W, W+ and W−.

Number of jet events DJ K LM
pT

cone30 − pT
cone20(W) 32415 14634 71695

pT
cone40 − pT

cone20(W) 35390 15221 74319
pT

cone30 − pT
cone20(W+) 14757 7112 32826

pT
cone40 − pT

cone20(W+) 15290 7030 32950
pT

cone30 − pT
cone20(W−) 17095 6939 38334

pT
cone40 − pT

cone20(W−) 19922 7742 40090

Table A.3: Number of multijet events for W, W+ and W− after jet shape extrapolation.
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Number of jet events DJ K LM
pT

cone30 − pT
cone20(W) 31753 14293 73866

pT
cone40 − pT

cone20(W) 34713 15101 77131
pT

cone30 − pT
cone20(W+) 14554 6972 34000

pT
cone40 − pT

cone20(W+) 14869 6834 34629
pT

cone30 − pT
cone20(W−) 17277 7167 39553

pT
cone40 − pT

cone20(W−) 19841 7986 41711

Table A.4: Number of multijet events for W, W+ and W− before jet shape extrapolation.

Multijet Fraction (W) DJ K LM
pT

cone30 − pT
cone20

0.0 < |η| < 0.6 1.06 ± 0.04 1.41 ± 0.07 1.95 ± 0.04
0.6 < |η| < 1.2 1.09 ± 0.06 1.2 ± 0.1 2.19 ± 0.06
1.8 < |η| < 2.4 2.14 ± 0.07 2.7 ± 0.14 4.05 ± 0.09

pT
cone40 − pT

cone20

0.0 < |η| < 0.6 1.15 ± 0.04 1.31 ± 0.07 1.95 ± 0.04
0.6 < |η| < 1.2 1.2 ± 0.06 1.42 ± 0.1 2.38 ± 0.06
1.8 < |η| < 2.4 2.42 ± 0.07 3.09 ± 0.14 4.23 ± 0.08

Table A.5: Multijet background fraction after jet shape extrapolation for W, in pseudo-rapidity
bins.

Multijet Fraction (W+) DJ K LM
pT

cone30 − pT
cone20

0.0 < |η| < 0.6 0.77 ± 0.05 1.18 ± 0.09 1.48 ± 0.05
0.6 < |η| < 1.2 0.83 ± 0.07 0.61 ± 0.09 1.6 ± 0.07
1.8 < |η| < 2.4 1.69 ± 0.09 2.41 ± 0.17 3.06 ± 0.1

pT
cone40 − pT

cone20

0.0 < |η| < 0.6 0.77 ± 0.05 1.13 ± 0.09 1.43 ± 0.05
0.6 < |η| < 1.2 0.79 ± 0.07 0.97 ± 0.11 1.71 ± 0.07
1.8 < |η| < 2.4 1.79 ± 0.09 2.34 ± 0.17 3.34 ± 0.1

TableA.6: Multijet background fraction after jet shape extrapolation for W+, in pseudo-rapidity
bins.

Multijet Fraction (W−) DJ K LM
pT

cone30 − pT
cone20

0.0 < |η| < 0.6 1.32 ± 0.06 1.31 ± 0.09 2.37 ± 0.06
0.6 < |η| < 1.2 1.35 ± 0.09 1.42 ± 0.15 2.68 ± 0.09
1.8 < |η| < 2.4 2.78 ± 0.12 2.89 ± 0.21 5.11 ± 0.15

pT
cone40 − pT

cone20

0.0 < |η| < 0.6 1.25 ± 0.06 1.34 ± 0.09 2.52 ± 0.06
0.6 < |η| < 1.2 1.69 ± 0.09 1.77 ± 0.15 3.0 ± 0.1
1.8 < |η| < 2.4 3.14 ± 0.12 3.68 ± 0.22 5.56 ± 0.14

TableA.7: Multijet background fraction after jet shape extrapolation for W−, in pseudo-rapidity
bins.
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Multijet Fraction (W) DJ K LM
pT

cone30 − pT
cone20

0.0 < |η| < 0.6 1.1 ± 0.04 1.44 ± 0.07 2.09 ± 0.04
0.6 < |η| < 1.2 1.08 ± 0.06 1.34 ± 0.1 2.37 ± 0.06
1.8 < |η| < 2.4 1.89 ± 0.06 2.49 ± 0.12 3.7 ± 0.08

pT
cone40 − pT

cone20

0.0 < |η| < 0.6 1.13 ± 0.04 1.47 ± 0.07 2.09 ± 0.04
0.6 < |η| < 1.2 1.22 ± 0.06 1.48 ± 0.1 2.6 ± 0.07
1.8 < |η| < 2.4 2.14 ± 0.06 2.76 ± 0.12 3.98 ± 0.08

Table A.8: Multijet background fraction before jet shape extrapolation for W, in pseudo-
rapidity bins.

Multijet Fraction (W+) DJ K LM
pT

cone30 − pT
cone20

0.0 < |η| < 0.6 0.86 ± 0.05 1.22 ± 0.09 1.72 ± 0.05
0.6 < |η| < 1.2 0.8 ± 0.07 0.88 ± 0.12 1.71 ± 0.08
1.8 < |η| < 2.4 1.5 ± 0.08 2.07 ± 0.15 2.88 ± 0.09

pT
cone40 − pT

cone20

0.0 < |η| < 0.6 0.78 ± 0.05 1.24 ± 0.09 1.64 ± 0.05
0.6 < |η| < 1.2 0.84 ± 0.07 0.99 ± 0.12 1.97 ± 0.08
1.8 < |η| < 2.4 1.69 ± 0.08 2.16 ± 0.16 3.1 ± 0.09

Table A.9: Multijet background fraction before jet shape extrapolation for W+, in pseudo-
rapidity bins.

Multijet Fraction (W−) DJ K LM
pT

cone30 − pT
cone20

0.0 < |η| < 0.6 1.42 ± 0.06 1.55 ± 0.1 2.48 ± 0.06
0.6 < |η| < 1.2 1.46 ± 0.09 1.68 ± 0.17 3.2 ± 0.11
1.8 < |η| < 2.4 2.51 ± 0.11 2.97 ± 0.21 4.83 ± 0.14

pT
cone40 − pT

cone20

0.0 < |η| < 0.6 1.31 ± 0.06 1.69 ± 0.1 2.57 ± 0.06
0.6 < |η| < 1.2 1.76 ± 0.1 1.95 ± 0.16 3.29 ± 0.1
1.8 < |η| < 2.4 2.83 ± 0.11 3.46 ± 0.21 5.24 ± 0.13

Table A.10: Multijet background fraction before jet shape extrapolation for W−, in pseudo-
rapidity bins.
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Number of jet events (W) DJ K LM
pT

cone30 − pT
cone20

0.0 < |η| < 0.6 12153 5590 26741
0.6 < |η| < 1.2 5723 2198 13920
1.8 < |η| < 2.4 13413 5791 29487

pT
cone40 − pT

cone20

0.0 < |η| < 0.6 13111 5201 26750
0.6 < |η| < 1.2 6294 2596 15123
1.8 < |η| < 2.4 15149 6611 30823

Table A.11: Number of multijet events for W, in pseudo-rapidity bins, after jet shape extrapo-
lation.

Number of jet events (W+) DJ K LM
pT

cone30 − pT
cone20

0.0 < |η| < 0.6 4950 2624 11410
0.6 < |η| < 1.2 2491 635 5815
1.8 < |η| < 2.4 6499 3153 13562

pT
cone40 − pT

cone20

0.0 < |η| < 0.6 4942 2510 11015
0.6 < |η| < 1.2 2381 1012 6211
1.8 < |η| < 2.4 6885 3070 14783

Table A.12: Number of multijet events for W+, in pseudo-rapidity bins, after jet shape extrap-
olation.

Number of jet events (W−) DJ K LM
pT

cone30 − pT
cone20

0.0 < |η| < 0.6 6607 2280 14249
0.6 < |η| < 1.2 3023 1102 7276
1.8 < |η| < 2.4 6760 2407 14564

pT
cone40 − pT

cone20

0.0 < |η| < 0.6 6250 2326 15149
0.6 < |η| < 1.2 3791 1374 8147
1.8 < |η| < 2.4 7626 3065 15837

Table A.13: Number of multijet events for W−, in pseudo-rapidity bins, after jet shape extrap-
olation.
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Number of jet events (W) DJ K LM
pT

cone30 − pT
cone20

0.0 < |η| < 0.6 12602 5706 28636
0.6 < |η| < 1.2 5670 2447 15085
1.8 < |η| < 2.4 11845 5328 26900

pT
cone40 − pT

cone20

0.0 < |η| < 0.6 12918 5828 28712
0.6 < |η| < 1.2 6413 2695 16530
1.8 < |η| < 2.4 13433 5907 28945

Table A.14: Number of multijet events for W, in pseudo-rapidity bins, before jet shape extrap-
olation.

Number of jet events (W+) DJ K LM
pT

cone30 − pT
cone20

0.0 < |η| < 0.6 5512 2699 13251
0.6 < |η| < 1.2 2421 926 6195
1.8 < |η| < 2.4 5774 2711 12743

pT
cone40 − pT

cone20

0.0 < |η| < 0.6 5016 2745 12640
0.6 < |η| < 1.2 2517 1032 7143
1.8 < |η| < 2.4 6503 2829 13709

Table A.15: Number of multijet events for W+, in pseudo-rapidity bins, before jet shape ex-
trapolation.

Number of jet events (W−) DJ K LM
pT

cone30 − pT
cone20

0.0 < |η| < 0.6 7113 2691 14962
0.6 < |η| < 1.2 3274 1303 8699
1.8 < |η| < 2.4 6096 2470 13773

pT
cone40 − pT

cone20

0.0 < |η| < 0.6 6572 2947 15492
0.6 < |η| < 1.2 3957 1517 8954
1.8 < |η| < 2.4 6875 2881 14938

Table A.16: Number of multijet events for W−, in pseudo-rapidity bins, before jet shape ex-
trapolation.





Appendix B

Jet background fractions and numbers
of events in 〈µ〉 bins

B.1 MC is not corrected

Multijet Fraction (%) 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16
pT

cone30 − pT
cone20(W) 1.44 ± 0.03 2.19 ± 0.05 3.42 ± 0.04

pT
cone40 − pT

cone20(W) 1.65 ± 0.03 2.32 ± 0.05 3.57 ± 0.04
pT

cone30 − pT
cone20(W+) 1.18 ± 0.04 1.74 ± 0.06 2.79 ± 0.06

pT
cone40 − pT

cone20(W+) 1.29 ± 0.04 1.81 ± 0.06 2.84 ± 0.05
pT

cone30 − pT
cone20(W−) 1.82 ± 0.05 2.72 ± 0.08 4.2 ± 0.07

pT
cone40 − pT

cone20(W−) 2.12 ± 0.05 2.89 ± 0.08 4.45 ± 0.07

Table B.1: Multijet background fraction before jet shape extrapolation for W, W+ and W−,
without correcting the MC distribution.

Multijet Fraction (%) 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16
pT

cone30 − pT
cone20(W) 1.42 ± 0.03 1.95 ± 0.05 3.67 ± 0.05

pT
cone40 − pT

cone20(W) 1.59 ± 0.03 2.06 ± 0.05 3.58 ± 0.04
pT

cone30 − pT
cone20(W+) 1.15 ± 0.04 1.58 ± 0.06 2.87 ± 0.06

pT
cone40 − pT

cone20(W+) 1.25 ± 0.04 1.58 ± 0.06 2.79 ± 0.06
pT

cone30 − pT
cone20(W−) 1.76 ± 0.05 2.58 ± 0.08 4.11 ± 0.07

pT
cone40 − pT

cone20(W−) 1.98 ± 0.05 2.47 ± 0.07 4.22 ± 0.07

Table B.2: Multijet background fraction after jet shape extrapolation for W, W+ and W−, with-
out correcting the MC distribution.
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Multijet Fraction (W) 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16
pT

cone30 − pT
cone20

0.0 < |η| < 0.6 1.17 ± 0.05 1.72 ± 0.07 2.57 ± 0.06
0.6 < |η| < 1.2 1.28 ± 0.05 1.93 ± 0.08 2.98 ± 0.07
1.8 < |η| < 2.4 1.79 ± 0.07 2.76 ± 0.12 4.51 ± 0.11

pT
cone40 − pT

cone20

0.0 < |η| < 0.6 1.31 ± 0.05 1.69 ± 0.07 2.57 ± 0.06
0.6 < |η| < 1.2 1.38 ± 0.05 2.1 ± 0.08 3.25 ± 0.07
1.8 < |η| < 2.4 2.02 ± 0.07 2.94 ± 0.11 4.66 ± 0.1

Table B.3: Multijet background fraction before jet shape extrapolation for W, in pseudo-
rapidity bins, without correcting the MC distribution.

Multijet Fraction (W+) 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16
pT

cone30 − pT
cone20

0.0 < |η| < 0.6 0.9 ± 0.06 1.35 ± 0.1 2.08 ± 0.08
0.6 < |η| < 1.2 1.07 ± 0.06 1.55 ± 0.09 2.35 ± 0.08
1.8 < |η| < 2.4 1.42 ± 0.08 2.25 ± 0.14 3.48 ± 0.12

pT
cone40 − pT

cone20

0.0 < |η| < 0.6 0.97 ± 0.06 1.24 ± 0.1 2.1 ± 0.08
0.6 < |η| < 1.2 1.06 ± 0.06 1.62 ± 0.1 2.61 ± 0.09
1.8 < |η| < 2.4 1.6 ± 0.08 2.39 ± 0.14 3.55 ± 0.12

Table B.4: Multijet background fraction before jet shape extrapolation for W+, in pseudo-
rapidity bins, without correcting the MC distribution.

Multijet Fraction (W−) 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16
pT

cone30 − pT
cone20

0.0 < |η| < 0.6 1.53 ± 0.07 2.04 ± 0.11 2.96 ± 0.1
0.6 < |η| < 1.2 1.54 ± 0.08 2.3 ± 0.13 3.71 ± 0.11
1.8 < |η| < 2.4 2.39 ± 0.11 3.39 ± 0.2 6.02 ± 0.19

pT
cone40 − pT

cone20

0.0 < |η| < 0.6 1.72 ± 0.08 2.01 ± 0.11 2.94 ± 0.09
0.6 < |η| < 1.2 1.82 ± 0.08 2.56 ± 0.12 3.89 ± 0.1
1.8 < |η| < 2.4 2.63 ± 0.11 3.51 ± 0.19 6.15 ± 0.18

Table B.5: Multijet background fraction before jet shape extrapolation for W−, in pseudo-
rapidity bins, without correcting the MC distribution.
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Multijet Fraction (W) 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16
pT

cone30 − pT
cone20

0.0 < |η| < 0.6 1.08 ± 0.04 1.31 ± 0.06 2.4 ± 0.06
0.6 < |η| < 1.2 1.12 ± 0.04 1.79 ± 0.08 2.91 ± 0.07
1.8 < |η| < 2.4 2.08 ± 0.08 2.76 ± 0.12 5.35 ± 0.13

pT
cone40 − pT

cone20

0.0 < |η| < 0.6 1.21 ± 0.05 1.26 ± 0.06 2.44 ± 0.06
0.6 < |η| < 1.2 1.22 ± 0.05 1.89 ± 0.07 3.04 ± 0.07
1.8 < |η| < 2.4 2.17 ± 0.07 2.75 ± 0.12 4.8 ± 0.11

Table B.6: Multijet background fraction after jet shape extrapolation for W, in pseudo-rapidity
bins, without correcting the MC distribution.

Multijet Fraction (W+) 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16
pT

cone30 − pT
cone20

0.0 < |η| < 0.6 0.76 ± 0.05 0.95 ± 0.08 1.46 ± 0.07
0.6 < |η| < 1.2 0.96 ± 0.06 1.47 ± 0.09 1.58 ± 0.07
1.8 < |η| < 2.4 1.5 ± 0.09 1.97 ± 0.15 3.89 ± 0.15

pT
cone40 − pT

cone20

0.0 < |η| < 0.6 0.86 ± 0.06 0.81 ± 0.08 1.21 ± 0.06
0.6 < |η| < 1.2 0.94 ± 0.06 1.24 ± 0.09 2.15 ± 0.09
1.8 < |η| < 2.4 1.61 ± 0.09 2.32 ± 0.15 3.51 ± 0.13

TableB.7: Multijet background fraction after jet shape extrapolation for W+, in pseudo-rapidity
bins, without correcting the MC distribution.

Multijet Fraction (W−) 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16
pT

cone30 − pT
cone20

0.0 < |η| < 0.6 1.42 ± 0.07 1.57 ± 0.09 2.64 ± 0.09
0.6 < |η| < 1.2 1.35 ± 0.07 2.13 ± 0.13 3.45 ± 0.11
1.8 < |η| < 2.4 2.57 ± 0.13 3.11 ± 0.2 6.93 ± 0.24

pT
cone40 − pT

cone20

0.0 < |η| < 0.6 1.64 ± 0.08 1.57 ± 0.1 2.88 ± 0.09
0.6 < |η| < 1.2 1.65 ± 0.08 2.4 ± 0.13 4.08 ± 0.12
1.8 < |η| < 2.4 2.63 ± 0.12 2.8 ± 0.19 5.87 ± 0.19

TableB.8: Multijet background fraction after jet shape extrapolation for W−, in pseudo-rapidity
bins, without correcting the MC distribution.

Number of jet events 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16
pT

cone30 − pT
cone20(W) 28729 23170 61141

pT
cone40 − pT

cone20(W) 33063 24535 63851
pT

cone30 − pT
cone20(W+) 13611 10594 28711

pT
cone40 − pT

cone20(W+) 14944 11079 29312
pT

cone30 − pT
cone20(W−) 15373 12141 31932

pT
cone40 − pT

cone20(W−) 17869 12925 33797

Table B.9: Average number of jets before jet shape extrapolation for W, W+ and W−, without
correcting the MC distribution.
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Number of jet events 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16
pT

cone30 − pT
cone20(W) 28321 20661 65760

pT
cone40 − pT

cone20(W) 31735 21756 64003
pT

cone30 − pT
cone20(W+) 13307 9652 29586

pT
cone40 − pT

cone20(W+) 14425 9661 28736
pT

cone30 − pT
cone20(W−) 14808 11545 31209

pT
cone40 − pT

cone20(W−) 16645 11058 32022

Table B.10: Average number of jets after jet shape extrapolation for W, W+ and W−, without
correcting the MC distribution.

Number of jet events (W) 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16
pT

cone30 − pT
cone20

0.0 < |η| < 0.6 8667 6790 17124
0.6 < |η| < 1.2 8975 7247 19031
1.8 < |η| < 2.4 9691 7703 21282

pT
cone40 − pT

cone20

0.0 < |η| < 0.6 9660 6648 17145
0.6 < |η| < 1.2 9715 7911 20762
1.8 < |η| < 2.4 10959 8221 21992

Table B.11: Average number of jets before jet shape extrapolation for W, in pseudo-rapidity
bins, without correcting the MC distribution.

Number of jet events (W+) 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16
pT

cone30 − pT
cone20

0.0 < |η| < 0.6 3733 2985 7748
0.6 < |η| < 1.2 4289 3327 8519
1.8 < |η| < 2.4 4705 3839 9978

pT
cone40 − pT

cone20

0.0 < |η| < 0.6 4019 2742 7831
0.6 < |η| < 1.2 4271 3480 9459
1.8 < |η| < 2.4 5329 4068 10182

Table B.12: Average number of jets before jet shape extrapolation for W+, in pseudo-rapidity
bins, without correcting the MC distribution.

Number of jet events (W−) 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16
pT

cone30 − pT
cone20

0.0 < |η| < 0.6 4961 3533 8700
0.6 < |η| < 1.2 4640 3715 10207
1.8 < |η| < 2.4 5011 3693 11169

pT
cone40 − pT

cone20

0.0 < |η| < 0.6 5594 3480 8649
0.6 < |η| < 1.2 5485 4137 10692
1.8 < |η| < 2.4 5534 3825 11399

Table B.13: Average number of jets before jet shape extrapolation for W−, in pseudo-rapidity
bins, without correcting the MC distribution.
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Number of jet events (W) 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16
pT

cone30 − pT
cone20

0.0 < |η| < 0.6 7993 5139 15986
0.6 < |η| < 1.2 7909 6727 18541
1.8 < |η| < 2.4 11292 7717 25236

pT
cone40 − pT

cone20

0.0 < |η| < 0.6 8955 4977 16279
0.6 < |η| < 1.2 8565 7094 19378
1.8 < |η| < 2.4 11757 7698 22643

Table B.14: Average number of jets after jet shape extrapolation for W, in pseudo-rapidity bins,
without correcting the MC distribution.

Number of jet events (W+) 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16
pT

cone30 − pT
cone20

0.0 < |η| < 0.6 3155 2093 5434
0.6 < |η| < 1.2 3871 3160 5737
1.8 < |η| < 2.4 4974 3363 11152

pT
cone40 − pT

cone20

0.0 < |η| < 0.6 3566 1788 4499
0.6 < |η| < 1.2 3777 2651 7822
1.8 < |η| < 2.4 5346 3964 10066

Table B.15: Average number of jets after jet shape extrapolation for W+, in pseudo-rapidity
bins, without correcting the MC distribution.

Number of jet events (W−) 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16
pT

cone30 − pT
cone20

0.0 < |η| < 0.6 4609 2723 7744
0.6 < |η| < 1.2 4078 3440 9470
1.8 < |η| < 2.4 5400 3395 12860

pT
cone40 − pT

cone20

0.0 < |η| < 0.6 5329 2722 8466
0.6 < |η| < 1.2 4964 3871 11219
1.8 < |η| < 2.4 5524 3054 10889

Table B.16: Average number of jets after jet shape extrapolation for W−, in pseudo-rapidity
bins, without correcting the MC distribution.
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B.2 MC is corrected

Multijet Fraction (%) 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16
pT

cone30 − pT
cone20(W) 1.24 ± 0.03 1.98 ± 0.05 3.19 ± 0.05

pT
cone40 − pT

cone20(W) 1.39 ± 0.03 2.05 ± 0.05 3.29 ± 0.04
pT

cone30 − pT
cone20(W+) 0.98 ± 0.04 1.53 ± 0.06 2.57 ± 0.06

pT
cone40 − pT

cone20(W+) 1.03 ± 0.04 1.54 ± 0.06 2.57 ± 0.05
pT

cone30 − pT
cone20(W−) 1.63 ± 0.05 2.51 ± 0.08 3.98 ± 0.07

pT
cone40 − pT

cone20(W−) 1.87 ± 0.05 2.64 ± 0.08 4.18 ± 0.07

Table B.17: Multijet background fraction before jet shape extrapolation for W, W+ and W−.

Multijet Fraction (%) 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16
pT

cone30 − pT
cone20(W) 1.22 ± 0.03 1.75 ± 0.05 3.43 ± 0.05

pT
cone40 − pT

cone20(W) 1.33 ± 0.03 1.81 ± 0.05 3.28 ± 0.04
pT

cone30 − pT
cone20(W+) 0.95 ± 0.04 1.38 ± 0.06 2.62 ± 0.06

pT
cone40 − pT

cone20(W+) 1.0 ± 0.04 1.33 ± 0.06 2.5 ± 0.06
pT

cone30 − pT
cone20(W−) 1.57 ± 0.05 2.38 ± 0.08 3.87 ± 0.07

pT
cone40 − pT

cone20(W−) 1.73 ± 0.05 2.24 ± 0.07 3.94 ± 0.07

Table B.18: Multijet background fraction after jet shape extrapolation for W, W+ and W−.

Multijet Fraction (W) 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16
pT

cone30 − pT
cone20

0.0 < |η| < 0.6 1.0 ± 0.05 1.55 ± 0.07 2.4 ± 0.06
0.6 < |η| < 1.2 1.01 ± 0.05 1.61 ± 0.08 2.68 ± 0.07
1.8 < |η| < 2.4 1.67 ± 0.07 2.63 ± 0.12 4.39 ± 0.11

pT
cone40 − pT

cone20

0.0 < |η| < 0.6 1.06 ± 0.05 1.45 ± 0.07 2.33 ± 0.06
0.6 < |η| < 1.2 1.11 ± 0.05 1.82 ± 0.08 2.95 ± 0.07
1.8 < |η| < 2.4 1.93 ± 0.07 2.84 ± 0.11 4.56 ± 0.1

Table B.19: Multijet background fraction before jet shape extrapolation for W, in pseudo-
rapidity bins.
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Multijet Fraction (W+) 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16
pT

cone30 − pT
cone20

0.0 < |η| < 0.6 0.74 ± 0.06 1.17 ± 0.09 1.91 ± 0.08
0.6 < |η| < 1.2 0.8 ± 0.06 1.26 ± 0.09 2.05 ± 0.08
1.8 < |η| < 2.4 1.29 ± 0.08 2.11 ± 0.14 3.35 ± 0.12

pT
cone40 − pT

cone20

0.0 < |η| < 0.6 0.72 ± 0.06 1.0 ± 0.09 1.86 ± 0.08
0.6 < |η| < 1.2 0.8 ± 0.06 1.35 ± 0.1 2.31 ± 0.09
1.8 < |η| < 2.4 1.51 ± 0.08 2.3 ± 0.14 3.45 ± 0.12

Table B.20: Multijet background fraction before jet shape extrapolation for W+, in pseudo-
rapidity bins.

Multijet Fraction (W−) 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16
pT

cone30 − pT
cone20

0.0 < |η| < 0.6 1.36 ± 0.07 1.89 ± 0.11 2.79 ± 0.1
0.6 < |η| < 1.2 1.28 ± 0.08 1.99 ± 0.13 3.42 ± 0.11
1.8 < |η| < 2.4 2.29 ± 0.11 3.26 ± 0.2 5.91 ± 0.2

pT
cone40 − pT

cone20

0.0 < |η| < 0.6 1.49 ± 0.08 1.81 ± 0.11 2.72 ± 0.09
0.6 < |η| < 1.2 1.55 ± 0.08 2.3 ± 0.12 3.6 ± 0.1
1.8 < |η| < 2.4 2.56 ± 0.11 3.43 ± 0.19 6.04 ± 0.18

Table B.21: Multijet background fraction before jet shape extrapolation for W−, in pseudo-
rapidity bins.

Multijet Fraction (W) 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16
pT

cone30 − pT
cone20

0.0 < |η| < 0.6 0.93 ± 0.04 1.16 ± 0.06 2.23 ± 0.06
0.6 < |η| < 1.2 0.87 ± 0.04 1.48 ± 0.08 2.57 ± 0.07
1.8 < |η| < 2.4 1.97 ± 0.08 2.62 ± 0.13 5.17 ± 0.13

pT
cone40 − pT

cone20

0.0 < |η| < 0.6 0.98 ± 0.05 1.06 ± 0.06 2.2 ± 0.06
0.6 < |η| < 1.2 0.97 ± 0.05 1.61 ± 0.07 2.73 ± 0.07
1.8 < |η| < 2.4 2.08 ± 0.07 2.66 ± 0.12 4.69 ± 0.11

TableB.22: Multijet background fraction after jet shape extrapolation for W, in pseudo-rapidity
bins.
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Multijet Fraction (W+) 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16
pT

cone30 − pT
cone20

0.0 < |η| < 0.6 0.64 ± 0.05 0.8 ± 0.08 1.3 ± 0.07
0.6 < |η| < 1.2 0.7 ± 0.06 1.18 ± 0.09 1.32 ± 0.07
1.8 < |η| < 2.4 1.38 ± 0.09 1.84 ± 0.15 3.71 ± 0.15

pT
cone40 − pT

cone20

0.0 < |η| < 0.6 0.65 ± 0.06 0.62 ± 0.08 1.03 ± 0.06
0.6 < |η| < 1.2 0.7 ± 0.06 0.97 ± 0.09 1.87 ± 0.08
1.8 < |η| < 2.4 1.52 ± 0.09 2.23 ± 0.15 3.4 ± 0.13

Table B.23: Multijet background fraction after jet shape extrapolation for W+, in pseudo-
rapidity bins.

Multijet Fraction (W−) 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16
pT

cone30 − pT
cone20

0.0 < |η| < 0.6 1.26 ± 0.07 1.43 ± 0.09 2.47 ± 0.09
0.6 < |η| < 1.2 1.11 ± 0.07 1.82 ± 0.13 3.15 ± 0.11
1.8 < |η| < 2.4 2.44 ± 0.13 2.97 ± 0.2 6.77 ± 0.24

pT
cone40 − pT

cone20

0.0 < |η| < 0.6 1.42 ± 0.08 1.39 ± 0.09 2.66 ± 0.09
0.6 < |η| < 1.2 1.39 ± 0.08 2.11 ± 0.13 3.77 ± 0.11
1.8 < |η| < 2.4 2.54 ± 0.12 2.77 ± 0.19 5.77 ± 0.19

Table B.24: Multijet background fraction after jet shape extrapolation for W−, in pseudo-
rapidity bins.

Number of jet events 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16
pT

cone30 − pT
cone20(W) 24784 20965 57170

pT
cone40 − pT

cone20(W) 27772 21700 58873
pT

cone30 − pT
cone20(W+) 11348 9322 26445

pT
cone40 − pT

cone20(W+) 11964 9430 26494
pT

cone30 − pT
cone20(W−) 13747 11228 30230

pT
cone40 − pT

cone20(W−) 15734 11780 31714

Table B.25: Average number of jets before jet shape extrapolation for W, W+ and W−.

Number of jet events 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16
pT

cone30 − pT
cone20(W) 24422 18551 61443

pT
cone40 − pT

cone20(W) 26554 19152 58659
pT

cone30 − pT
cone20(W+) 11055 8402 27027

pT
cone40 − pT

cone20(W+) 11569 8119 25749
pT

cone30 − pT
cone20(W−) 13199 10648 29413

pT
cone40 − pT

cone20(W−) 14597 9995 29892

Table B.26: Average number of jets after jet shape extrapolation for W, W+ and W−.
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Number of jet events (W) 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16
pT

cone30 − pT
cone20

0.0 < |η| < 0.6 7417 6120 15974
0.6 < |η| < 1.2 7089 6046 17087
1.8 < |η| < 2.4 9041 7343 20719

pT
cone40 − pT

cone20

0.0 < |η| < 0.6 7828 5717 15542
0.6 < |η| < 1.2 7817 6828 18816
1.8 < |η| < 2.4 10488 7943 21547

Table B.27: Average number of jets before jet shape extrapolation for W, in pseudo-rapidity
bins.

Number of jet events (W+) 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16
pT

cone30 − pT
cone20

0.0 < |η| < 0.6 3077 2593 7113
0.6 < |η| < 1.2 3232 2702 7457
1.8 < |η| < 2.4 4278 3599 9604

pT
cone40 − pT

cone20

0.0 < |η| < 0.6 2993 2208 6925
0.6 < |η| < 1.2 3222 2888 8372
1.8 < |η| < 2.4 5019 3927 9879

Table B.28: Average number of jets before jet shape extrapolation for W+, in pseudo-rapidity
bins.

Number of jet events (W−) 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16
pT

cone30 − pT
cone20

0.0 < |η| < 0.6 4402 3270 8195
0.6 < |η| < 1.2 3869 3205 9395
1.8 < |η| < 2.4 4808 3556 10953

pT
cone40 − pT

cone20

0.0 < |η| < 0.6 4836 3123 7998
0.6 < |η| < 1.2 4664 3707 9907
1.8 < |η| < 2.4 5370 3738 11195

Table B.29: Average number of jets before jet shape extrapolation for W−, in pseudo-rapidity
bins.

Number of jet events (W) 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16
pT

cone30 − pT
cone20

0.0 < |η| < 0.6 6866 4555 14844
0.6 < |η| < 1.2 6140 5565 16396
1.8 < |η| < 2.4 10679 7328 24422

pT
cone40 − pT

cone20

0.0 < |η| < 0.6 7239 4164 14702
0.6 < |η| < 1.2 6838 6036 17402
1.8 < |η| < 2.4 11307 7434 22124

Table B.30: Average number of jets after jet shape extrapolation for W, in pseudo-rapidity bins.
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Number of jet events (W+) 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16
pT

cone30 − pT
cone20

0.0 < |η| < 0.6 2634 1775 4864
0.6 < |η| < 1.2 2796 2522 4775
1.8 < |η| < 2.4 4583 3132 10643

pT
cone40 − pT

cone20

0.0 < |η| < 0.6 2675 1359 3846
0.6 < |η| < 1.2 2812 2087 6782
1.8 < |η| < 2.4 5053 3810 9734

Table B.31: Average number of jets after jet shape extrapolation for W+, in pseudo-rapidity
bins.

Number of jet events (W−) 2.5 < 〈µ〉 < 6.5 6.5 < 〈µ〉 < 9.5 9.5 < 〈µ〉 < 16
pT

cone30 − pT
cone20

0.0 < |η| < 0.6 4079 2477 7257
0.6 < |η| < 1.2 3344 2945 8653
1.8 < |η| < 2.4 5133 3241 12558

pT
cone40 − pT

cone20

0.0 < |η| < 0.6 4600 2412 7826
0.6 < |η| < 1.2 4200 3401 10368
1.8 < |η| < 2.4 5346 3022 10705

Table B.32: Average number of jets after jet shape extrapolation for W−, in pseudo-rapidity
bins.
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Mass biases in pseudorapidity bins
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Figure C.1: 2.5 < 〈µ〉 < 6.5 - 0.0 < |η| < 0.6.
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Figure C.2: 6.5 < 〈µ〉 < 9.5 - 0.0 < |η| < 0.6.
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Figure C.3: 9.5 < 〈µ〉 < 16 - 0.0 < |η| < 0.6.
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Figure C.4: 〈µ〉-inclusive - 0.0 < |η| < 0.6.
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Figure C.5: 2.5 < 〈µ〉 < 6.5 - 0.6 < |η| < 1.2.
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Figure C.6: 6.5 < 〈µ〉 < 9.5 - 0.6 < |η| < 1.2.
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Figure C.7: 9.5 < 〈µ〉 < 16 - 0.6 < |η| < 1.2.
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Figure C.8: 〈µ〉-inclusive - 0.6 < |η| < 1.2.
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Figure C.9: 2.5 < 〈µ〉 < 6.5 - 1.8 < |η| < 2.4.
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Figure C.10: 6.5 < 〈µ〉 < 9.5 - 1.8 < |η| < 2.4.
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Figure C.11: 9.5 < 〈µ〉 < 16 - 1.8 < |η| < 2.4.
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Appendix D

Control Plots in pseudorapidity bins
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Figure D.1: 〈µ〉-inclusive - W± - 0.0 < |η| < 0.6
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Figure D.2: 〈µ〉-inclusive - W+ - 0.0 < |η| < 0.6

 [GeV]l
T

 p

30 35 40 45 50 55 60

E
ve

nt
s

0

10000

20000

30000

40000

50000

60000

70000

80000

90000
avg Da/Mc: 38.588/38.605
rms Da/Mc:  5.504/ 5.526  = 31.5/ 30dof/n2χ Data

ν e→W
ντ →W

 ll→Z
top
WW/WZ/ZZ
QCD jets

 [GeV]l
T

 p

30 35 40 45 50 55 60

D
at

a 
/ M

C

0.9

0.95
1

1.05

1.1
00000000000000

(a) p`T

 [GeV]miss
T E

30 35 40 45 50 55 60

E
ve

nt
s

0

10000

20000

30000

40000

50000

avg Da/Mc: 41.978/42.015
rms Da/Mc:  7.472/ 7.478  = 35.4/ 30dof/n2χ Data

ν e→W
ντ →W

 ll→Z
top
WW/WZ/ZZ
QCD jets

 [GeV]miss
T E

30 35 40 45 50 55 60

D
at

a 
/ M

C

0.9

0.95
1

1.05

1.1
00000000000000000000000000000000000000000000000000

(b) Emiss
T

 [GeV]W
T m

60 70 80 90 100 110 120

E
ve

nt
s

0

5000

10000

15000

20000

25000

30000

35000

40000

45000 avg Da/Mc: 79.792/79.847
rms Da/Mc: 10.330/10.342  = 64.3/ 60dof/n2χ Data

ν e→W
ντ →W

 ll→Z
top
WW/WZ/ZZ
QCD jets

 [GeV]W
T m

60 70 80 90 100 110 120

D
at

a 
/ M

C

0.9

0.95
1

1.05

1.1
00000000000000000000000000

(c) mT

 [GeV]W
T

 p

0 5 10 15 20 25 30

E
ve

nt
s

0

10000

20000

30000

40000

50000

avg Da/Mc: 14.488/14.501
rms Da/Mc:  7.367/ 7.367  = 22.1/ 30dof/n2χ Data

ν e→W
ντ →W

 ll→Z
top
WW/WZ/ZZ
QCD jets

 [GeV]W
T

 p

0 5 10 15 20 25 30

D
at

a 
/ M

C

0.9

0.95
1

1.05

1.1
00000000000000000000000000000000000000

(d) pW
T

Figure D.3: 〈µ〉-inclusive - W− - 0.0 < |η| < 0.6
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Figure D.4: 〈µ〉-inclusive - W± - 0.6 < |η| < 1.2
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Figure D.5: 〈µ〉-inclusive - W+ - 0.6 < |η| < 1.2
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Figure D.6: 〈µ〉-inclusive - W− - 0.6 < |η| < 1.2
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Figure D.7: 〈µ〉-inclusive - W± - 1.8 < |η| < 2.4
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Figure D.8: 〈µ〉-inclusive - W+ - 1.8 < |η| < 2.4
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Donnart-Barrail, Sophie Kerhoas-Cavata et Philippe Briet. Merci encore une fois à Sophie,
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Louis, merci pour ta bonne humeur continue. Ça m’a toujours fait plaisir de discuter avec toi (et
ton appareil photo...). Tu m’as toujours traitée comme une de tes étudiantes et je t’en remercie.
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le support, les prières et les câlins. Thank you Teta Souad, 3amto, 3ammi 1, 3ammi 2, as well
as May, Najjouta and “Salim El Tawfi” for loving and encouraging me. I love you all.
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