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## Abstract

In the context of the studies for the future high energy accelerators, my personal contribution is explained with references. The projects I have been involved in and their main beam physics challenges are briefly introduced. I had the possibility to work on the optimisation of detectors and accelerators in different phases of several experimental projects: design, technical and running phase. Optimisation is a key aspect to improve the performance of existing systems, in order to explore nuclear and particle physics, or to reach the target realisation of future apparatus. Insights of possible future developments of these beam physics studies are given.
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## Introduction

In 1897 J.J. Thomson discovered that cathodic rays are negatively charged particles with mass smaller than that of the atom using Crookes' cathodic tube [1]. This tube consists of a partially evacuated glass bulb of various shapes, with two metal electrodes, the cathode and the anode, one at either end. When a high voltage is applied between the electrodes, cathode rays (electrons) are projected in straight lines from the cathode. With additional electric and magnetic field, Thomson demonstrated that the cathode rays are negatively charged and have mass-to-charge ratio over a thousand times lower than that of a hydrogen ion $(\mathrm{H}+)$. For the first time, electric and magnetic fields were used to study the properties of sub-atomic particles, whose dimensions are out of reach for the most powerful microscopes. In the 1910's, Rutherford, Geiger and Mardsen had the idea to test the Thomson atomic theory bombarding a thin foil of material with a collimated beam of alpha particles [2]. From their observations, they concluded that the atom is almost empty and that the positive charges are concentrated in its centre, contributing to the foundation of a new theory of the atom. For the first time, sub-atomic matter was probed with beam scattering experiments. In 1932, the first nuclear disintegration was possible using protons accelerated with a Cockcroft-Walton DC generator [3, 4]. In 1939, the Nobel Prize was awarded to Ernest O. Lawrence for the invention of the first modern accelerator: the cyclotron [5]. In the following years, accelerators were more and more required to study sub-atomic physics and their development and performance optimisation became soon a specific branch of physics. In order to produce new particles with higher mass (following Einstein's relation $E=m c^{2}$ ), the particles needed to be accelerated always to higher
energy. This stimulated the birth of many laboratories around the world and allowed studying the fundamental physics interactions, during the $20^{t h}$ century. The review of the technological developments and physics discoveries made at accelerators is out of the scope of this thesis, but I want to cite the ADA (Anello Di Accumulazione) accelerator, which was the first-ever electron-positron particle collider and first electron-positron storage ring, measuring about 1.3 m in diameter. It was designed to store beams of 250 MeV and built in the Frascati National Laboratory in Italy in the 1961 by a group of physicists, lead by Bruno Touscheck [6]. It was soon transferred from Frascati, to Orsay, France, at the Linear Accelerator Laboratory, where it was tested with the laboratory's powerful particle injector and operated for four years [7]. At time of ADA's proposal, American physicists were moving away from using accelerators that sent a beam of particles into a fixed target and instead experimenting with colliding two beams of particles. ADA took this idea to the next level by replacing one of the beams of particles (electrons) with a beam of antiparticles (positrons), something that had never been tested. Even if no major particle physics discovery was reached with ADA, this machine allowed physicists to better understand several aspects of accelerator physics (like the Tousheck effect), and above all it represents the ancestor of a series of particle anti-particle colliders (SPEAR, SPS, Tevatron, LEP) which allowed major discoveries in Physics awarded by many Nobel Prizes.

After one hundred years, particle accelerators are still used to study fundamental physics and, in particular, the properties of the latest particles discovered in 2012 (Higgs Boson) can only be studied using a suitable particle accelerator. Modern colliders are the most sophisticated of all accelerator types and employ the most advanced technologies and beam physics techniques to push their performance.

Precisely at DA $\Phi$ NE, the second generation descendant of ADA (the first one being Adone), started my research activity in experimental physics during my PhD. At that time my major research interest was the role of strangeness in nuclear and hadronic physics. In particular I was involved in the search for neutron reach $\Lambda$-hypernuclei [8, 9],
and for the kaon bound states [10]. These researches are not discussed in the present manuscript. Starting from the end of my PhD, the majority of my research activity focused on optimization methods and beam physics aspects of present and future high energy accelerators. This is the subject of the present habilitation which is divided in the three following topics and chapters:

- Luminosity monitoring and impact of detector solenoid;
- Tuning strategies and performance studies of detectors and accelerators;
- Optics optimisation and non linear beam dynamics.

In the following, before to go into the details of the three specific topics, I introduce the accelerators and the experimental project I have worked on.

## The FINUDA experiment and the DA $\Phi$ NE accelerator

The FINUDA (acronym for "FIsica NUcleare a DA $\Phi$ NE") experiment was an unconventional example of a hypernuclear ${ }^{1}$ physics experiment, joining the characteristics of a fixed target experiment, of a tracker in a magnetic field and of an experiment at a collider, carried out in a $\phi$-meson factory. The detector was completed in 1998, but its installation on the machine was delayed due to problems of the superconducting coil for the solenoid magnetic field and, mainly, to unexpected drawbacks in the commissioning of the machine. On January 2003, at the beginning of my PhD, the operations devoted to the insertion of the detector in the collider interaction region were started and their completion took about four months. The first roll-in of the detector was done at the end of April 2003. The full detector was calibrated with cosmic rays during six weeks, with magnetic field off and on, in order to measure the alignment and to check the performances of the different sub-detectors. DA $\Phi$ NE engineering runs were delayed until September 2003, due to a

[^0]water supply shortage consequent to the exceptionally hot and dry summer that affected Europe. In October 2003 the first $\left(e^{+}, e^{-}\right)$collisions were achieved and first Bhabha ${ }^{2}$ events were detected by the FINUDA apparatus, as shown in Fig. 1.


Figure 1: (a) Front view of the FINUDA display reconstruction software, the $e^{+} e^{-}$pair following Bhabha scattering can be easily recognized. (b) Reconstructed event displayed for $K_{S} \rightarrow \pi^{+} \pi^{-}$.

DA $\Phi$ NE (Double Annular $\phi$-factory for Nice Experiments) is a $e^{+} e^{-}$collider running at the center-of-mass energy of the $\phi$-meson $(1020 \mathrm{MeV})$. It consists of two rings (Fig. 2), one for electrons and the other for positrons, that overlap in two straight sections where the beams collide. The energy of each beam is 510 MeV , in order to produce the $\phi$-meson in the collisions.

The $\phi$-particle main decay channels are [11:

$$
\begin{align*}
\Phi & \rightarrow K^{+}+K^{-} \quad(49.1 \pm 0.8) \% \\
& \rightarrow K_{L}+K_{S} \quad(34.1 \pm 0.6) \%  \tag{1}\\
& \rightarrow \rho \pi \rightarrow \pi^{+} \pi^{-} \pi^{0} \quad(15.5 \pm 0.7) \%
\end{align*}
$$

At the luminosity $\mathcal{L}=10^{32} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$, the $\phi$-meson is produced at a rate $\sim 4.4 \times 10^{2} \mathrm{~s}^{-1}$, therefore, $D A \Phi N E$ is a source of $\sim 2.2 \times 10^{2}\left(K^{+} K^{-}\right)$pairs/s, collinear, background free

[^1]

Figure 2: Geometrical design of the DAФNE main rings (top view).

| beam energy range | $(0.250 \div 0.750) \mathrm{GeV}$ |
| :--- | :--- |
| $\theta / 2$ (crossing angle) | $(10 \div 25) \mathrm{mrad}^{-2}$ |
| single bunch luminosity | $4 \times 10^{30} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$ |
| \# of bunches per ring | $(1 \div 120)$ |
| \# of particles per bunch | $8.9 \times 10^{10}$ |
| maximum luminosity | $5 \times 10^{32} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$ |
| crossing frequency | up to 368.25 MHz |

Table 1: DA D NE design values.
and of very low energy ( $\sim 16 \mathrm{MeV}$ ), since the $\phi$ is produced almost at rest.
Table 1 shows the DA $\Phi$ NE design values. The beam crossing angle determines a small momentum of the generated $\phi$ (boost of about $12.3 \mathrm{MeV} / \mathrm{c}$ ) directed toward the positive $x$ side.

The FINUDA apparatus used the charged low energy kaons to produce strange hyperon stopping the kaons in thin targets, disposed in octagon configuration around the beam pipe after the first two layer of vertex detectors used to identify the kaons couples.

Fig. 3 shows a global view of the apparatus. The layers of the tracker are contained inside a superconducting solenoid (the material used for the coil wire is $\mathrm{NbTi} / \mathrm{Cu}$ ) which provides a highly homogeneous (within $2 \%$ in the tracking volume) magnetic field of 1.0 T over a cylindrical volume of 146 cm radius and 211 cm length.

Three main regions can be distinguished inside the FINUDA apparatus.


Figure 3: Schematic view of the FINUDA spectrometer.

- The interaction/target region which is shown schematically in Fig. 4(a). Here, the highly ionizing ( $K^{+} K^{-}$) pairs are detected by a barrel of 12 thin scintillator slabs (TOFINO), surrounding the beam pipe, with a time resolution of a single mean timed slab of $\sigma \sim 250 \mathrm{ps}$ [12]. The TOFINO barrel is surrounded by an octagonal array of silicon microstrips (ISIM) featuring a spatial resolution $\sigma \sim 30 \mu \mathrm{~m}$ and an energy resolution on $\Delta E / \Delta x$ for the kaons from $\phi(1020 \mathrm{MeV})$ decay of $20 \%$ [13]. Thin solid target modules are positioned at a distance of a few millimetres on the external side of the octagon. The task of the ISIM detector is the determination of the $\left(K^{+} K^{-}\right)$'s interaction points. The expected precision is some hundreds micrometres, mostly due to multiple scattering in the very last part of the slow kaon trajectory.
- The external tracking device which consists of four different layers of position sensitive detectors. It is arranged with a cylindrical symmetry and it is immersed in a He atmosphere in order to reduce the effects of Coulomb multiple scattering. The trajectories of charged particles coming from the targets and crossing the tracking system are measured by: (i) a first array of ten double-sided silicon micro-strip modules (OSIM) placed close to target modules (see Fig. 4(a)); (ii) two arrays of
eight planar low-mass drift chambers (LMDC) filled with a ( $70 \% \mathrm{He}-30 \% \mathrm{C}_{4} \mathrm{H}_{10}$ ) mixture, featuring a spatial resolution of $\sigma_{\rho \phi} \sim 150 \mu \mathrm{~m}$ and $\sigma_{z} \sim 1.0 \mathrm{~cm}$ [14]; (iii) a STRAW tubes detector assembly, composed by six layers of longitudinal and stereo tubes, which provides a spatial resolution of $\sigma_{\rho \phi} \sim 150 \mu \mathrm{~m}$ and a $\sigma_{z} \sim 500 \mu \mathrm{~m}$ [15]. The straw tubes are positioned at 1.1 m from the beams interaction point. With the magnetic field set at 1.0 T , the achieved momentum resolution of the spectrometer, for $270 \mathrm{MeV} / \mathrm{c} \pi^{-}$'s, was $\Delta p / p=\sim 0.7 \%$ FWHM. It corresponds to an energy resolution $\sim 1.0 \mathrm{MeV}$ on hypernuclear spectra and of about 1.6 MeV FWHM on protons emitted in hypernuclear non-mesonic decay.
- The external time of flight barrel (TOFONE) which was composed by 72 scintillator slabs, 10 cm thick and 255 cm long, and provided signals for the first level trigger and for the measurement of the time-of-flight of charged and neutral particles, with a time resolution of a single TOFONE slab $\sigma \sim 350 \mathrm{ps}$ [12]. The detection of neutrons following hypernucleus decay was performed with an efficiency of $\sim 10 \%$, an angular acceptance of $70 \%$ and an energy resolution of $8-11 \mathrm{MeV}$ FWHM for neutrons of $65-80 \mathrm{MeV}$.


Figure 4: (a) Schematic view of the interaction/target region. (b) Scatter-plot of the reconstructed $y$ vs $x$ coordinates of the $K^{-}$stopping points. Due to the beam crossing angle, an asymmetric distribution of points is reconstructed in the x plane.

With the FINUDA apparatus we were able to define alternatives methods with respect to the standard accelerator ones to monitor and measure DA $\Phi$ NE parameters, such as luminosity, beam boost and distribution of collision points (the luminosity monitoring will be discussed in particular in chapter 11). As a member of the FINUDA collaboration, I was in charge of the data analysis to search for neutron rich hypernucley [9] and together with the group of the Bari University we had also the responsibility for the TOFONE subdetector and for the analysis of the TOF system (TOFONE + TOFINO) signals (which I discuss in chapter 2).

## The $e^{+} e^{-}$Compact LInear Collider

In order to efficiently accelerate electron at energies of the order of 500 GeV , without loosing too much power due to synchrotron radiation, linear colliders have been proposed as next generation $e^{+} e^{-}$colliders. The Compact Linear Collider (CLIC) is a TeV -scale high-luminosity linear $e^{+} e^{-}$collider proposal. It envisions three stages of construction and operation at c.m.e. of $380 \mathrm{GeV}, 1.5 \mathrm{TeV}$, and 3 TeV (Table 2), and a site length ranging between 11 km and 50 km . What makes it distinct from other colliders is its novel two-beam acceleration scheme. Normal Conducting (NC) copper high-gradient 12 GHz accelerating structures are powered by a high-current 1.9 GeV drive beam to efficiently enable an accelerating gradient of $100 \mathrm{MV} / \mathrm{m}$, about three times the gradient of the ILC super conducting cavities [16]. For the first CLIC stage at c.m.e. of 380 GeV , suitable for the Higgs boson and the Top studies, the optimum gradient turns out to be $72 \mathrm{MV} / \mathrm{m}$ [17]. Therefore, for this stage an alternative RF power driven option with 12 GHz klystron powering is also being considered [17. The maximum gradient must be achieved at nominal pulse length and shape ( 156 ns flat-top, 240 ns full length) and with a breakdown rate $(\mathrm{BDR})$ of less than $\sim 10^{-6}$ (low enough for the reliable operation of some 20000 structures in two linacs); this is one of the CLIC challenges. Figure 5 presents a schematic layout of the CLIC complex at 380 GeV c.m.e. The main spin-polarized $e^{-}$ beam is produced on a strained GaAs cathode in a conventional RF source and accelerated
to 2.86 GeV . The beam emittance $]^{3}$ is then reduced in a damping ring. For positron beam production, a dedicated 5 GeV linac sends electrons onto a crystal to produce energetic photons, which in turn hit a second target to produce $e^{+}$. These positrons are captured, accelerated to 2.86 GeV and sent through a series of two damping rings. The CLIC RTML (Ring-to-Main-Linac) system transports and accelerates 352 bunches, with 0.5 ns bunch spacing, in each electron and positron beam to 9 GeV , and compresses their bunch lengths to $70 \mu \mathrm{~m}$ r.m.s. (or $44 \mu \mathrm{~m}$ for higher c.m.e.). After the main linacs have accelerated the beams, collimators in the beam delivery system remove any transverse tails and off-energy particles, and finally the final focus magnets compress the beams to the required small transverse sizes at the collision point. After the collision, two post-collision lines transport the spent beams to the beam dumps.


Figure 5: CLIC accelerator complex layout at 380 GeV c.m.e.

The CLIC luminosity critically depends on beam emittances (particularly vertical ones) at the collision point (IP), requiring generation of $e^{+}$and $e^{-}$beams with a minimum emittance and their tight preservation during acceleration and focusing. The latter calls

[^2]for control of all relevant imperfections, such as:

- pre-alignment of all the main linac and beam delivery system components at the $10 \mu \mathrm{~m}$ level;
- suppression of vibrations of the quadrupoles due to ground motion to the level of 1.5 nm at frequencies above 1 Hz for the main linac (and to 0.2 nm above 4 Hz in the final focus system) [19];
- novel beam-based trajectory tuning methods to minimize the effect of dynamic and static imperfections using sub-micron resolution BPMs [20, 21;
- mitigation of the effect of wakefields caused by high current beams passing through misaligned accelerating structures.

Table 2: Parameters for the CLIC energy stages. The power consumptions for the 1.5 and 3 TeV stages are from the CDR .

| Parameter | Symbol | Unit | Stage 1 | Stage 2 | Stage 3 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Centre-of-mass energy | $\sqrt{s}$ | GeV | 380 | 1500 | 3000 |
| Repetition frequency | $f_{\text {rep }}$ | Hz | 50 | 50 | 50 |
| Number of bunches per train | $n_{b}$ |  | 352 | 312 | 312 |
| Bunch separation | $\Delta t$ | ns | 0.5 | 0.5 | 0.5 |
| Pulse length | $\tau_{\mathrm{RF}}$ | ns | 244 | 244 | 244 |
| Accelerating gradient | $G$ | $\mathrm{MV} / \mathrm{m}$ | 72 | $72 / 100$ | $72 / 100$ |
| Total luminosity | $\mathcal{L}$ | $10^{34} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$ | 1.5 | 3.7 | 5.9 |
| Luminosity above $99 \%$ of $\sqrt{s}$ | $\mathcal{L}_{0.01}$ | $10^{34} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$ | 0.9 | 1.4 | 2 |
| Main tunnel length |  | $\mathrm{km}^{2}$ | 11.4 | 29.0 | 50.1 |
| Number of particles per bunch | $N$ | $10^{9}$ | 5.2 | 3.7 | 3.7 |
| Bunch length | $\sigma_{z}$ | $\mu \mathrm{~m}$ | 70 | 44 | 44 |
| IP beam size | $\sigma_{x} / \sigma_{y}$ | nm | $149 / 2.9$ | $\sim 60 / 1.5$ | $\sim 40 / 1$ |
| Normalised emittance (end of linac) | $\epsilon_{x} / \epsilon_{y}$ | nm | $920 / 20$ | $660 / 20$ | $660 / 20$ |
| Normalised emittance (at IP) | $\epsilon_{x} / \epsilon_{y}$ | nm | $950 / 30$ | - | - |
| Estimated power consumption | $P_{\text {wall }}$ | MW | 252 | 364 | 589 |

During my fellow at CERN I was responsible for maintaining and developing simulation codes called PLACET [22] and GUINEA-PIG [23], which are reference codes for the CLIC beam dynamics studies. Using these codes and with other CERN post-docs, master and

PhD students I have contributed to study and to optimize performances in the Beam Delivery System (BDS) and Machine Detector Interface (MDI) areas of the project, as reported in several section of chapters 1 and 2 of this habilitation.

## The Large Hadron Collider and its upgrades

The superconducting Large Hadron Collider is the world's highest energy collider ( see Ref. [24] and references therein). It supports a broad particle-physics program at the energy frontier [25]. Over most of the LHC's 26.7 km circumference, the two counterrotating hadron beams are contained in two separate vacuum pipes passing through the same superconducting twin-apertures NbTi accelerator magnets. A dipole field of 8.3 T is required to bend hadrons with a momentum of 7 TeV per unit charge in the tunnel; this is $60 \%$ higher than in previous accelerators. The LHC beams cross at four IPs, which host two multipurpose high-luminosity experiments, ATLAS and CMS, and two special purpose experiments, ALICE (mainly devoted to heavy-ion physics) and LHCb (B meson physics). With four crossings, as shown in Fig. 6, each beam passes half of a revolution on the outer side, the other half on the inner, so that the circumferences of the two beams are identical. The other four Long Straight Sections (LSS) house the collimation (or beam cleaning) system, the radio frequency (RF) system and beam instrumentation and a system for beam extraction (Dump), see Fig. 6.

In $p p$ collisions the LHC has so far reached a world record luminosity of $2.1 \times 10^{34} \mathrm{~cm}^{-2} s^{-1}$, which, within the measurement accuracy, equals the record for $e^{+} e^{-}$colliders still held by KEKB. The LHC can also provide Pb-p collisions, and other ion-ion or ion-proton collisions, at different energies. The highest luminosity is achieved with the smallest possible beam cross-section, a large number of bunches and a high bunch population. Up to 2808 bunches can be filled and accelerated in each beam, the minimum distance between bunches is 25 ns or 7.5 m . Each proton bunch consists of up to $1.7 \times 10^{11}$ protons. The bunches have a typical length of 7 to 10 cm . At the interaction point the beam has a volume of about 20 microns $\times 20$ microns $\times 8 \mathrm{~cm}$. At 7 TeV , each LHC beam stores an


Figure 6: Layout of the LHC double ring, with its eight long straight sections hosting two general and two special-purpose experimental detectors and/or devoted to specific accelerator functions, such as betatron collimation (cleaning), momentum collimation, beam extraction, RF systems and diagnostics. (Image credit: CERN).
energy of up to 360 MJ . Machine protection systems with unprecedented safety levels are required to operate the LHC. This is achieved with a combination of active protection by equipment and beam parameter monitoring, as well as with passive protection by a large number of collimators.

The existing CERN proton accelerator chain provides the beams to the main LHC ring, see Fig. 7. After leaving the source, the protons are first accelerated in a linear accelerator (LINAC2) to 50 MeV . The beams from LINAC2 are further accelerated in the four Proton Synchrotron Booster (PSB) rings to 1.4 GeV , then by the Proton Synchrotron (PS) to 26 GeV . The Super Proton Synchrotron (SPS) at the end of the injection chain delivers protons for the LHC with an energy of 450 GeV through two over 3 km long


Figure 7: The CERN accelerator complex including the LHC and its injectors. After leaving the source, the protons are first accelerated in LINAC2 before they are passed on to the PS Booster, the PS, the SPS and finally to the LHC.
transfer lines (TI2 and TI8). After the LHC injection phase that lasts 20 to 30 minutes, the beams are accelerated in about 20 minutes using a specially designed superconducting radio-frequency system (RF) to an energy of up to 7 TeV . Sixteen cavities of high-purity niobium deliver an accelerating voltage of up to 16 MV per beam.

It is predicted that the final-focusing quadrupoles around the ATLAS and CMS experiments will be destroyed by radiation from collision debris after a total integrated luminosity of around $300 \mathrm{fb}^{-1}$. More than half of this value has already been delivered. This provides motivation for the High Luminosity LHC (HL-LHC) upgrade [26], scheduled for around 2025, when the final quadrupole triplets 4 will be exchanged with new ones of larger aperture.

[^3]
## HL-LHC

The main goal of the LHC upgrade is to achieve an integrated luminosity per year of about $250 \mathrm{fb}^{-1}$, without exceeding the 400 pile-up event per crossing in the two high luminosity experiments (ATLAS and CMS). Knowing the luminosity recipe for round beams:

$$
\begin{equation*}
L=\frac{n_{b} N_{1} N_{2} \gamma f_{r e v}}{4 \pi \beta^{*} \epsilon_{n}} F\left(\phi, \beta^{*}, \epsilon, \sigma_{s}\right) \tag{2}
\end{equation*}
$$

where $n_{b}$ are the number of bunches, $N_{1,2}$ are the number of proton per bunch, $\gamma$ is the relativistic factor, $f_{\text {rev }}$ is the revolution frequency, $\beta^{*}$ is the betatron function ${ }^{5}$ at the collision point, $\epsilon_{n}$ is the normalized emittance of the bunches and $F$ is the geometric reduction factor due to the crossing angle $\phi\left(F=\frac{1}{\sqrt{1+\left(\phi \sigma_{s} / \sqrt{\beta^{*} \epsilon}\right)^{2}}}\right.$. A number of performance optimisation of the LHC complex are required to maximise luminosity, as reported in A.7:

- maximize bunch intensities
- minimize the beam emittance
- minimize beam size at the collision point
- maximize number of bunches
- compensate for ' F '
- Improve machine 'Efficiency'

The higher bunch intensities and the reduction of emittance will be achieved by the injector complex upgrades, with some limitation on the bunch population due to the longitudinal acceptance of the LHC for bunches that are longitudinally stable in the SPS, at injection [26]. The reduction of the beam sizes at the collision point will be possible thanks to new inner triplet magnets with larger aperture and realized in new $\mathrm{Nb}_{3} \mathrm{Sn}$ superconducting cables, instead of NbTi cables used for LHC. The maximum number of

[^4]bunches that can be transferred from the SPS to the LHC is limited to 288 by machine protection considerations. The compensation for the geometric redaction factor $F$ will be realised installing new equipment in the ring such as the superconducting RF crab cavities [28, 29, 30]. They are deflecting cavities which rotate the beam along the horizontal or vertical axis. In 2018, first beam tests of such crab cavities with protons were successfully performed at the CERN SPS [31]. With all these improvements the instantaneous (or peak) luminosity of about $19 \times 10^{34} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$ could be achieved. Therefore luminosity levelling techniques will be implemented, which allows sustaining the operational luminosity, and the associated event pile-up in the detector, at a constant level over a significant time by means of several methods:

- a gradual reduction of the betatron function at the interaction point $\left(\beta^{*}\right)$;
- changes in the RF voltage of crab cavities or more sophisticated crabbing schemes [32];
- dynamic bunch-length reduction;
- controlled variation of the transverse separation between the two colliding beams.


## FCC-hh

A further increase in the collider size by a factor of about 4 compared with the LHC, i.e., to a circumference of 100 km , yields a c.m.e. of 100 TeV with 16 T dipole magnets technology (Future Circular Collider, hadron version "FCC-hh") [34. This goal defines the overall infrastructure requirements for the FCC accelerator complex.

Figure 8 indicates the proposed location of the FCC in the Lake Geneva basin, connected to the existing CERN/LHC accelerator complex. The principal structure for the collider is a quasi-circular 97.75 km long tunnel composed of arc segments interleaved with straight sections. Approximately 8 km of bypass tunnels, 18 shafts, 14 large caverns and 12 new surface sites are also planned. The tunnel location and depth were optimized taking into account the local geology. Collider luminosity should ideally increase with the

Table 3: HL-LHC nominal parameters for 25 ns operation for two production modes of the LHC beam in the injectors described in Ref. [33].

| Parameter | Nominal LHC <br> design report | HL-LHC <br> standard | HL-LHC <br> BCMS |
| :--- | :--- | :--- | :--- |
| Beam energy in collision $[\mathrm{TeV}]$ | 7 | 7 | 7 |
| Particles per bunch, $N\left[10^{11}\right]$ | 1.15 | 2.2 | 2.2 |
| Number of bunches per beam | 2808 | 2748 | 2604 |
| Beam current $[\mathrm{A}]$ | 0.58 | 1.09 | 1.03 |
| Crossing angle in ATLAS and CMS | 285 | 590 | 590 |
| Minimum $\beta^{*}[\mathrm{~m}]$ | 0.55 | 0.15 | 0.15 |
| Levelled luminosity $\left[10^{34} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}\right]$ | - | 5.0 | 5.0 |
| Virtual Luminosity with crab cavity $\left[10^{34} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}\right]$ | $(1.18)$ | 19.54 | 18.52 |
| $\epsilon_{n}[\mu \mathrm{~m}]$ | 3.75 | 2.50 | 2.50 |
| $\epsilon_{L}[\mathrm{VS}]$ | 2.50 | 2.50 | 2.50 |
| r.m.s. energy spread $[0.0001]$ | 1.13 | 1.13 | 1.13 |
| r.m.s. bunch length $[$ cm] | 7.55 | 7.55 | 7.55 |
| Total loss factor $R_{0}$ without crab cavity | 0.836 | 0.305 | 0.305 |
| Total loss factor $R_{1}$ with crab cavity | $(0.981)$ | 0.829 | 0.829 |
| Beam-beam/IP without crab cavity | 0.0031 | 0.0033 | 0.0033 |
| Beam-beam/IP with crab cavity | $(0.0038)$ | 0.0011 | 0.0011 |
| Events/crossing without levelling and crab cavity | $(27)$ | 198 | 198 |
| Events/crossing with levelling and crab cavity | $(27)$ | 138 | 146 |

square of the energy, since cross sections decrease as the inverse square of energy. However, due to the nonlinear parton distribution inside the colliding protons, even a lower luminosity can produce exciting physics [35]. The LHC design has already dramatically increased luminosity compared with previous machines. Much higher luminosity still is expected for the proposed FCC-hh. Even higher luminosity can be achieved by reducing the IP beta functions. An ongoing study aims at pushing the FCC-hh $\beta^{*}$ down to 5 cm [36]. Like HL-LHC, the crossing angle needs to be increased as the $\beta^{*}$ is reduced to mitigate parasitic beam-beam collisions, and to counteract the degradation of luminosity due to the reduction of geometric overlap of the beams FCC-hh will also use novel crab cavities 31.

Future hadron colliders are characterized by record high stored beam energy, rendering machine protection one of the greatest concern. A very challenging multi-stage collimation system is needed to avoid local beam loss spikes near cold magnets, which would


Figure 8: Study boundary (red polygon), showing the main topographical and geological structures, LHC (blue line) and FCC tunnel trace (brown line) 34.
induce magnet quenches. Beam injection and beam extraction are particularly sensitive operations, as injection or dump kickers are among the fastest elements in the machine. The collider design must be robust against the sudden asynchronous firing of a kicker unit. The collimators are likely to be the first element to be hit by the beam in case of any fast failure and must be able to withstand the impact of one or a few bunches. The primary and secondary collimators of the LHC are based on carbon-carbon composite material. For the HL-LHC and future hadron colliders, even stronger materials are being developed and examined, which also feature higher conductivity and, hence, lower "impedance". More advanced options include the use of short bent crystals as primary collimators 37] and the deployment of hollow electron-beam lenses as non-destructible collimators [38], as already considered by the HL-LHC project. Acceptable performance of the collima-
tion system, along with small IP beta function, also requires an excellent optics control. In view of the substantial ring circumference and the associated low momentum compaction, hadron beam intensity in very large accelerators may be limited by conventional instabilities. In particular the resistive wall instability becomes a concern due the low revolution frequency, and TMCI (Transverse Mode Coupling Instability) could appear at injection due to the low synchrotron tune [39, 40]. For future higher-energy hadron colliders, synchrotron radiation damping becomes significant. In such a situation, longitudinal emittance needs to be kept constant during the physics store through controlled longitudinal noise excitation, in order to maintain longitudinal Landau damping [41]. At the same time, the transverse emittance shrinks due to strong radiation damping, while proton intensity rapidly decreases as a result of the "burn-off" due to the high luminosity. For the FCC-hh, the transverse emittance damping time is shorter than the proton burn-off time. As a result, the total beam-beam tune shift increases during the store. At some point, the beam-beam limit is reached, and, from this point onward, the transverse emittance must be controlled by transverse noise excitation, so as to keep the beam-beam tuneshift at, or below, the empirical limit. This limit determines the further luminosity evolution during the store and the optimum run time [42].

Chapter 3 and section 2.2 describe my contribution to these projects. I performed optics design and single particle dynamic study to better understand and to optimize performances of the HL-LHC and FCC-hh colliders. They are the result of a close collaboration with CERN and Politecnico di Milano, and involve the work of several colleagues, post-docs, PhD students and master students.

## Chapter 1

## Luminosity monitoring and impact of

## detector solenoid

Luminosity is a key figure in experimental physics, relating the observed number of events of a given process to its cross section. The relation:

$$
\begin{equation*}
\mathcal{L} \sigma_{c}=N_{e v} \tag{1.1}
\end{equation*}
$$

relates the luminosity $\mathcal{L}$, the cross section $\sigma_{c}^{11}$ of an elementary process in a given part of the phase space defined by experimental selection cuts, and the number of detected events $N_{e v}$ of the process in the same part of the phase space. It is the principal target parameter in the design of a collider, it can be defined by the expression:

$$
\begin{equation*}
\mathcal{L}=\frac{N^{2}}{4 \pi \sigma_{x} \sigma_{y}} f_{\text {rep }} N_{b} \tag{1.2}
\end{equation*}
$$

where $N^{2}$ is the population of the two symmetric bunches, $\sigma_{x, y}$ are the beams widths in the transverse plane (corresponding the the standard deviation in case of Gaussian bunches), $f_{\text {rep }}$ is the accelerator repetition rate (or revolution frequency in case of circular colliders), $N_{b}$ is the number of bunches per train. Usually, for colliders, the integrated and

[^5]instantaneous (or peak) luminosity can be calculated using the accelerator physics relation of Eq. 1.2 and standard machine parameters, continuously measured by instruments positioned along the rings. This procedure is accurate, but it is not a direct measurement of the luminosity in the specific interaction region. Commonly, in the forward region of detectors in colliders, luminosity is precisely measured with dedicated calorimeters to detect an elementary process whose cross section is well known or can be precisely calculated, such as the Bhabha scattering process for electron-positron colliders or the quasi-elastic scattering for the high energy protons machines. Precision better than per mille level in the luminosity measurement was reached using Bhabha scattering at LEP, thanks to a careful experimental setup, and precise quantum electrodynamics (QED) calculations 43, 44, 45, 46.

Nevertheless, depending on the physical channel of interest or due to competing processes other signals can be more precise or easier to be detected, like in the case of the FINUDA experiment or the case of CLIC at 3 TeV centre of mass energy (c.m.e.).

### 1.1 DAFNE monitored by FINUDA

With the FINUDA apparatus at the DA $\Phi$ NE collider we could measure on-line luminosity using both the Bhabha scattering process and the kaons rates, produced by the decay at rest of the $\Phi$ meson. To provide the on-line luminosity values in time intervals of the order of few seconds, FINUDA could exploit the counts of the scalers measuring the Bhabha trigger rate. Such counts were transformed in $L_{\text {peak }}$ values using a conversion factor obtained from the Bhabha runs where events had been fully reconstructed. There is indeed a fixed relationship between the total counted Bhabha triggers and the total number of Bhabha events reconstructed. This relationship was determined using the FINUDA Monte Carlo code and tuned experimentally at the beginning of FINUDA runs. The luminosity measured with this method, in spite of its larger error with respect to those provided by the reconstruction procedures, was, however, precise enough for the
aim of on-line monitoring the $L_{p e a k}$ values of $\operatorname{DA} \Phi \mathrm{NE}$ luminosity. Moreover, with this method, the values of $L_{\text {peak }}$ could also be obtained when the trigger used in the data taking was not the Bhabha one, since no reconstruction of Bhabha events was needed, but only the reading of a dedicated scaler permanently counting the Bhabha trigger conditions occurring during any run. In Fig. 1.1 typical plot of the $L_{\text {peak }}$ luminosity measurement provided with the method described above, is given. The figure shows the circulating $e^{-}$and $e^{+}$currents, and the instantaneous (peak) and integrated luminosity values as measured by FINUDA during a 2 h period of data taking. For the sake of comparison, the peak luminosity values calculated using accelerator physics relations by means of the data provided by DAФNE monitoring devices are shown as well.


Figure 1.1: The DA $\Phi$ NE currents (top plot) for $e+$ (red) and $e^{-}$(blue) beams; the peak luminosity (mid plot) as measured by FINUDA(green points) and provided by DAФNE (red points), and the DA $\Phi$ NE integrated luminosity (bottom plot), during a 2 h interval of data taking.

The instantaneous (or peak) machine luminosity was also continuously monitored by counting the reconstructed Bhabha events (offline procedure), as described in detail in
A. 1.


Figure 1.2: Invariant mass of the colliding $e^{+} e^{-}$, as selected and reconstructed in two runs of Bhabha trigger. The main peak at $M_{i n v}=1.019 \pm 0.015 \mathrm{GeV} / c^{2}$ measures the $e^{+} e^{-}$collision energy.

Nevertheless, in the case of the DA $\Phi$ NE $\Phi$-factory, Bhabha events are not so sensitive to center of mass energy, while kaons production is (the exact energy to produce the $\Phi$ is required to be well within $\pm 1 \mathrm{MeV}$ ). For such a small energy displacement, the variation of the Bhabha counts or the displacement of the invariant mass $\underbrace{2}$ Bhabha peak are practically not detectable. Hence, a different method of performing an accurate monitoring of both the luminosity and the c.m. energy had to be employed by FINUDA: the method was based on the complete reconstruction and counting of events coming from the $\phi(1020)$ decay mode into $K_{S}^{0} K_{L}^{0}$ collected during Bhabha runs. After the $K_{S}^{0}$ mass peak has been identified (see low energy part of the spectrum shown in Fig. 1.2), the number of corresponding events $N_{K_{S}^{0}}$ was divided by the number $N_{\text {Bhabha }}$ of Bhabha events collected

[^6]and reconstructed in the same run. This procedure was repeated changing slightly the energy of the two DAФNE beams at each step. The tuning of the machine at the $\phi(1020)$ energy corresponds to the maximization of the ratio $N_{K_{S}^{0}} / N_{B h a b h a}$. After the collider has been properly tuned in energy, this ratio is checked at regular time intervals to monitor its stability during the whole period of data taking. Therefore, for the FINUDA experiment the optimum luminosity was reached continuously monitoring and maximising the ratio of the hadronic production from the $\Phi$ decay and the Bhabha scattering ( $N_{K_{S}^{0}} / N_{\text {Bhabha }}$ ). The FINUDA apparatus allowed also to reconstruct other machine parameters; such as the distributions of $e^{+} e^{-}$collision points and the beams boost due to $e^{+} e^{-}$crossing angle, as described in A.1.

### 1.2 Luminosity monitoring in future electron-positron linear colliders

In future linear lepton colliders, luminometers are foreseen to measure luminosity. The luminometer (LumiCal) is designed as a pair of sampling calorimeter $\Delta^{3}$ with cylindrical geometry, centred around the outgoing beam axis at $\sim 2.5 \mathrm{~m}$ from the interaction point (IP) on both sides. In order to reach the target luminosity at future linear colliders, the electron and positron beams will be focused to a few nm in the vertical direction, and a few ten to few hundred nm in the horizontal directions at the interaction point (IP). This results in extremely high local charge densities, and extremely intense EM interaction between the opposing bunches. In case of a charge moving with relativistic velocity v , the component of EM field perpendicular to v scales with the Lorentz factor. At future linear colliders, the Lorentz factor of the bunches is of the order of $10^{6}$ in the lab frame, or $10^{12}$ in the rest frame of the opposing bunch. Since the bunches have opposite charge signs, the direction of the perpendicular component of the Lorentz force points towards

[^7]| Total Luminosity | $\left[10^{34} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}\right]$ | 5.9 |
| :--- | :---: | :---: |
| Peak Luminosity | $\left[10^{34} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}\right]$ | 2.4 |
| repetition freq. | $[\mathrm{Hz}]$ | 50 |
| bunches/train |  | 312 |
| intra-bunch dist. | $[\mathrm{ns}]$ | 0.5 |
| particles/bunch | $\left[10^{10}\right]$ | 0.372 |
| bunch length | $[\mu \mathrm{m}]$ | 44 |
| emittances H/V | $[\mathrm{nm}] /[\mathrm{nm}]$ | $660 / 20$ |
| beam sizes | $[\mathrm{nm}] /[\mathrm{nm}]$ | $45 / 1$ |

Table 1.1: CLIC parameters at 3 TeV c.m.e. taking into account machine imperfections. the bunch center. This results in a very strong focusing effect of the bunches (called the pinch effect). The pinch effect enhances the luminosity, but due to the strong bending of the beam particle trajectory, induces emission of intense and energetic EM radiation, called Beamstrahlung, which smears the peak of the luminosity spectrum. In addition to beamstrahlung photons, also QED and quantum chromodynamics (QCD) backgrounds are produced during collision. The relevant processes are: coherent pair production, incoherent pair production and $\gamma \gamma$ to hadrons events. All together they create additional background on the luminosity calorimeter. At CLIC maximum energy ( 3 TeV in the c.m.) the coherent pair production, the incoherent pair production and hadronic events rates are expected to be high, as shown in Table 1.2 using the parameters reported in table 1.1.

On average two beamstrahlung photons are emitted per beam particle. Their energy distribution is peaked at low values but a significant number of them can reach the nominal beam energy, as shown in Fig. 1.3(left). The deciding parameter, governing the yield of the strong field processes and the shape of the spectrum of the produced leptons, is the Lorentz invariant quantity $\Upsilon$ defined as:

$$
\begin{equation*}
\Upsilon^{2}=\frac{\left(F^{\mu \nu} p_{\nu}\right)^{2}}{m^{2} c^{2} \mathcal{E}_{0}^{2}} \tag{1.3}
\end{equation*}
$$

where $F^{\mu \nu}$ is the electromagnetic field tensor and $p^{\nu}\left(\hbar k^{\nu}\right)$ is the four-momentum of the impinging lepton (photon) and $\mathcal{E}_{0}$ is the local electric field in the two bunches reference
frame. At CLIC energies, where the beamstrahlung parameter $\Upsilon$ can be much larger than 0.5 , the emitted photons can turn into $\mathrm{e}^{+} \mathrm{e}^{-}$pairs by interacting with the collective field of the oncoming beam, so called coherent process. The energy spectrum of the produced pair depends on the beamstrahlung parameter, very low energy pairs are created only for high value of $\Upsilon$. The angular distribution is boosted in the direction of the mother


Figure 1.3: Energy distribution (a) and angular distribution (b) of the particles produced in beam-beam background.
particle of the intermediate photon. The red lines in Fig. 1.3 (left) and Fig. 1.3(right) show their expected energy and angular distribution. In CLIC at 3 TeV c.m.e. the coherent pair creation is the dominant process which produces $\mathrm{e}^{+} \mathrm{e}^{-}$pairs during collision, $6.6 \times 10^{8}$ coherent pairs are expected. Nevertheless at quantum beamstrahlung regime $\Upsilon>1$ and for very short bunch length the creation of pair may occur by an intermediate virtual photon, in which case the pair production is said to occur by the trident process. The implementation of this process in GUINEA-PIG has been realized with a PhD student and is described in A.3, their production in the GUINEA-PIG code follow the one of the coherent pairs, except for the virtuality of the intermediate photon. The expected energy spectrum and their angular distribution for the nominal CLIC beams are shown by the light-red in Fig. 1.3 (left) and Fig. 1.3(right), respectively. As coherent pairs they follow mainly the beam direction while leaving the interaction region. Their angular distribution is well confined in the 10 mrad opening angle of the interaction region beam pipe.

| $\Delta \mathrm{E} / \mathrm{E}_{B S}$ | $29 \%$ |
| :--- | :---: |
| $\mathrm{n}_{\gamma}$ | 2.1 per beam particle |
| $\mathrm{N}_{\text {coherent }}$ | $66 \times 10^{7}$ |
| $\mathrm{~N}_{\text {trident }}$ | $67 \times 10^{5}$ |
| $\mathrm{~N}_{\text {incoherent }}$ | $330 \times 10^{3}$ |
| $\mathrm{~N}_{\text {incoh-muons }}$ | 12.50 |
| $\mathrm{~N}_{\text {hadrons }}$ | 3.2 |
| $\mathrm{~N}_{\text {radiative-Bhabhas }}$ | $110 \times 10^{3}$ |

Table 1.2: Average energy loss due to beamstrahlung and expected beam-beam background rates per bunch crossing for the beam parameters reported in Table 1.1

Most of the low energy incoherent $\mathrm{e}^{+} \mathrm{e}^{-}$pairs are created at the future linear colliders by individual scattering of particles according to three main processes, the so called BreitWheeler $\left(\gamma \gamma \rightarrow \mathrm{e}^{+} \mathrm{e}^{-}\right)$, Bethe-Heitler ( $\mathrm{e}^{ \pm} \gamma \rightarrow \mathrm{e}^{ \pm} \mathrm{e}^{+} \mathrm{e}^{-}$) and Landau-Lifshitz $\left(\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow\right.$ $e^{+} e^{-} e^{+} e^{-}$) processes. Their are well known QED processes widely described in standard textbooks [49]. The main formulas implemented in GUINEA-PIG are described in [50]. Their expected rate in CLIC at 3 TeV c.m.e. is $\sim 330 \times 10^{3}$, lower then the coherent pair one. Having very low energy, they can be highly deflected in the electromagnetic field of the incoming bunch therefore, they can enter in the detector region. The same process can lead to the production of muon pairs as described in [51], the expected number of muons pair is 12.5 per bunch crossing.

Hadronic events are also produced at $\mathrm{e}^{+} \mathrm{e}^{-}$colliders through the $\gamma \gamma \rightarrow$ hadrons reaction. The cross section is known experimentally up to 200 GeV . Different parameterizations of the cross section with the energy are implemented in GUINEA-PIG, which extrapolate experimental values. According to the one in 52 the expected number of $\gamma \gamma$ collisions per bunch crossing is 3.2 for a center of mass energy of the two photons of $>2 \mathrm{GeV}$. The energy distribution of the produced hadrons is peaked at low energy and their angular distribution is more central then the incoherent pairs one, allowing them to reach the central detector region.

Radiative Bhabhas is another well known QED process, in which the binary collision
of the electron-positron lead to the emission of a photon in the final state $\left(\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow \mathrm{e}^{+} \mathrm{e}^{-}\right.$ $\gamma)$ [53]. At lowest order the process (in t channel) can be modelled as a two steps reaction: first an $\mathrm{e}^{-} / \mathrm{e}^{+}$is substituted by its photon equivalent spectrum, then the compton scattering of the photon on the $\mathrm{e}^{+} / \mathrm{e}^{-}$is calculated. The expected rate at CLIC is $\sim 110 \times 10^{3}$. The energy and angular distributions of the scattered $\mathrm{e}^{-} / \mathrm{e}^{+}$and photon are shown by the pink and light-pink curve in Fig. 1.3 (left) and Fig. 1.3(right). Their energy is spread over a wide range (from 0 up to the nominal beam energy). Their angular distributions are mainly peaked in the very forward direction.

For beam emittances that include budget for imperfections (see Table 1.1) an upper limit for the production rate of all the processes listed above is given in Table 1.2. The actual values depend on the single machine and change during operation.

All these processes under certain conditions may enter in the detector region, generating background in the vertex and forward region detectors, including in particular the Luminometer. The Luminosity measurement by this dedicated instrument might be less accurate and clean than for previous (lower energy) colliders. Furthermore, as already said their rates can vary with the machine configuration, i.e. according to the LINAC and Beam Delivery System imperfections that can generate offsets and aberrations of the colliding beams. In A.2, A.4 a study of the dependence of backgrounds rates and luminosity on beam offsets and aberrations at the collision points is presented. These study have shown that the incoherent processes, such as incoherent pairs and hadronic events, have the same variation of luminosity within $20 \%$ (i.e., the correlation between the change of these event rates and the change of luminosity is close to 1 ), regardless of the aberrations considered. The coherent processes, such as coherent pairs and beamstrahlung, have a different variation with respect to luminosity (i.e. their correlation is far from 1) and present a different variation according to the aberrations too. Therefore, by measuring the variation of the rates of the incoherent processes (with dedicated scalers, like the Bhabha rate or the kaon to Bhabha ratio, in the FINUDA detector) is possible to evaluate the variation in the luminosity with $20 \%$ uncertainty, without actually measuring it. The
variation of the rates of coherent processes could be used in combination with the one of incoherent processes to identify the main aberrations of the beams, in dedicated feedback. In practice, it is critical to define a signal that can be easily identified against the other processes. Experimental techniques to detect beamstrahlung photons in the CLIC postcollision line can be found in 54]. The incoherent pairs are produced with relatively small angles with respect to the beam axis, but are deflected by the beam fields. Thus, the pair particles can have large angles and enter in the detector region. The integration of pair energy above a certain angle with respect to the beam axis has been also studied as a potential signal for luminosity optimization in [55]. In CLIC their identification could be more complicated due to the presence of the coherent pairs in the forward region, leptons coming from hadronic events, and Bhabhas. Therefore, in A. 4 I have proposed to use the hadronic events as luminosity signal, by looking in particular at its multiplicity in the final state. This signal is of particular interest for the 3 TeV energy stage of CLIC, due to the much smaller production rate at lower energy. Recently, the beamstrahlung photons and incoherent pairs reaching the BeamCal calorimeter (which are available at 380 GeV , as well) have been proven successfully to recover luminosity in more than $90 \%$ of machine configurations [56]. The same studies are done and/or foreseen for the lepton option of the future circular colliders. Given the lower energies, the dominant processes in the beambeam interaction of the future lepton circular colliders are the beamstralhung photon, the incoherent pairs creations and radiative bhabha scattering from beam-beam interaction, and syncrothron radiation and beam-gas scattering beam-induced backgrounds.

I think it could be also interesting to study the possibility to improve the GUINEAPIG code from a computational point of view. Working for example on the tracking of the low energy pairs, optimizing the speed of the code in order to interface it with multi-turn tracking codes of $e^{-}, e^{+}$rings. It could be generalized to perform beam-beam studies with other particle species.

### 1.3 Synchrotron Radiation in the CLIC Detector Solenoids

Another source of beam aberrations and Incoherent Synchrotron Radiation (ISR) at the collision point, not considered in the previous study, is the Detector Solenoid, required by the experiments to reconstruct particle momentum from their bent trajectory. In


Figure 1.4: Schematic overview of the last 20 m of the final focus in CLIC (top panel). The experimental solenoid (green) is overlapping the QD0 (blue). Sextupoles SD0 and SF1 in red; strengths and signs of quadrupoles/sextupoles are indicated by the size and direction of the bars. In the middle panel the simulated SiD solenoid field is shown. The radial field in blue with values on the left side, and longitudinal field in green with values on the right hand side. In the bottom panel the tracking procedure is visualized.

Fig. 1.4 (top), the final 20 m of the CLIC BDS lattice at 3 TeV c.m.e. for the $\mathrm{L}^{*}$ option of 3.5 m , is shown. The residual field from an experimental solenoid typically extends $10{ }^{\circ} 15$ $m$ away from the interaction point (IP), depending on shielding and solenoid design. L* is the distance from the IP to the closest focusing magnet, which is the QD0 for CLIC. In the CLIC at 3 TeV c.m.e. with short $\mathrm{L}^{*}$, the main solenoid field overlaps with the last final focus magnets. This enhances the optical distortions at the IP [57] since the QD0 is, partly inside the experimental solenoid. Special care had to be taken to make sure the
interplay between the solenoid field and the magnet field was minimized. A solenoid will in general have a radial field component on any charged particle off the solenoid center line, with a maximum around the entrance of the solenoid. This is the region of maximum $\beta$-function in a linear collider, therefore, the beams are more sensitive to small errors. With a horizontal crossing angle, the horizontal solenoid field component will be larger than the vertical one, resulting in a strong vertical orbit displacement. In CLIC this orbit offset is typically of the order of $10 \mu \mathrm{~m}$, for a solenoid field of 4 or 5 Tesla and 1.5 TeV beam energy. The displacement results in a large vertical dispersion at the interaction point (IP). Furthermore, the beams in CLIC are exceptionally flat, which means that any coupling to the vertical plane significantly deteriorates the luminosity. Particles with large angles at the IP have a large displacement from the beam orbit in the region close to the last focusing magnet, where the radial solenoid field is strongest. Hence, the experimental solenoid introduces strong $y-x^{\prime}$ coupling at the IP which must be corrected. Furthermore, due to the high beam energy in CLIC, there is a significant emission of synchrotron radiation as a result of the beam deflection in the solenoid region. The unrecoverable loss is an important concern for CLIC. Optical aberrations can be corrected in several ways; using the final focus magnets, adding skew quadrupoles or compensating solenoid, as done around the FINUDA detector at DAФNE [58]) or proposed for ILC [57], using dipole orbit corrector integrated into the experiment [59], and finally considering longer L* 60. In A.5 we presented a new simulation approach which evaluates the effect of the ISR alone without the knowledge of the full compensation. The main concern was the impact of synchrotron radiation emitted in detector solenoid on luminosity that cannot be recovered or compensated. This approach was verified with a semi analytical approach, as well as a more time-consuming study where the full compensation was searched. There are two problems with the full compensation study which were addressed with the new simulation approach. First of all, it is a computationally demanding procedure, requiring on the order of weeks of CPU time to get to the final result. Second, once the result is obtained, one does not know if the remaining luminosity loss is purely due to ISR, or if
there are residual optical aberrations. The procedure to evaluate the luminosity loss due to ISR is described in the lower part of FIG. 1.4, the routine of the symplectic integrator, specifically developed for this tracking study, is briefly described in the appendix of the publication A.5. The beam is first tracked forward without synchrotron radiation, and without the solenoid field present. This provides the optimal beam distribution at the interaction point. The ideal IP beam distribution is tracked backwards through the beam line, with the solenoid field turned on, but still without synchrotron radiation. The result is a beam distribution with a perfect compensation for the coupling introduced by the solenoid field. Finally, the synchrotron radiation is turned on, and the beam is tracked forward through the beam line. The estimated luminosity was compared to a normal tracking of the beam without the solenoid field, but including ISR. Using this approach we evaluated the simulated SiD field maps presented in Fig. 1.4. The loss of peak luminosity due to ISR in the detector solenoid including the antisolenoid was found to be $(4.1 \pm 0.2) \%$ for the SiD detectorsolenoid field map [61], where the error bar is from the calculation of the luminosity in GUINEA-PIG. This result compared well to the result from the semi analytical calculation and from full compensation simulations, as widely discussed in A.5

The impact on luminosity and on beam-induced background of the relative misalignment between the final focus magnets, the anti-solenoid and the detector solenoid still remains to be evaluated. As well as the interplay of detector solenoid with crab cavity 4 , and the impact of vibrations of solenoid and final focus quadrupoles on the beams and luminosity. As for the case of the beam-induced background, the impact of the detector solenoid and its anti-solenoid on the beams is foreseen for the lepton option of the future circular colliders. The tracking procedure developped for CLIC might not be the best solution in the case of circular accelerators, an alternative procedure will be described in section 3.3 ,

[^8]
## Chapter 2

## Tuning strategies and performance studies of detectors and accelerators

With Tuning strategies I mean the mitigation of machine or detector imperfections that can have different origins. In the case of accelerators they are implemented to mitigate the static and dynamics imperfections in linear and circular accelerators. In the case of detector, they can be used to refer to calibration or final settings of the different apparatuses constituting the detector. For example the scintillation barrels, constituting the TOF system of the FINUDA detector, needed temporal synchronisation due to cable lengths differences and cross talk between cables.

In general, dedicated corrections schemes are used for the different cases, which exploit appropriate physics signals to compensate locally or globally the imperfections. Laser signal is used to align time signals from different subdetectors, combination of dipole correctors are employed to recover the orbit in accelerators, or sextupole knobs can be defined to recover beam distortion due to magnets displacements in accelerators. Even if the tuning knobs and signals used as figure of merit can be different for the different problems (detector, linear accelerator or circular accelerators) some common optimization algorithms can be applied ( for example Singular Value Decomposition [62] or Simplex [63]). Tuning strategies are important to improve or recover the performance of a detector or an
accelerator, while commissioning it or during the data taking. They are also used in the design phase of a project to define the performance of a detector or an accelerator and to provide tolerances on allowed imperfections for each subsystem. In the following, three examples are given: the synchronization of the TOF system of the FINUDA apparatus, the correction of linear imperfections in linear and circular hadron colliders and the tuning of the CLIC BDS against static imperfections of the magnetic elements.

### 2.1 Study of the TOF performance of the FINUDA apparatus

Experimental characterisation of scintillation detectors timing performance of the Internal (TOFINO) and External (TOFONE) scintillator barrels used in FINUDA experiment took advantage of detecting synchronous particle pairs produced in the two beams collision, namely $e^{+} e^{-}$pairs from Bhabha scattering and $K^{+} K^{-}$pairs from $\phi(1020)$ decay. Any experimental procedure aimed at timing synchronization of a complex device, composed of arrays of sub-detectors, is based on the detection of synchronous signals, to which a set of reference $t_{0}$ timing points is assigned and with respect to which time differences can be measured. In the case of FINUDA TOF detectors, the barrel temporal alignment process was split into two steps: a first rough alignment was performed during data taking by injecting simultaneously laser light pulses to every slab, while alignment refinements were the subject of a second step which took advantage of an offline analysis of the simultaneous hits of synchronous detected particles, namely $e^{+} e^{-}$pairs for the TOFONE detector and $K^{+} K^{-}$pairs for the TOFINO detector. Online laser alignment was carried out by recording the time of the detected laser light with respect to a common reference time, related to the same laser flash. An $N_{2}$ laser was employed with an enclosed Dye module, whose details are reported in A.6. The light emitted by the $N_{2}$ laser and Dye module combination is fed into a laser to optical fiber coupler connected to a 70 meter long quartz optical fiber. The length of this first optical fiber allowed the laser to be installed
far from the electronic timing equipment, thus avoiding any noise influence. On the other end, this first optical fiber is connected to a connector collimation package feeding a nonpolarizing cube beam splitter from which two beams depart separately towards TOFONE (at $0^{\circ}$ to the incident beam) and TOFINO (at $90^{\circ}$ ). Near the cube face opposite to the TOFINO beam a fast photo diode is located at a position allowing it to be triggered by the light diffused within the cube. The timing signal of this photo diode is used as a common reference time for the measurement of the online scintillator $t_{0}$ 's. The TOFINO and TOFONE laser beams are fed to a beam expander facing the individual fibers optics which go to the each scintillator slabs.


Figure 2.1: Distribution of the measured time difference of TOFONE $e^{+} e^{-}$pairs (a) and of TOFINO $K^{+} K^{-}$pairs (b), after the online synchronization corrections.

The overall time dispersion of the scintillator barrels were evaluated after the first temporal alignment step, as described above. The results are shown in Fig. 2.1 (a) for TOFONE and in Fig. 2.1 (b) for TOFINO. A greater effort at slab synchronization was still needed, i.e. a better determination of the $t_{0}$ values.

During the experiment, the $t_{0}$ set in use was frequently measured by flashing the whole scintillation arrays and acquiring the detection time of the laser light by all Light Detection Device (LDDs: i.e. PMT or HPD, more details are in A.6) with respect to the common reference time provided by the photo diode response timing. This technique, carried out while collisions are suspended, is independent of beam status and takes only a few
minutes, and so is very useful for monitoring the stability of the whole TOF system during data taking. Although this stability was in general found to be fairly good, the analysis of sample hit time difference distributions from synchronous particle pairs continued to show differences with respect to the expected average zero value, a sign of still imperfect time alignment due to the presence of some kind of flaw in the alignment procedure. The first investigation showed that the problem was mainly due to crosstalk between neighboring twisted pairs of the flat cables carrying timing signals to the TDC boards, when all the slabs were flashed at the same time. For the second run of the experiment, all TOF signal cables were replaced with new, higher quality and individually shielded twisted pairs, to reduce crosstalk and improve signal integrity and time resolution. Yet the problem persisted, proof of its complex nature. No quick alternative was found for the online refinement of a $t_{0}$ laser set. For this reason laser pulsing was used only for the important and frequent stability tests and for a first rough alignment, while a finer synchronization of each scintillator array was carried out by offline hit time data analysis of synchronous particle pairs. The $t_{0}$ values could be further refined by using the average features of the hit time difference distributions of synchronous particles impinging in coincidence on correlated slab pairs, as well as the average features of the hit position distributions for particle populations detected symmetrically around $z=0$. Using the $t_{0}$ 's determined with the laser, the hit time differences obtained from the detection of synchronous particles were used to obtain offsets of the average hit time difference with respect to the expected zero value, as shown in Figs. 9, 10 and 11 of A.6. These offsets were the main known terms for solving the problem of how to refine overall barrel synchronization. For $e^{+} e^{-}$Bhabha pairs detected in TOFONE, there was an experimental azimuthal angle correlation of $\Delta \phi=$ $130^{\circ}$ between the two hit slabs, implying a $26 \pm 1$ slab distance, to be considered either clockwise or counterclockwise, since the first hit could occur in either of the correlated slabs. This angular correlation was obtained by tracking the right- and left-handed helix paths in the magnetic field of the back-to-back scattered $e^{+} e^{-}$Bhabha pairs (see Fig. 1 (a)). This lead to measurements of hit time differences and corresponding offsets of their
mean values with respect to zero. In a similar way, 36 hit time difference measurements for $K^{+} K^{-}$pairs detected in TOFINO could be obtained, each of which provided an offset of the average value from zero. The first 12 were obtained from pure back-to-back events, requiring $K^{+} K^{-}$pairs hitting slabs at $\Delta \phi=180^{\circ}$ azimuthal angle difference, the socalled Gap 6 slabs. The other 24 were obtained from extended back-to-back events, in which a $K^{+} K^{-}$pair was detected at $\Delta \phi=150^{\circ}$ azimuthal angle difference (in either sense of rotation), the so-called Gap 5 slabs. The Gap 5 slab correlation was obtained by tracking the right- and left-handed helix paths in the magnetic field of some of the back-to-back $K^{+} K^{-}$pairs. Further data useful for the same goal were obtained from hit position distributions of any particle populations detected symmetrically around $z=0$. A scintillation hit position spectrum in long counters could be obtained from the time difference distribution of left minus right LDD timing, which must by definition be centred at zero for the above particle populations. Adopting the pulsed laser $t_{0}$ 's, a first analysis of hit position distributions was performed. A typical hit position distribution for two TOFONE slabs, obtained with a Bhabha particle hit population symmetrically detected around $z=0$ (determined using straw tubes [12]) adopting pulsed laser $t_{0}$ 's, is shown in Fig. 2.3(Left). These hit position distributions also presented a total of 72 offsets of the average value from zero, which could be used for the refinement of $t_{0}$ values. As for TOFONE, 12 more hit position distribution offsets could be found for TOFINO, using kaons detected symmetrically around $z=0$, as selected by ISIM [12]. Having collected all the above offset information, a system of equations could be written relating the corrections required to the laser $t_{0}$ values and the known offset values:

$$
\begin{array}{ll}
\left(t_{0_{\text {Left }}}-t_{0_{\text {Right }}}\right)_{1} & =\delta t_{1} \\
\left(t_{0_{\text {Left }}}-t_{0_{\text {Right }}}\right)_{2} & =\delta t_{2} \\
\vdots & \\
\left(t_{0_{\text {Left }}}-t_{0_{\text {Right }}}\right)_{n} & \\
\left(t_{0_{\text {Right }}}-t_{0_{\text {Left }}}\right)_{1} & =\delta t_{n} \\
\left(t_{0_{\text {Right }}}-t_{0_{\text {Left }}}\right)_{2} & =\delta t_{1} \\
& =\delta t_{2}
\end{array}
$$

$$
\vdots
$$

$$
\left(t_{0_{\text {Right }}}-t_{0_{\text {Left }}}\right)_{n}
$$

$$
\left(t_{0_{\text {Right }}}+t_{0_{\text {Left }}}\right)_{1}-\left(t_{0_{\text {Right }}}+t_{0_{\text {Left }}}\right)_{g a p_{1}}
$$

$$
=2 \overline{\delta t_{1, g a p_{1}}}
$$

$$
\vdots
$$

$$
\begin{array}{ll}
\left(t_{0_{\text {Right }}}+t_{0_{\text {Left }}}\right)_{n}-\left(t_{0_{\text {Right }}}+t_{\left.0_{\text {Left }}\right)_{n+\text { gap }}^{1}}\right. & =2 \overline{\delta t_{n, n+\text { gap }}^{1}} \\
\left(t_{0_{\text {Right }}}+t_{0_{\text {Left }}}\right)_{1}-\left(t_{\left.0_{\text {Right }}+t_{0_{\text {Left }}}\right)_{\text {gap }}}\right. & =2 \overline{\delta t_{1, g a p_{2}}}
\end{array}
$$

$$
\vdots
$$

$$
\left(t_{0_{\text {Right }}}+t_{0_{\text {Left }}}\right)_{n}-\left(t_{0_{\text {Right }}}+t_{\left.0_{\text {Left }}\right)_{n+\text { gap }}^{2}} \quad=2 \overline{\delta t_{n, n+\text { gap }}}\right.
$$

$$
\left(t_{0_{\text {Right }}}+t_{0_{\text {Left }}}\right)_{1}-\left(t_{0_{\text {Right }}}+t_{0_{\text {Left }}}\right)_{\text {gap } 3} \quad=2 \overline{\delta t_{1, g a p 3}}
$$

$$
\left(t_{0_{\text {Right }}}+t_{0_{\text {Left }}}\right)_{n}-\left(t_{0_{\text {Right }}}+t_{0_{\text {Left }}}\right)_{n+\text { gap }} \quad=2 \overline{\delta t_{n, n+\text { gap }}}
$$

Where the indexes gap $_{1}, g a p_{2}, g a p_{3}$ are the different distance in the TOFONE and TOFINO scintillator barrel described before. This system of equations is over determined, and so a best fit solution was searched for the corrections, based on ROOT classes [64], using a linear least squares search to minimize the $A \cdot x=y$, where $A$ is the $m \times n(m>n)$ matrix with $n$ parameters and $m$ equations. The vector $x$ (the corrections) was determined
with the SVD method.


Figure 2.2: Distribution of the measured time difference of TOFONE $e^{+} e^{-}$pairs (left) and of TOFINO $K^{+} K^{-}$pairs (right) after the offline synchronization corrections. The continuous line is the Gaussian fit with the mean and sigma values shown in the inset.

After finding such a solution, the analysis of the hit time differences for synchronous particle pairs and the one of hit position distributions for particle populations symmetrically detected around $z=0$ was performed by adopting the offline corrected $t_{0}$ values. The results are shown in Fig. 2.2 (a) for all the $e^{+} e^{-}$Bhabha pairs detected in TOFONE, in Fig. 2.2 (b) for all the $K^{+} K^{-}$pairs detected in TOFINO and in Fig. 2.3 (b) for the time difference distributions in the TOFONE slabs.

The mean value of the distributions in Fig. 2.2 is practically always zero, as expected from synchronous particle pairs. The standard deviation $\sigma$ of the overall TOFONE hit time difference for $e^{+} e^{-}$Bhabha pair distributions (Fig. 2.2 (a)), after offline synchronization, reached a value of $\sim 0.48 \mathrm{~ns}$ as compared with the several ns obtained after only laser synchronization and with the $\sim 0.40 \mathrm{~ns}$ of the individual TOFONE slab pairs. The standard deviation $\sigma$ of the overall TOFINO hit time difference distributions for $K^{+} K^{-}$ pairs, comprising all Gap 6 and Gap 5 slab coincidences, after offline synchronization, remained near the average $\sigma$ value obtained before for single slab pairs ( $\sim 0.31 \mathrm{~ns}$ ), passing from the several ns time dispersion of Fig. 2.1 (b) to the $\sigma \approx 0.32 \mathrm{~ns}$ of Fig. 2.2(b), a very significant improvement. The insertion in the calibration data base of the so determined


Figure 2.3: The Left-Right detection time difference distributions for Bhabha particles in two TOFONE slabs, detected symmetrically around $\mathrm{z}=0$ and determined using straw tubes [12], before (a) and after (b) the offline $t_{0}$ corrections.
$t_{0}$ offset greatly improved the TOF measurements. These measurements have been a key feature for charged particle identification or for neutron energy reconstruction in many of the physics analysis of the FINUDA collaboration [65, 66, 67, 68, 69].

### 2.2 Linear imperfections in linear and circular colliders

Alignment errors of the magnets and field errors of the accelerators main components (dipole, quadrupole and their skew equivalents) can lead to errors in beam transport e.g. perturbations in the position, beam sizes or dispersive effects, as well as global parameters like the beam tunes, in circular accelerators. The main contributors to the beam orbit error are the quadrupole position errors in the transverse planes, $x$ and $y$, and the $b_{1}$ dipole component error along the accelerator. The residual orbit $z$ ( $x$ or $y$ plane) at a position s is expected to change according to:

$$
\begin{equation*}
z_{s}=\sum_{i} \sqrt{\beta_{s} \beta_{i}} \theta_{i} \sin \left(\phi_{s}-\phi_{i}\right) \tag{2.2}
\end{equation*}
$$

for an open straight line, and according to:

$$
\begin{equation*}
z_{s}=\sum_{i} \sqrt{\beta_{s} \beta_{i}} \theta_{i} \frac{\cos \left(\pi Q-\left|\phi_{s}-\phi_{i}\right|\right)}{2 \sin (\pi Q)} \tag{2.3}
\end{equation*}
$$

for a circular accelerator. The index $i$ is the position of the error, $\theta_{i}$ is the equivalent dipole kick generated by the error (integrated dipole field error, dipole roll or $a_{1}$ field error and quadrupole displacement), $\phi$ is the phase advance of the particles at the position of the error and at the generic position $s$ around the accelerator. Q is the tune number in case of circular accelerators. It is worth noticing that, the residual closed orbit will diverge in the case of integer tune.

In uncoupled motion, the main contributions to the beam size error or beta-beating is the $b_{2}$ quadrupole component error, in case of circular machine:

$$
\begin{equation*}
\left(\frac{\Delta \beta}{\beta}\right)_{s} \approx \pm \sum_{i} \frac{\Delta k_{i} L_{i} \overline{\beta_{i}}}{2 \sin (2 \pi Q)} \cos \left(2 \pi Q-\left|\phi_{s}-\phi_{i}\right|\right) \tag{2.4}
\end{equation*}
$$

where $\Delta k_{i} L_{i}$ indicate the equivalent quadrupole integrated strength corresponding to the $b_{2}$ field error. $\overline{\beta_{i}}$ is the average betatron function at the location of the errors, and $Q$ is the betatron tune. In the case of straight lines, one looks for emittance mis-match due to $b_{1}, b_{2}$ field components and quadrupole displacement:

$$
\begin{equation*}
\Delta \varepsilon=\frac{1}{2}\left[\pi \Delta_{u}^{2}\left(\frac{1+\alpha}{\beta}\right)+\pi\left(\frac{\Delta B}{B \rho} L\right)^{2} \beta+\Delta K^{2} \beta^{2} \varepsilon_{0}\right] \tag{2.5}
\end{equation*}
$$

where, $\Delta_{u}^{2}$ is the quadrupole displacement in the $x$ and $y$ plane, $\frac{\Delta B L}{B \rho}$ is the dipole error and $\Delta K^{2}$ is the integrated quadrupole gradient error. Skew quadrupole component errors ( $a_{2}$ ) and the quadrupole rotation around the longitudinal axis or roll angle can also contribute to $\beta$-beating and as a consequence to beam sizes change, that is why $\beta$-beating is corrected together with coupling in circular machines [70]. Since the sources of coupling can be many and different in circular machine, usually their effect is described and corrected using the $\mathrm{C}^{ \pm}$coefficients or the $f_{1001}$ and $f_{1010}$ generating functions (according to the formalism
used). Their value along the machine include the sum of the contributing sources and characterise the amount of coupling to be corrected [70, 71]. Higher order multipoles impact $\beta$-beating through feed-down due to orbit or magnets displacement errors [72].

The main contributions to the dispersion error or dispersion-beating are the $a_{2}$ skew quadrupole component error, the quadrupole rotation error around the longitudinal axis (also called roll angle) and sextupole displacement for the vertical dispersion, and the $b_{2}$ quadrupole component error for the normalized dispersion:

$$
\begin{equation*}
\frac{\Delta D_{u}(z)}{\sqrt{\beta_{u}(z)}}=\sum_{i} \theta(i) \sqrt{\beta_{u}(i)} \sin (\phi(z)-\phi(i)) \tag{2.6}
\end{equation*}
$$

for open lines, and:

$$
\begin{equation*}
\frac{\Delta D_{u}(z)}{\sqrt{\beta_{u}(z)}}=\frac{1}{2 \sin \left(\pi Q_{u}\right)} \sum_{i} \theta(i) \sqrt{\beta_{u}(i)} \cos \left(\pi Q_{u}-|\phi(z)-\phi(i)|\right) \tag{2.7}
\end{equation*}
$$

for circular accelerators. Where the $\theta(i)$ stands for the equivalent kick generated by the different kind of errors (i.e. $\Delta y(i) k_{q} L(i)$ for quadrupole displacement, $\psi(i) D_{u}(i) k_{q} L(i)$ or $D_{u}(i) a_{2}(i)$ for quadrupole rotation $\psi$ or the skew quadrupole error, respectively; $\Delta y(i) k_{s} L(i)$ for sextupole displacement). The index $u$ indicates both $x$ or $y$ planes.

It is very important to be able to correct all these contributions by adding correction elements in the lattice. For this purpose, three different types of correctors are usually inserted in the lattice, together with diagnostic elements, like BPM (Beam Position Monitor), beam profile monitors or emittance measurements instruments:

- Dipole correctors or quadrupole movers to cancel the beam position around the optical axis; the simplest correction scheme is called "one-to-one", it aims at centering the trajectory at the next BPM. More complex schemes can take advantage of redundancy of diagnostic (like MICADO [73]);
- Skew quadrupole correctors or sextupoles movers to cancel the coupling contributions; that can be used to correct locally or globally coupling. They can be powered
individually or in combination of four or five, to define orthogonal knobs;
- Normal quadrupole correctors to correct $\beta$-beating and dispersion, and restore the beam tunes to their nominal values in case of circular accelerators;

The main constraint for the correctors when designing an accelerator is its maximum field (which is usually associated with the chosen technology) or the dynamic range of excursion amplitude in case of the elements movers. Therefore, the definition of the correction schemes imply also the definition of the initial errors (static or dynamic field errors and displacement of accelerator elements) that can be tolerated in the accelerators, called tolerances. The figure of merit used to determine the correction strategy and the tolerances on acceptable initial errors is different according to the accelerators, and also according to the type of particle or to its energy. They are mainly related to the stability of the particle motion inside the accelerator: orbit control, physical aperture limitations, particle losses and emittance growth. In this respect, I have tried different approaches to characterise the correction schemes and/or find tolerances:

- analytical methods for statistical analysis of the correction of orbit and coupling [74];
- one-to-one orbit correction, combined with analytical computation of coupling correctors in order to reduce $C^{-}$resonance in FCC-hh lattice 75]. Using transport codes it is possible to study statistically several configurations of the lattice according to given errors distributions;
- full tracking simulations with realistic errors in linacs or straight lines [76] [77] [78].

Usually, the correction is found by solving linear system of type $\mathbf{A} \vec{k}=\vec{o}$, where $\vec{k}$ are the correctors strength, $\vec{o}$ is the set of observable one wants to minimize and $\mathbf{A}$ is the correlation matrix. For example, in the case of the hadron option of the future circular collider, the linear errors correction was applied in a 3 -step procedure:

1. Analytical correction of the $a_{2}$ contribution to the coupling with skew quadrupoles

Table 2.1: RMS tolerance values of the dipole (Dip), quadrupole (Quad) and beam position monitor (BPM) alignment, in the arcs and dispersion suppressor of the FCC-hh CDR optics. LHC design values taken from [72] are shown for comparison.

| Element | Error | Description | Units | FCC | LHC | Comments |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Dip | $\sigma(\psi)$ | roll angle | mrad | 0.50 | $\mathrm{n} / \mathrm{a}$ |  |
|  | $\sigma(\Delta B / B)$ | random $b_{1}$ | $\%$ | 0.10 | 0.08 | LHC value includes $\sigma(\psi)$ |
|  | $\sigma(\Delta B / B)$ | random $b_{2}$ | $10^{-4}$ units | 0.92 | 0.80 |  |
|  | $\sigma(\Delta B / B)$ | random $a_{2}$ | $10^{-4}$ units | 1.1 | 1.6 |  |
|  | $\sigma(\Delta B / B)$ | uncert. $a_{2}$ | $10^{-4}$ units | 1.1 | 0.50 |  |
| Quad | $\sigma(x), \sigma(y)$ |  | mm | 0.50 | 0.36 |  |
|  | $\sigma(\psi)$ | roll angle | mrad | 1.0 | 0.50 |  |
|  | $\sigma(\Delta B / B)$ | random $b_{2}$ | $\%$ | 0.10 | 0.10 |  |
| BPM | $\sigma(x), \sigma(y)$ |  | mm | 0.30 | 0.24 | relative to quad. |
|  | $\sigma($ read $)$ |  | mm | 0.20 | 0.50 | accuracy |

2. Horizontal and vertical orbit correction, (employing SVD algorithm to find individual corrector strength)
3. Tunes correction with trim quadrupoles

A statistical study was performed by generating errors for 200 separate machines, with a different seed for each machine. Each machine was corrected with the aforementioned procedure. The errors were generated using the RMS tolerance values defined for the arc and dispersion suppressor elements according to Table 2.1 and for the insertion elements according to Table 2.2. The tolerances have been estimated for the high luminosity interaction regions and they were considered to be identical in all other insertions.

The following observables were studied at each element position and for each corrected machine:

- Horizontal and vertical residual orbit
- Horizontal and vertical residual angle
- Horizontal and vertical beta-beating $\Delta \beta=\left(\beta-\beta_{r e f}\right) / \beta_{r e f}$
- Horizontal and vertical dispersion beating $\Delta D=\left(D-D_{r e f}\right) / \sqrt{\beta_{r e f}}$

Table 2.2: RMS tolerance values of the dipole (Dip), quadrupole (Quad) and the beam position monitors (BPM) alignment, in the interaction regions of FCC-hh CDR optics. Values are for injection energy, and they also apply at collision (coll) energy unless specified. The values are used for all elements of the other insertion regions (if applicable).

| Element | Error | Description | Units | Triplet | Other | Comments |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Dip | $\sigma(\psi)$ | roll angle | mrad |  | 1.0 |  |
|  | $\sigma(\Delta B / B)$ | random $b_{1}$ | $\%$ |  | 0.05 |  |
|  | $\sigma(\Delta B / B)$ | random $b_{2}$ | $10^{-4} \mathrm{u}$. |  | $0.10 / 1.8$ | coll $(0.10 / 1.1)$ |
|  | $\sigma(\Delta B / B)$ | random $a_{2}$ | $10^{-4} \mathrm{u}$. |  | $0.20 / 0.10$ | coll $(0.10 / 0.20)$ |
|  | $\sigma(x), \sigma(y)$ |  | mm | 0.20 | 0.50 | Q7 in IR has 0.20 |
|  | $\sigma(\psi)$ | roll angle | mrad | 0.20 | 0.50 | TBD for IR |
|  | $\sigma(\Delta B / B)$ | random $b_{2}$ | $\%$ | TBD | 0.05 |  |
| BPM | $\sigma(x), \sigma(y)$ |  | mm | 0.30 | 0.30 | relative to quad. |
|  | $\sigma($ read $)$ |  | mm | 0.05 | 0.05 | accuracy |

- Dipole and quadrupole corrector strengths

The study was performed for two settings of the collider, at 3.3 TeV injection energy with a $\beta^{\star}$ of 4.6 m ("baseline injection"), and at 50 TeV collision energy with a $\beta^{\star}$ of 0.3 m ("nominal") and crossing scheme. For each observable the mean value, standard deviation and maximum value were computed over the 200 machines. The maximum value distribution was used to obtain the 90 -percentile value, the value for which $90 \%$ of the data points of a given distribution were included. In other words, the 90-percentile value gave a number for which $90 \%$ of the machines did not have an element of the beam line for which this number was exceeded. The 90-percentile values obtained are summarised in Table 2.3.

The results indicate that the residual orbit stays below 1 mm in both planes and for almost all machines. The residual angle did not exceed $35 \mu \mathrm{rad}$ at injection. At collision the residual angles were very similar. The beta-beating was relatively high at injection, with a 90-percentile value close to $25 \%$ in both planes, and well above the target of $10 \%$ assumed for beam stay clear calculations (i.e. the mechanical aperture of the machine imposed by beam halo collimation). For collision settings it became significantly higher, up to $34 \%$ in horizontal plane and $42 \%$ in vertical plane. There was no dedicated

Table 2.3: 90-percentile results obtained for the injection and collision cases for the FCC-hh CDR optics.

| Observable | Injection | Collision |
| :---: | :---: | :---: |
| Horizontal orbit | 0.80 mm | 0.79 mm |
| Vertical orbit | 0.73 mm | 0.73 mm |
| Horizontal angle | $26 \mu \mathrm{rad}$ | $26 \mu \mathrm{rad}$ |
| Vertical angle | $25 \mu \mathrm{rad}$ | $27 \mu \mathrm{rad}$ |
| Horizontal beta-beating | $22 \%$ | $34 \%$ |
| Vertical beta-beating | $24 \%$ | $42 \%$ |
| Horizontal dispersion beating | $2.3 \times 10^{-2} \frac{1}{\sqrt{m}}$ | $3.6 \times 10^{-2} \frac{1}{\sqrt{m}}$ |
| Vertical dispersion beating | $2.8 \times 10^{-2} \frac{1}{\sqrt{m}}$ | $2.7 \times 10^{-2} \frac{\sqrt{1}}{\sqrt{m}}$ |
| Hori. orbit correctors strength |  | 4.7 Tm |
| Vert. orbit correctors strength |  | 4.2 Tm |
| Skew quadrupoles strength |  | $148 \mathrm{~T} / \mathrm{m}$ |
| Trim quadrupoles strength |  | $140 \mathrm{~T} / \mathrm{m}$ |

correction of the beta-beating and residual coupling in these simulations, and the tune correction using the trims did not cancel coupling very efficiently. For comparison in the LHC coupling knobs are used to globally correct residual coupling in the accelerator. The results for the dispersion beating seemed satisfactory at injection, with 90 -percentile values below the LHC design values. The horizontal dispersion beating for the collision settings was slightly higher than the value used for the LHC design [72], but, as for $\beta$-beating no dedicated correction of dispersion was considered.

In order to improve the efficiency of the correction I would try to:

- put together dispersion, $\beta$-beating and coupling corrections in local and global way (like is done operationally in LHC), in order to find optimum correction schemes for the future colliders;
- use of machine learning techniques to define tuning strategy of future accelerators. One could use them for both: look for non-linear matching procedures in the correction strategy or substitute long tracking simulations with artificial intelligence based models.

In order to explore the limits of the old and new correction techniques, their applica-
tion to other kind of machine can be explored. For example, to foreseen high energy lepton machines or to exploring machine based on non-linear optics (like IOTA [79] at FERMILAB), which can run at integer tune but, following Eq. 2.3, standard SVD techniques should hardly converge in finding a solution for the correction.

### 2.3 CLIC Beam Delivery System tuning

The Beam Delivery of the compact linear collider is a highly non-linear system, which is non trivial to fine tune against static and dynamic imperfections. Conventional beambased alignment techniques (as described in the previous section) partially succeeded to tune the static imperfections in the CLIC BDS. In particular, they have been proven successful in the collimation section alone while they recover only few percent of luminosity when applied to the CLIC Final Focus System (FFS). This is due to its strong non-linear beam dynamics [80] and very low $\beta$ function at the IP $\left(\beta^{*}\right)$ 81.

In A. 4 we presented the results of different techniques applied to the CLIC BDS in order to mitigate static imperfections. Detailed studies for dynamic imperfections can be found in 82. The luminosity loss could be fully recovered by scanning precomputed orthogonal tuning knobs, even if the target of $90 \%$ of machine configuration with full luminosity was not reached. The source of the luminosity loss is therefore due to FFS detuning. A fast on-line tuning procedure is required in order to reduce the luminosity loss during operation as well as for the tune-up of the machine. The most successful tuning techniques exploits the luminosity as figure of merit. Therefore, it is mandatory to have a method to estimate luminosity that can be used for machine optimization, which motivates the study reported in section 1.2 .

The results of the tuning of the BDS against magnets displacements are summarized in Fig. 2.4 and the most significant numerical values reported in table 2.4. A random Gaussian displacement of each magnet with a $\sigma$ of $10 \mu \mathrm{~m}$ in the two transverse planes is considered. The number of machines reaching the target luminosity is quite differ-


Figure 2.4: Luminosity distribution of 100 machines after three different alignment procedures starting from an initial random pre-alignment of $10 \mu \mathrm{~m}$.
ent depending on the applied techniques. In order to accommodate for the static and dynamic imperfections the CLIC BDS lattice (with $\mathrm{L}^{*}=3.5 \mathrm{~m}$ ) was designed to reach a peak and total luminosity higher than the nominal values, by $\sim 20 \%$ and $\sim 30 \%$, respectively. The target luminosity after the correction for the static imperfections is $110 \%$, the remaining $10 \%$, to reach the design peak luminosity of $120 \%$, is the budget for the dynamic imperfections. Three different procedures have been studied. The Beam Based Alignment (BBA) technique consists of the one-to-one correction followed by Dispersion Free Steering ${ }^{1}$ (DFS) [83] in the vertical plane and target DFS in the horizontal one. The assumed BPM resolution in these simulations was 10 nm . These tuning knobs consist of linear combinations of the 5 FFS sextupole displacements built to control the main linear

[^9]| Technique | \# machines <br> $[110 \%$ of total $\mathcal{L}]$ | \# machines <br> $[110 \%$ of peak $\mathcal{L}]$ |
| :---: | :---: | :---: |
| BBA + Knobs | 38 | 20 |
| luminosity optimization | 36 | 24 |
| luminosity optimization + Knobs | 65 | 40 |

Table 2.4: Number of machines reaching the target luminosity for the static imperfections in the three combinations of techniques here studied.
aberrations of the beam at the Interaction Point (IP). The possibility to use tuning knobs based on linear combinations of sextupoles displacements had been already explored in CLIC [84]. Knobs that controls the offsets and angles at the IP, the waist shift and the dispersions functions were partially successful. New tuning knobs were built in A.4 using FFS sextupoles displacements, in order to control mainly couplings, dispersions and waist-shift in the two transverse planes [85]. These tuning knobs, applied after BBA, managed to shrink the transverse beam sizes close to the nominal values, recovering up to $50 \%$ of luminosity loss in half of the different seeds used in the simulation. Iterations of BBA and tuning knobs improved the correction. The final total and peak luminosity obtained after fifth iterations of this technique for 100 random misaligned machines are shown in Fig. 2.4 (blue line). About $30 \%$ of machines reached $110 \%$ of CLIC nominal luminosity. Of these about $15 \%$ exceed the design value of $130 \%$ for the total luminosity, while this was not the case for the peak luminosity. This effect was explained by the smaller horizontal beam size, reached after the BBA+FFS knobs scan, with respect to the nominal value, which causes on one hand the enhancement of total luminosity and on the other hand the emission of more beamstrahlung photons with the consequent increase of average energy loss that smears the luminosity spectrum in the energy peak.

The best tuning performance was obtained by combining luminosity optimization based on the Simplex algorithm and FFS knobs. In the luminosity optimization procedure, all the elements of the FFS were moved in order to maximize luminosity, using the NedlerMead algorithm (Simplex). In this case more than $60 \%$ of the machines reached $110 \%$


Figure 2.5: Number of luminosity measurements required in the three different alignment procedures in order to reach the results shown in 2.4 .
of CLIC total nominal luminosity. It is worth noticing that when the luminosity optimization was combined with tuning knobs about $90 \%$ of the machines reach $90 \%$ of CLIC nominal total luminosity (Fig. 2.4). Figure 2.5 shows the distribution of the number of iterations required by the techniques presented in Fig. 2.4. The iterations correspond to the number of luminosity measurements required. The number of luminosity measurements needed by the luminosity optimization procedure was one order of magnitude larger than the one required by the $\mathrm{BBA}+$ Knobs technique. It is therefore crucial for CLIC to be able to measure luminosity as fast as possible (in the order of seconds) and to be able to tune the system in the most efficient way. This is the main reason motivating the search for a fast luminosity monitoring signal discussed in the first chapter. The use of more sophisticated optimization algorithms and of non linear knobs could improve the overall luminosity results and reduce the number of luminosity measurements required. The final aim is the reduction of the accelerator commissioning and its fine tune time.

Very recently, an improved tuning procedure of two beams and using the incoherent pairs reaching the BeamCal as luminosity monitoring signal, have been proven successfully in fully recover luminosity of more than $90 \%$ machine configuration (for the 380 GeV
option) with order of 4000 luminosity evaluations [56. The improved tuning procedure includes same BBA described before, new sextupole knobs acting on the beam second moments at the interaction point and optimization of sextupoles positions (random walk optimization). To reduce computational time in this random walk optimization procedure a surrogate model of the final focus has been generated using Artificial Neural Networks 86 .

## Chapter 3

## Optics optimization and non linear beam dynamics

The first and necessary step in the conceptual design of an accelerator or in its upgrade is the definition of the optics functions and the study of the single particle dynamics that are able to meet the purpose of the machine (target luminosity for colliders, beam brightness for light sources, etc..). While in most cases consolidated schemes are used for the optics definition (FODO cells, doublet or triplet for final focus, etc...), in each application specific optimizations are required to improve performances (i.e. geological constraints, particles stability, beta* reach, beam cleaning, reducing power consumption's, etc...). In the context of future hadron accelerators at CERN, I have performed optics optimization of the high luminosity interaction region for the luminosity upgrade of LHC (HL-LHC) and studied single particle stability for HL-LHC (section 3.3) and for the hadron option of the Future Circular Collider; see sections 3.1 and 3.2, respectively. In all cases, I have used standard techniques and codes (developed at CERN), but I have also complemented them with my personal code development.

### 3.1 High luminosity interaction region optics optimization

As already explained in the introduction, the goal of the LHC upgrade project is the production of a total integrated luminosity of approximately $3000 \mathrm{fb}^{-1}$ over the lifetime of the HL-LHC. To achieve this, a considerable reduction of the beta function values at the high luminosity Interaction Points (IP) is needed, aiming for values as low as $\beta^{*}=15 \mathrm{~cm}$.


Figure 3.1: Layout (top) and $\beta$-function (bottom) of one optics of the high luminosity interaction region for the luminosity upgrade of LHC. Crab cavities are installed between the separation dipole D2 and the first double aperture quadrupole Q4.

The fundamental concept is based on a Achromatic Telescopic Squeezing (ATS) scheme [87, which has been proposed in this context and that allows both the production and the chromatic correction of very low $\beta^{*}$ values. This scheme relies essentially on a two-stages. First, a pre-squeeze optics is established by using exclusively the matching quadrupoles of the high luminosity insertions ATLAS and CMS. In a second stage, the $\beta^{*}$ value can be further reduced using only the insertions on either side of ATLAS and CMS creating
sizeable $\beta$-beating bumps in the four neighbouring sectors. These waves of $\beta$-beating create the required $\beta^{*}$ reduction and at the same time boost, at constant strength, the efficiency of the chromaticity sextupoles located in the neighbours arc sectors. Therefore, a large optics investigation has been launched to study the flexibility of the overall upgrade optics, taking into account especially the $\beta$ function value at the first double aperture quadrupole (Q4) in IP1/5 (see Fig. 3.1), where crab cavities are installed. In particular, I have studied three possible directions:

- the possibility to match different maximum triplet gradient;
- the possibility to optimize optics to lower the crab cavity voltage;
- an alternative optics not based on the ATS scheme.


### 3.1.1 High triplet gradient optics

Based on the quadrupoles triplet that employ different technology ( $\mathrm{NbTi} / \mathrm{Nb}_{3} \mathrm{Sn}$ ), gradients between $120 \mathrm{~T} / \mathrm{m}$ and $170 \mathrm{~T} / \mathrm{m}$ could be assumed and, accordingly, a variety of different beam optics has been studied. However, not all the boundary conditions (namely the betas in front of Q4) assure the possibility to match the new triplet in the LHC high luminosity interaction regions to the existing arc structure. In order to find acceptable initial boundary conditions, I have developed a tool to scan the optics values in the horizontal and vertical plane at the location of Q4 in a wide range, thus verifying the possibility to match the generated triplet into the arc structure of the two LHC beams. Figure 3.2 shows the area in the $\beta_{x}$ and $\beta_{y}$ space where an optimal convergence of the matching of the new triplet with the two rings was obtained. It was mainly determined by the constraint imposed by the magnets in the LHC matching sections of the two LHC rings, i.e. Q4 ... Q7 quadrupoles in the interaction region layout - with one of the most critical limits being the maximum allowed strength of the Q7 quadrupole. The solutions plotted in Fig. 3.2 defined the pre-squeeze optics in the sense that - for a given optics parameter at the location of the crab cavities - and for a $\beta$-function at the IP of 40 cm , the layout of


Figure 3.2: Horizontal and vertical $\beta$-function in front of Q4, which leads to the convergence of the matching. The plot compares the situation of two different triplet gradients.
the triplet quadrupoles, following a well-defined strategy [88, was determined. However, not all the boundary conditions (namely the beta function values in front of Q4) allowed the possibility to match the new triplet in the LHC high luminosity interaction regions. The successful beam optics shown in Fig. 3.2 are equivalent in terms of maximum beta functions reached in the triplet quadrupoles and natural chromaticity of the lattice. The resulting parameters of the triplet quadrupoles differ only slightly from the pre-defined values in magnet length and maximum feasible gradient of $\mathrm{G}=170 \mathrm{~T} / \mathrm{m}$.

In a more detailed approach, assuming a gradient in the triplet quadruples of $\mathrm{G}=170 \mathrm{~T} / \mathrm{m}$, the convergence of the optics matching has been studied for different $\beta^{*}$ values. Again, the optics at the position of Q4 was included as additional boundary condition. Figure 3.3 summarises the results, while a comfortable variety of different beam optics was obtained for the standard value of $\beta^{*}=40 \mathrm{~cm}$ in the pre-squeeze optics, the flexibility of the lattice shrunk if smaller $\beta^{*}$ values were aimed for. In the extreme case of $\beta^{*}=35 \mathrm{~cm}$ only in a limited number of possible optics was obtained. More severely, a successful application of the ATS scheme was possible only for pre-squeeze optics that allowed $\beta^{*}$-values larger than $\beta^{*}=37 \mathrm{~cm}$. For the most promising case with $\beta_{x}=510 \mathrm{~m}$ and $\beta_{y}=770 \mathrm{~m}$ at the location of Q4 (see Fig. 3.2), the properties of the lattice have been studied in more detail,


Figure 3.3: Horizontal and vertical $\beta$-functions in front of Q 4 , which lead to the convergence of the matching of the new triplet $(170 \mathrm{~T} / \mathrm{m})$ with the LHC lattice in the luminosity interaction regions.
including:

- the possibility to combine the optics with the ATS scheme to reduce the $\beta^{*}$-functions from the pre-squeeze values of $\beta^{*}=40 \mathrm{~cm}$ down to the final values of $\beta^{*}=15 \mathrm{~cm}$;
- the chromatic aberrations;
- the impact of the ATS scheme on the neighbouring LHC sectors.

The chromatic aberration in the case of $\beta^{*}=15 \mathrm{~cm}$ is shown in Fig. 3.4(a), and compared to the baseline lattice. Given the nominal LHC momentum spread of $\Delta p / p$ of $1 \times 10^{-4}$, the curve of Fig. 3.4(a) reflects the comfortable momentum acceptance that was obtained. The third order chromaticity is higher with respect to the baseline optics.

The compensation of geometric aberrations of this squeezed optics assured a stability up to $55 \sigma$, where the $3 \nu_{x}$ resonance was crossed, as shown in Fig. 3.4(b).

### 3.1.2 Matching section layout vs crab cavity voltage

I proposed a promising direction for optimizing the layout of the matching section in the two high luminosity insertions. The main goal of the optimization was the reduction


Figure 3.4: Detuning with momentum (a) and amplitude (b) for different squeezed optics.
of the required crab cavity voltage, in order to leave some margin with respect to the baseline [89]. Three crab cavities providing a total equivalent kick of about 12.5 MV were indeed needed for each of the two beams in the region between D2 and Q4 on either side of the two high luminosity IRs 89]. It can be shown that the crab cavity voltage required to rotate the proton beam by half the crossing angle is given by the following equation:

$$
\begin{equation*}
V_{c r a b}=\frac{c E \theta_{c} / 2}{\omega_{c r a b} \sqrt{\beta^{*} \beta_{c r a b}}} \tag{3.1}
\end{equation*}
$$

where $\theta_{c}$ is the full crossing angle, $\beta_{\text {crab }}$ is the $\beta$-function value at the crab cavity location. Therefore, the only method to reduce the required crab cavity voltage was to increase the $\beta$ function at the crab location, while keeping the same $\beta^{*}$ value, the beam energy $(E)$, the position and the frequency $\left(\omega_{\text {crab }}\right)$ of the crab cavity. The $\beta$-function can be modified by changing the position and the strength of the magnets in the matching sections. As further constraints to my optimization I have considered:

- compatibility with the ATS optics scheme;
- possibility to design a low $\beta^{*}$ optics in non ATS mode, i.e. using the strengths of the IR magnets;
- possibility to realize an injection optics with low $\beta^{*}$.

The optimization of the matching section was performed using the pre-squeeze optics
(first stage of the ATS optics), since the ATS scheme reduced the number of possible configurations of the matching section, due to the stringent conditions imposed on the betatron phase advance between the left and right side and the interaction point, as shown in the previous section.

In the high luminosity matching section optics the Q7 strength was very close to its maximum, while very low gradients were imposed on Q5 and Q6. In order to cure the weakness of Q5 and Q6, we have chosen to put them in triplet configuration with Q4, without moving Q4. To overcome the Q7 limit, a new quadrupole of the same type and polarity as Q7 was added, just in front of the main cryostat of the LHC arc, as sketched in Fig. 3.5. Finally, using the same method described in the previous section, I have iterated the optimization of the new matching section layout several times, increasing the initial $\beta_{x}, \beta_{y}$ conditions at the crab location at each iteration.


Figure 3.5: First proposed matching section layout (bottom).

This layout would have allowed to design collision optics for HL-LHC whether using the ATS scheme or not [90]. The required crab cavity voltage was reduced by 20-30\% with respect to the baseline layout. Moreover, it had the advantage to balance the required voltage between the left and the right side of the IP. The same matching section layout gave more flexibility in collision towards lower $\beta^{*}$ even without the ATS scheme, and allowed to realize an optics with $\beta^{*}$ of 3 meter at injection, even if some work was still needed to optimize it for apertures.

### 3.1.3 Alternative matching section layout

Starting from the previous layout and keeping the same constraints imposed before, I have optimized the layout at injection, in order to solve the problem of the apertures in Q6 at injection. This new matching section layout is shown in Fig. 3.6. Q5 was displaced


Figure 3.6: Final alternative matching section layout.
towards Q4 with respect to the layout presented in the previous section and the single MQYL type was replaced by 2 MQYY. Q6 was displaced towards Q7+, which is the additional quadrupole introduced with the previous layout. This configuration reduced the $\beta$ function in Q6 at injection, which was the limit of the previous triplet configuration of Q4, Q5 and Q6.


Figure 3.7: Horizontal (a) and Vertical (b) detuning with momentum for the baseline ATS optics and the alternative matching section layout, the non ATS option of the alternative is also shown.

In the non ATS optics I have corrected the linear chromaticity only, using the LHC sextupoles all together and taking care that their strengths do not exceed the maximum allowed value. Residual second order chromaticity is clearly visible with respect to the ATS optics, see Fig. 3.7. The drawback of this configuration is the additional cost required
by the new hardware [91. The gain in crab cavity voltage with the best optics option I found was not so high. Moreover, the higher $\beta$-function at the crab cavity location could generate higher impedance. Therefore, the project management took soon the decision of adding an additional crab cavity, which guarantees enough margin in the operational voltage. Nevertheless my study provided a tool to search for optics solution in presence of large numbers of constraints, which is the case when matching two different section of complex accelerators. My search of optimum initial conditions for the alternative optics heavily relies on efficient massive use of computer clusters. An interesting option could be to apply non-linear matching methods based on genetic algorithms or machine learning techniques, in order to speed up convergence of matching without the need to scan several initial conditions in parallel. Though they were not selected in the end, my alternatives for the matching sections have pointed out the main optics weakness of the LHC insertion region towards the minimum $\beta^{*}$ reach. Some of the solutions proposed have been retained in the conceptual design optics of the hadron option of the future circular collider [36].

### 3.2 Magnets field quality and single particle dynamics

Once the linear optics of an accelerator are defined, its stability with respect to imperfections must be addressed. In the previous chapter, optimization and correction strategy have been discussed for linear imperfections of circular colliders and linear and non-linear tuning strategies for linear colliders. In this section, we discuss optimization and correction against non-linear imperfections in circular colliders. While the sources of non-linear imperfections can be many, since I deal with single particle dynamics I concentrate exclusively on the magnetic field errors of accelerators magnets. Every magnetic field can be described in terms of the magnetic field expansion [72]:

$$
\begin{equation*}
B_{y}+i B_{x}=B_{r e f} \sum_{n=1}^{\infty}\left(b_{n}+i a_{n}\right)\left(\frac{x+i y}{R_{r e f}}\right)^{n-1} \tag{3.2}
\end{equation*}
$$

where $B_{\text {ref }}$ represents the magnetic field at the reference radius $R_{\text {ref }}$, for the principal harmonics. The subscript $n=1$ refers to dipole, $n=2$ to a quadrupole and so on. In all dipole or quadrupole magnets a certain number of higher order harmonics $(n>2)$ are present, they are what we mean for non-linear imperfections in circular accelerators. The behaviour of the particles in presence of magnet imperfections cannot be corrected by dedicated feedback. Therefore, it is important to know these field imperfections in advance and to correct them if they reduce, below the safety limit, the region of stable motion of particles in accelerators, which is taken to be equal to the Dynamic Aperture (DA) ${ }^{1}$.


Figure 3.8: Initial amplitude for particles stable after $10^{5}$ revolutions (red) and for all particles (blue) in the injection optics of FCC-hh.

In the case of superconducting magnets, each multipole harmonics entering in the field expansion ( $a_{n}$ and $b_{n}$ of Eq. 3 3.2) is modeled as the sum of three contributions:

$$
\begin{equation*}
b_{n}=b_{n_{S}}+\frac{\xi_{U}}{1.5} b_{n_{U}}+\xi_{R} b_{n_{R}} \tag{3.3}
\end{equation*}
$$

where $\xi_{U}$ and $\xi_{R}$ denote pseudo-random numbers with Gaussian distribution truncated

[^10]at 1.5 and $3 \sigma$, respectively. $b_{n_{S}}$ accounts for systematic field error which are peculiar to the design geometry, thus a common value is assigned to each dipole. $b_{n_{U}}$ represents field errors coming from the magnet fabrication and assembly, they are called uncertainty. Finally, $b_{n_{R}}$ is the random field error component which depends on the specific magnet. The computation of the DA is usually very demanding in CPU time, and done on a statistical basis, 60 or 100 different configurations of the machines are simulated to search the initial stable amplitude for each angle scanned in the $x-y$ phase space, as shown in Fig. 3.9. This may require from 1 day to one week or more, depending on the test case and the system of computers used.


Figure 3.9: DA values at injection computed for 100 seeds and 59 angles in the case of FCC-hh lattice. It includes main dipoles, triplet and separation dipole field errors and the octupole for Landau Damping powered to $15 / 720 \mathrm{~A}$. The systematic $b_{3}$ and $b_{5}$ components of the main dipole are locally corrected, as in the LHC machine. Green dots are DA values for each seed and angle. Blue dots represent the minimum DA values for each angle.

I have studied the impact of dipole field quality on the hadron option of future circular colliders, in order to define the sextupole and decapole correction schemes and specifications for the arc sectors, in collaboration with magnets designers [94, 95, 96, 97].

Commonly, DA is computed for an initial momentum offset of the particles equivalent to $2 / 3$ of the RF bucket size ${ }_{2}^{2}$, which is considered a safe choice. For the FCC-hh, the

[^11]maximum RF bucket is about $4.8 \times 10^{-4}$, as given in [18]:
\[

$$
\begin{equation*}
\left(\frac{\Delta p}{p}\right)_{\max }=\sqrt{\frac{2 V_{R F}}{\pi h\left|\eta_{c}\right| c p_{0}}} \tag{3.4}
\end{equation*}
$$

\]

where $V_{R F}$ is the total RF voltage and $\eta_{c}=\frac{1}{\gamma_{r}^{2} e l}-\alpha_{c} \square^{3}$ and h is the ring harmonic number ${ }^{4}$, $c$ is the speed of light and $p_{0}$ is the reference particle momentum. For FCC-hh


Figure 3.10: Minimum DA over $10^{5}$ turns, 5 directions $\phi=\arctan \left(\epsilon_{y} / \epsilon_{x}\right)$ of the $x-y$ phase space and 60 seeds, as a function of initial momentum offset of the particles, for the injection optics of FCC-hh. The maximum RF bucket size is at $4.8 \times 10^{-4} \Delta p / p$. The Landau damping octupoles current is set to $-15 / 720 \mathrm{~A}$.
at injection, the minimum DA decreases by about $2.5 \sigma$ moving from zero initial energy offset to the maximum allowed, as shown in Fig. 3.10. The DA results shown in Fig. 3.9 can be improved to be very close to the target value of $12 \sigma$, by providing high quality injected beam with very small energy spread.

Starting from the ensemble of initial amplitude of particles lost in the $x-y$ phase space, shown in Fig. 3.8, DA can be defined following [93]:

$$
\begin{equation*}
D A(N)=\frac{2}{\pi} \int_{0}^{\pi / 2} r_{s}(\theta ; N) d \theta \tag{3.5}
\end{equation*}
$$

[^12]where $N$ is the number of revolution of the particle in the accelerator (called turns), $r_{s}$ is the last stable amplitude (disregarding stability islands non-connected to the origin) and $\theta$ is the angle in the $x-y$ phase space. Thus, a value of DA can be calculated for each turn, which is shown in Fig. 3.11 for one configuration of the machine.


Figure 3.11: Dynamic Aperture as a function of number of revolution in the accelerators (turns), for the injection optics of FCC-hh without Landau Damping Octupoles.

Due to the very demanding time and computer CPU required by these simulations, it would be interesting to see if machine learning and in particular deep learning can be used to emulate long term tracking simulation in order to reduce computational time and be able to perform more cases when defining tolerances on high order multipoles for example, or to be able to extrapolate dynamic aperture to $10^{5}$, and to even more number of revolution of particle in the accelerator, performing the tracking only up to $10^{3}$ or $10^{4}$ turns. Such predictive model could also be used to fit/extrapolate the time evolution of beam intensity measurements for the experimental determination of the DA. For example, the possibility to use Echo State Networks [99] to predict DA at $10^{4}$ or $10^{5}$ turns, knowing its values as a function of turns up to $10^{3}-10^{4}$ turns, is explored in [100].

Non-linear magnets imperfections impact the detuning with amplitude and momentum as well, therefore the definition of their tolerances may come from limitations given by the allowed tunes changes. In FCC-hh, the estimated arc dipole field quality changes
the tunes in the order of $10^{-3}$, which is considered safe. As a comparison beam-beam and octupole for Landau Damping are sources of tune shift and spread of the order $10^{-2}$, thus tolerances on dipole field quality are defined using mainly DA simulations. Complementary or alternatively, frequency map analysis is also widely used as figure of merit to define safety limits for magnets imperfections, or to optimize the working point of the accelerator in its design phase [101.

### 3.3 Impact of quadrupole 3 D magnetic field on beam based observables

In the multipole expansion of Eq. 3.2 the $B_{\text {ref }}$ value and the $b_{n}, a_{n}$ relative harmonics components are usually integrated values, kept constant along the magnet length. This is an approximation, since in real life the field harmonics have a longitudinal distribution which can vary especially at the extremities, as shown in Fig. 3.12.


Figure 3.12: Normal longitudinal harmonics sampled at $\Delta z=2 \mathrm{~mm}$ for the prototype of HL-LHC Inner Triplet quadrupole. Courtesy of E. Todesco and S. Izquierdo Bermudez.

I have studied the possibility to quantify the impact of the longitudinal distribution of the harmonics (i.e. of the 3D magnetic field) on beam based observables, like detuning with amplitude and DA (see A.9), focusing on the interaction region quadrupole. In
fact, both detuning with amplitude and DA are very sensible to field errors in the high luminosity insertions, where $\beta$-functions can be very high. This study required the effort of defining a new non-linear transfer map ${ }^{5}$ to include the 3D magnetic field. The consequent work of analytic and numerical derivation of the field representation and maps has been the subject of 3 internships and 2 PhD thesis.

The study was initially motivated in the context of HL-LHC project, where large betatron functions are foreseen in the final focus magnets, which implies that the beams are more sensible to magnets higher order harmonics. Furthermore, the variation of the betatronic ( $\beta$ ) function in a single quadrupole is not so small. Therefore, the computation of beam based quantities like Amplitude Detuning and Dynamic Aperture, can be significantly affected by the approximations of the $\beta$-function and of the magnetic field errors.

The starting point of our approach was the choice of a representation of the vector potential entering in the definition of the Hamiltonian, used in the equation of motion of the particle in the quadrupole system. Generalized Gradients based methods are able to include magnetic data, measured or computed, in the non-linear transfer maps [102, 103]. In order to evaluate the non linear fringe field (i.e. of the 3D magnetic field) effect on the long term single particle dynamics, a transfer map of the quadrupoles is required, including the fringe region (i.e. the extremity of the magnet). We computed a symplectic transfer map using Lie Algebra transformations, solving the equation of motion with a $z$-dependent equivalent Hamiltonian. The particle motion in a quadrupole magnetic field, using the longitudinal coordinate as independent variable, can be described with the following dimensionless Hamiltonian $K_{6 \mathrm{D}}\left(x, p_{x}, y, p_{y}, s, \delta ; z\right)$ :

$$
\begin{equation*}
K_{6 \mathrm{D}}\left(x, p_{x}, y, p_{y}, s, \delta ; z\right)=-\sqrt{(1+\delta)^{2}-\left(p_{x}-a_{x}\right)^{2}-\left(p_{y}-a_{y}\right)^{2}}-a_{z} \tag{3.6}
\end{equation*}
$$

[^13]where $x, p_{x}, y, p_{y}$ are the canonical variables in the transverse plane; $a_{x}, a_{y}, a_{z}$ are the normalised vector potential components of the quadrupole system $\left(a(x, y, z)=\frac{q A(x, y, z)}{p_{0} c}\right)$; $s$ is the curvilinear coordinate; $\delta$ is the momentum deviation with respect to the reference momentum $\delta=\left(p_{z}-p_{0}\right) / p_{0}$. Being $p_{0} \gg p_{x}+p_{y}$ for all relativistic particles, the Taylor expansion with respect to $(1+\delta)^{2}$ can be made. $z$ is the longitudinal coordinate in the quadrupole system used as independent variable instead of time. Moreover, in order to keep the explicit dependence on $z$ in the Hamiltonian, a transformation for the independent variables can be considered such that the 6D equivalent Hamiltonian of Eq. 3.6 becomes the 8 dimensions equivalent Hamiltonian $K_{8 \mathrm{D}}\left(x, p_{x}, y, p_{y}, s, \delta, z, p_{z} ; \sigma\right)$, also given in Ref. [104]:
\[

$$
\begin{equation*}
K_{8 \mathrm{D}}\left(x, p_{x}, y, p_{y}, s, \delta, z, p_{z} ; \sigma\right)=p_{z}-\delta-a_{z}+\frac{\left(p_{x}-a_{x}\right)^{2}}{(1+\delta)^{2}}+\frac{\left(p_{y}-a_{y}\right)^{2}}{(1+\delta)^{2}} \tag{3.7}
\end{equation*}
$$

\]

where $\sigma$ is the new independent variable of the system.
The motion of the particles in a magnetic field, using Lie Algebra, is expressed as:

$$
\begin{equation*}
\mathcal{M}(\Delta \sigma)=\exp \left(-L: K_{8 \mathrm{D}}:\right) \tag{3.8}
\end{equation*}
$$

where $L$ is the length of the system described by the equivalent $K_{8 \mathrm{D}}$ : $K_{8 \mathrm{D}}: f=<K_{8 \mathrm{D}}, f>$ is the Lie operator defined by the Poisson brackets 105. Eq. 3.8 is called the transfer map of the system, it represents the motion of the particle in the system defined by the Hamiltonian $K_{8 \mathrm{D}}$. Since the expression of the equivalent Hamiltonian contains the terms $\left(p_{y}-a_{y}\right)^{2}$, which is not exactly solvable (integrable), we split the equivalent Hamiltonian in four parts $\left(K_{A}=p_{z}-\delta, K_{B}=-a_{z}, K_{C}=\frac{\left(p_{x}-a_{x}\right)^{2}}{2(1+\delta)}\right.$ and $\left.K_{D}=\frac{\left(p_{y}-a_{y}\right)^{2}}{2(1+\delta)}\right)$ and simplify the not integrable terms using a change of coordinates, as in [104. Finally, we
obtain the non-linear transfer map at second order, as follow:

$$
\begin{gather*}
\mathcal{M}(\Delta \sigma)=\exp \left(-\frac{\Delta \sigma}{2}: K_{A}:\right) \exp \left(-\frac{\Delta \sigma}{2}: K_{B}:\right) \exp \left(-\frac{\Delta \sigma}{2}: K_{C}:\right) \\
\exp \left(-\Delta \sigma: K_{D}:\right) \exp \left(-\frac{\Delta \sigma}{2}: K_{C}:\right) \exp \left(-\frac{\Delta \sigma}{2}: K_{B}:\right)  \tag{3.9}\\
\exp \left(-\frac{\Delta \sigma}{2}: K_{A}:\right)+O\left(\Delta \sigma^{3}\right) \\
=\mathcal{M}_{2}+O\left(\Delta \sigma^{3}\right)
\end{gather*}
$$

where $K_{8 \mathrm{D}}=K_{A}+K_{B}+K_{C}+K_{D}$ is the decomposition of the equivalent Hamiltonian. Table 3.1 shows the resulting transformations for the four different terms of the 8 dimensions equivalent Hamiltonian in Eq. 3.7 (see also Ref. [104]).

Table 3.1: Non linear transformations of the four canonical pairs for the four terms of the quadrupole equivalent Hamiltonian.

|  | $\exp \left(: K_{i}:\right)$ | $x$ | $p_{x}$ | $y$ | $p_{y}$ | $\delta$ | $s$ | $z$ | $p_{z}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $K_{A}$ | $-\frac{\Delta \sigma}{2}\left(p_{z}-\delta\right)$ |  |  |  |  |  | $-\frac{\Delta \sigma}{2}$ | $+\frac{\Delta \sigma}{2}$ |  |
| $K_{B}$ | $\frac{\Delta \sigma}{2} a_{z}$ |  | $+\frac{\partial a_{z}}{\partial x} \frac{\Delta \sigma}{2}$ |  | $+\frac{\partial a_{z}}{\partial y} \frac{\Delta \sigma}{2}$ |  |  |  | $+\frac{\partial a_{x}}{\partial z} \frac{\Delta \sigma}{2}$ |
| $K_{C}$ | $\begin{gathered} -\int a_{x} d x \\ -\frac{\Delta \sigma}{2} \frac{p_{x}^{2}}{2(1+\delta)} \\ \int a_{x} d x \end{gathered}$ | $+\frac{p_{x} \Delta \sigma}{2(1+\delta)}$ | $-a_{x}$ $+a_{x}$ |  | $\begin{gathered} -\int \frac{\partial a_{x}}{\partial y} d x \\ \int \frac{\partial a_{x}}{\partial y} d x \\ \hline \end{gathered}$ |  | $-\frac{p_{x}^{2} \Delta \sigma}{4(1+\delta)^{2}}$ |  | $\begin{aligned} & -\int \frac{\partial a_{x}}{\partial z} d x \\ & +\int \frac{\partial a_{x}}{\partial z} d x \\ & \hline \end{aligned}$ |
| $K_{D}$ | $\begin{gathered} -\int a_{y} d y \\ -\Delta \sigma \frac{p_{y}^{2}}{2(1+\delta)} \\ \int a_{y} d y \end{gathered}$ |  | $\begin{aligned} & -\int \frac{\partial a_{y}}{\partial x} d x \\ & +\int \frac{\partial a_{y}}{\partial x} d x \end{aligned}$ | $+\frac{p_{y} \Delta \sigma}{1+\delta}$ | $\begin{aligned} & -a_{y} \\ & +a_{y} \end{aligned}$ |  | $-\frac{p_{y}^{2} \Delta \sigma}{2(1+\delta)^{2}}$ |  | $\begin{aligned} & -\int \frac{\partial a_{y}}{\partial z} d y \\ & +\int \frac{\partial a_{y}}{\partial z} d y \end{aligned}$ |

In order to include the details of the quadrupole magnetic field, in an accurate and efficient way, we looked for a suitable representation of $\vec{a}$ in the terms of the map. As already said, Generalized Gradients (functions which depends only on the longitudinal coordinates) allow to express the normalized vector potential $\vec{a}$ in the form:

$$
\begin{equation*}
a_{i, j}=\sum_{i, j} G G_{i, j}(z) x^{i} y^{j} \tag{3.10}
\end{equation*}
$$

where the coefficients $G G_{i, j}(z)$ (called Generalized Gradients) depend on the quadrupole longitudinal coordinate $z$. While the vector potential is expressed as monomials in the x
and y coordinates. The number of terms in the sum depends on the accuracy with which the magnetic field is represented. A more detailed expression of the these coefficients and of their computation starting from 3D realistic magnetic field maps or longitudinal harmonics (shown in Fig. (3.12) is reported in A.8. The degradation in the magnetic field reconstruction accuracy, using Generalized Gradients representation outside the radius of harmonics analysis, is shown in Fig. 3.13. Alternative approximations based on high order finite elements approaches have been investigated in [106], in order to achieve a more reliable description of the particle trajectories in the very large aperture cases. Results are encouraging, but the application of these alternative approaches in accelerator codes implies tracking in cylindrical coordinates.


Figure 3.13: Difference between $\mathrm{B}_{x}$ (a) and $\mathrm{B}_{z}$ (b) magnetic field of ROXIE calculations and the values reconstructed back after the generalised gradients calculation.

Always in A.8, the second order Lie integrator of Eq. 3.9 was compared with higher order both symplectic and not symplectic integrators, showing that for longitudinal step of 2 cm the second order Lie integrator is as accurate and fast as the higher order ones. Therefore, this non-linear transfer map has been implemented in a fortran90 code and interfaced with SixTrack [107]. Details of the map and its integration in the SixTrack code are described in A.9 and in [108.

Basically, the longitudinal distribution of the field is historically not considered or kept constant in the Hard Edge model, even when several subdivisions for the magnet

HE:



Lie2:


Figure 3.14: Quadrupole longitudinal models. Thin lenses Hard Edge approximation (top panel), Hard Edge plus two equivalent kicks to represent the Heads (central panel) and the novel Lie2 non-linear transfer map (bottom panel). $D, D^{-1}$ are the equivalent drift and anti-drift of the space modelled with the Lie2 integrator $I . Q, Q^{-1}$ are the equivalent quadrupole and anti-quadrupole to cancel the quadrupole component of the space modelled with the Lie2 map.
(called thin lenses) are considered (see Fig. 3.14 top panel). In the Hard Edge approximation the vector potential depends on the two transverse variables $(x, y)$ and the two transverse components are considered to vanish $\left(A_{x}=A_{y}=0\right)$. The only terms entering in the Hamiltonian are the normal multipole harmonics of the $A_{z}$ component: $A_{z}^{m}=\frac{1}{m} B_{m} \operatorname{Re}[(x+i y)]^{m}$, similarly for the skew multipole harmonics. In A.9. the classical hard edge approximation is compared to a simple model to account for the longitudinal distribution (shown in the central panel of Fig. 3.14, and called HE+Heads), adding two equivalent kicks at the two extremities of the magnet. The new derived map (called Lie2 and shown in the bottom part of Fig. (3.14) not only improves the longitudinal dependence of the $A_{z}$ component of the vector potential (considering steps of 2 cm in the longitudinal
direction of the magnet extremities) with respect to the $\mathrm{HE}+\mathrm{Heads}$, but describes also the effect of the two transverse components of the vector potential $\left(A_{x}, A_{y}\right)$. If the symplectic integrator is accurately written in the same coordinates as the HE or the HE+Heads models, the tracking in the central part of the quadrupole can be preserved as it is, and only the fringe field region is treated in the Lie Algebra tracking.

$$
\begin{equation*}
D_{\text {in }}^{-1} I_{\text {in }} Q_{\text {in }}^{-1} D_{\text {in }} Q_{H E} D_{\text {out }} Q_{\text {out }}^{-1} I_{\text {out }} D_{\text {out }}^{-1} \tag{3.11}
\end{equation*}
$$

Equation 3.11 shows the scheme of integration of the Lie Tracking with an existing HE model of the quadrupole, as illustrated into Fig. 3.14 and integrated into SixTrack. In order to avoid over strength counting, an equivalent anti-quadrupole needs to be subtracted after the Lie2 Integrator $I_{i n}$, and the inverse for $I_{\text {out }}$. This has allowed to quantify the impact of a more realistic 3D magnetic field on beam based observables, like amplitude detuning and dynamic aperture. They are used during the commissioning of the machine to control the stability the machine and during the design phase of a project to define tolerances on field errors and specifications on the correctors. The results in the case of the HL-LHC inner triplet quadrupoles are described in detail in A.9. The accurate knowledge of the main field and field errors distribution of the final focus magnets is important to be able to reproduce the long term stability of the machine and the amplitude detuning in numerical simulations. In particular, being able to reproduce accurately the longitudinal profile of each of the harmonics of the final focus magnets is more important than including higher order derivatives (in the case of HL-LHC). The impact on the dynamic aperture of the dodecapole correction can be negligible or amount to about $2 \sigma$ (number of beam sizes) at $10^{4}$ turns, depending on the model considered. Two $\sigma$ is well inside the present accuracy (20\%) for DA measurements in LHC 93]. Concerning the non-linear correctors strength evaluation, the comparison of the values obtained with the models in Fig. 3.14 shows a dependence on the way one distribute the magnetic length between the central part and the two Heads [109]. First attempts have started to quantify these
effects experimentally by looking at amplitude detuning measurements in the LHC. Results indicate a discrepancy in the correctors strengths between the model which uses the integrated $b_{4}$ magnetic field measurements and the beam based values [110. Moreover, no evidence of $b_{6}$ is found from amplitude detuning measurements, even if beneficial effects on beam stability and equipment noise reduction is observed when $b_{6}$ correctors are set in the optics [111]. We are presently re-analysing the finite element model of the final focus magnet of LHC, in order to verify if such 3D magnetic field could explain the differences observed in the machine [112, 108 .

These experimental evidences trigger two more specific studies:

- which precision on the high order harmonics magnetic measurements can be aimed for ? and with which details in their longitudinal distribution ? R\&D studies are on going at CERN on the possibility to precisely measure 3D magnetic field with longitudinally moving rotating coils [113;
- are there other beam-based observable which are more sensitive to 3D magnetic field effects and that can be used to measure and correct non-linear magnetic field imperfections during machine operation? Is the variation of the measured $\beta$-beating with the particle amplitude [108, 114] a good candidate to detect more local imperfections ?

Extension of these studies can be done including other type of accelerator elements. For example in HL-LHC, superconducting dipoles are foreseen to replace the present separation dipoles of LHC, being close to the high $\beta$ region of the high luminosity insertions their field quality also impact beam stability. Using the same generalised gradient representation of the vector potential, the non-linear transfer map for the dipole could also be derived and applied to the interaction region case of HL-LHC. Going further into the future, the same study could be applied to the main arc elements of the hadron option of the future colliders. This could perhaps set further specifications on the longitudinal distribution of the magnets field quality at their design stage. Generalized Gradients rep-
resentation of the vector potential and the Lie2 Integrator could also be used to study the impact of the Detector Solenoid and Anti-Solenoid on the beams, in the FCC-ee interaction region. The simplectic tracking in the Solenoid magnetic field map, presented in the last section of chapter 1 , is not suitable for being interfaced with the existing tracking codes adapted to the rings.

Finally, it is natural to question if all these effects and observables are more easily measurable in non-linear optics, like those proposed the IOTA project [79].

## Perspectives

Several of today open questions in fundamental physics, like the properties of the Higgs Boson, the existence of supersymmetric particles, the neutrino mass and families and the nature of dark matter can highly profit of the present large hadron collider and future dedicated colliders. The upgrade in High Luminosity of LHC will allow to perform precision measurements of the Higgs and Top properties. To complement and complete HL-LHC measurements, linear and circular electron-positrons colliders are under studies.

The technologies required by both linear and circular $e^{+} e^{-}$colliders are mature now days. Intense past and present R\&D, on both Normal Conducting (NC) [17] and Super Conducting (SC) cavities [115], has shown target performance reach for these key components. Performances of the integrated systems can be studied at dedicated test facilities (such as ATF at KEK for linear colliders), in small scale running accelerators (like superKEKB for FCC-ee) and with small size prototypes of a part of the accelerator (like is being done for CLIC and for FCC-ee).

Circular hadron and muon colliders are investigated to explore a new energy domain. Their capability to reach the target performances strongly depends on the available technology in the next decades.

The fundamental step towards future hadron colliders is the possibility to overcome the maximum field of about 8 Tesla of the $\mathrm{Nb}-\mathrm{Ti}$ magnet technology (for both dipoles and quadrupoles). As already said in the introduction, HL-LHC will be the first project employing $\mathrm{Nb}_{3} \mathrm{Sn}$ cables based magnets (for few quadrupoles and dipoles), which can reach 11-12 Tesla peak field. Nevertheless, the high critical current density of $1500 \mathrm{~A} / \mathrm{mm}^{2}$
required to reach the 16 T dipole field can only be possible thanks to the use of Artificial Pinning Centers (APC). Introducing ZrO3 particles (the APCs) into the Nb3Sn strands, the Nb3Sn grain size is effectively reduced, allowing to reach the target critical current density. The APCs decrease magnetization heat during field ramps, improve the magnet field quality at injection, and reduce the probability of flux jumps [116]. Several design and prototypes are planned to be produced and tested as proof of principle of this magnet technology in the next decade.

The dipoles and quadrupoles of the Chinese future hadron collider are foreseen to be made with cables based on an iron-based superconductor, a material discovered at the Tokyo Institute of Technology in the year 2006 [117]. The Chinese R\&D goal for the next 10 years is to increase the performance of magnet made of this material by ten times, while simultaneously reducing its cost by an order of magnitude.

In parallel, High Temperature Superconductor insertions and devices are under investigation, which have also application for muon colliders [118] and for drive wind turbine generators 119 .

In order to reduce the size and cost of future colliders other less mature technologies are also explored. Since the 1950s plane electron oscillations in plasma are studied [120] and soon it has been understood that they could be used as more compact and efficient acceleration technique, if electron are placed in this plasma-wake longitudinal electric field [121. Three plasma driver technologies have been explored theoretically and experimentally: short laser pulse [122], short electron bunches [123] and self-modulated high energy proton bunches with an rms bunch length of about 10 cm [124]. The three acceleration techniques have shown impressive progress in the last decades [125, 126, 127]. Multi- $\mathrm{TeV} \mathrm{e}^{+} \mathrm{e}^{-}$colliders design, based on these technologies, already exists, as proposed in Refs. [128, 129]. Nevertheless, there are a number of issues that need to be resolved before these colliders can compete with the more mature designs based on NC and RF technologies: mainly concerning the possibility to reach target beam quality and control, and the positron acceleration (which are de-focused in the plasma wakefield during
acceleration) [130, 131].
Micron-size dielectric accelerating structures can be driven by a laser, and they can support accelerating fields an order of magnitude higher than RF cavities [132]. Despite relatively modest accelerating gradients as compared with plasma, the prospects of using commercial lasers as a power source, and low-cost fabrication lithographic techniques for the production of optical structures have generated interest in dielectric laser accelerationbased electron-positron colliders [133]. The way to achieve high luminosity is to operate at very high repetition rate (order of 20 MHz ). This require extensive research and development on laser power generation and distribution to be comparable with CLIC or ILC acceleration systems.

Wake fields in dielectric-lined tube can be induced by short, intense relativistic electron bunches. These fields can be used to accelerate a second electron bunch which followed the driving bunch. The beam accelerating gradient achieved, so far, is some $70 \mathrm{MV} / \mathrm{m}$ in 11.7 GHz structures [134]. Application of this concept to colliding beams faces many challenges, such as fabrication of efficient dielectric high gradient RF structures (dielectriclined tube), drive beam production with bunch charge an order of magnitude greater than typically achieved in common RF guns, and wakefield damping to assure main beam stability and attainment of overall electric power to beam efficiency conversion comparable to that of CLIC [131, 135].

An advanced Normal-Conducting Radio-Frequency (NCRF) C-band linear accelerator (linac) structure to achieve a high gradient has been explored. The accelerating structure features internal manifolds for distributing RF power separately to each cell, permitting the full structure geometry to be designed for high shunt impedance and low breakdown. To optimize for operational constraints, it is advantageous for the structure to be cooled directly by liquid nitrogen (LN). The first operation of a distributed coupling structure at cryogenic temperatures has operated at the nominal gradient of $120 \mathrm{MeV} / \mathrm{m}$ [136].

Another emerging technology that stimulated interested for future colliders applications is linac based on the Energy Recovery principle (ERLs) [137]. A green version of
this scheme has been proposed as option for the FCC-ee collider [138] and for $\gamma \gamma$ Higgs factory [139, 140 .

Besides technological advances (together with their energy consumption aspects), a key ingredient to reach collider physics performance is our capability to improve beam quality trough a better understanding of beam physics and the application of more advanced techniques to tune, to integrate detectors and accelerator, to optimise and to control these two complex systems. New artificial intelligence techniques, may bring to more efficient correction schemes in terms of performance and cost. At the same time, a more detailed description of the magnetic fields and improved simulation procedures in the accelerator models can help understanding the measurements performed in present accelerators and improving the design of future ones. Following the order in which the topics have been presented in the present habilitation, the impact of the relative displacement of the final focus magnets and the Detector Solenoid and anti-solenoid on both the luminosity tuning procedure and on the background rates, in the case of future lepton colliders should be evaluated. In the case of circular colliders, the efficiency of the correction of the linear imperfections could be improved by both trying advanced corrections schemes as done in operation in LHC or by using machine learning techniques to find a better convergence for the correction, which could be valid also for non-linear lattice working at integer tune. In the case of hadron circular colliders surrogate model to substitute long tracking simulations could be searched for, in order to predict dynamic aperture or scan multipole errors to define tolerances on magnets field quality. The 3D non-linear transfer map could be extended to other elements of the accelerators to quantify their impact on different beam based observables.

In order to prove the principle and assure the performance of the next generation accelerators, advanced beam dynamics simulations are essential. They must take into accounts results from experimental $R \& D$ campaigns, aiming to improve the knowledge of present and future technologies.
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#### Abstract

The FINUDA spectrometer, devoted to hypernuclear physics and installed on the DA $\Phi$ NE two rings collider at the Laboratori Nationali di Frascati, is able to monitor the relevant machine parameters, as luminosity, collision vertexes, c.m. energy and transversal momentum boost, during the process of data taking to study hypernuclear physics without affecting it. The collider parameters relevant to optimize the machine performances to the needs of the experiment are measured both on-line and offline in a run-to-run basis, in an efficient, redundant way, allowing the continuous extraction of reliable and cross-checked information on the machine working conditions.
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## 1. Introduction

The aim of the FINUDA experiment is the systematic study of hypernuclear formation and decay using low energy stopped $\mathrm{K}^{-}$. The FINUDA apparatus is a high acceptance, high resolution spectrometer whose unique feature is that of employing a low energy $\mathrm{K}^{-}$beam produced by the decay of $\phi$ mesons generated in the interaction of the $\mathrm{e}^{+}$and $\mathrm{e}^{-}$beams circulating in a two ring collider, DA $\Phi$ NE, at the Frascati National Laboratories of INFN.

Indeed, the DA $\Phi N E$ collider [1] is optimized in performance and energy to collide $\mathrm{e}^{+}$and $\mathrm{e}^{-}$beams of 510 MeV energy, in order to produce $\phi(1020)$ mesons almost at rest. The $\phi(1020)$ decays with $\mathrm{BR}=0.49$ into a pair of back-to-back $\mathrm{K}^{-} \mathrm{K}^{+}$mesons with momenta of $127 \mathrm{MeV} / c$. Thanks to these peculiar features, very thin targets $\left(0.21-0.38 \mathrm{~g} / \mathrm{cm}^{2}\right)$ can be used to stop the $\mathrm{K}^{-}$. Therefore, the deterioration of the momentum resolution of the emitted particles, due to the target crossing, is minimized, contrarily to all the other experiments employing extracted kaon and also pion beams. Moreover, the hadronic background, already intrinsically low in an electromagnetic machine, can be further reduced by triggering on the specific topology and momentum of the $\mathrm{K}^{-} \mathrm{K}^{+}$pairs coming from the $\phi(1020)$ decay.

The FINUDA spectrometer consists of a non-focusing, superconducting solenoid ( $B=1.0 \mathrm{~T}, \varnothing=240 \mathrm{~cm}$ ) located around the thin $(500 \mu \mathrm{~m}, \varnothing=10 \mathrm{~cm})$ beam pipe of DA $\Phi$ NE and instrumented with several arrays of tracking detectors and two scintillator barrels, arranged with axial symmetry around the axis of the apparatus. The innermost scintillator barrel (TOFINO) is placed just around the beam pipe and is composed by 12 thin ( 2.3 mm thickness, 20 cm length) scintillator slabs, whereas the outer barrel (TOFONE) is composed by 72 thick large scintillator slabs ( 10 cm thickness, 255 cm length) and is placed in outermost position, just close to the magnet cryostat. The two scintillator barrels are used for triggering and time of flight (t.o.f.) measurements, while TOFONE detects also neutral particles.

The momentum resolution of the spectrometer is optimized for the prompt $\pi^{-}$coming from $\Lambda$-hypernucleus formation $(260-270 \mathrm{MeV} / c)$ and is presently $0.6 \%$ FWHM. The apparatus is also able to detect the hypernucleus decay products and, quite in general, the charged particles produced in the $\mathrm{K}^{-}$(and $\mathrm{K}^{+}$) interactions on the target nuclei. In the FINUDA interaction region up to eight different thin (about $200 \mathrm{mg} / \mathrm{cm}^{2}$ ) targets can be installed, between two co-axial arrays of bi-dimensional Si micro-strip, detectors, $400 \mu \mathrm{~m}$ thick and 20 cm long. The internal array (ISIM) allows to measure the crossing point of the $\mathrm{K}^{-}\left(\mathrm{K}^{+}\right)$coming from the $\phi(1020)$ decay close to the targets, while the external array (OSIM) measures the crossing points of the outgoing charged particles resulting from kaon interactions in the targets. The Si micro-strip arrays provide also particle identification by $\mathrm{d} E / \mathrm{d} X$ measurement.

The tracking of the charged particles in the spectrometer volume, between the vertex region and the outer scintillator barrel, is performed by means of two co-axial octagonal layers of low mass drift chambers (LMDC) followed by six circular layers of thin-walled straw tubes (STRAW), two layers of which are arranged along the apparatus axis, the other two couples of layers are tilted by $\pm 15^{\circ}$ relative to the axis of the apparatus, for stereo reconstruction of the crossing track trajectory. The whole FINUDA tracking volume is filled with Helium gas, in order to minimize the effect of the multiple scattering on the particle trajectories. A more detailed description of the FINUDA setup, shown in Fig. 1, is given in Ref. [2].

The first level trigger of the FINUDA apparatus is based on the fast signals coming from the two scintillator barrels and is produced by a selectable combination of defined hit topologies and energy deposition in the slabs. In particular, the latter condition allows for the recognition of highly ionizing particles, like low energy kaons, at trigger level, against the minimum ionizing ones. Proper scalers record the counts of the different detected trigger conditions, during the data taking.
The unconventional way in which the $\mathrm{K}^{-}$beam is produced in DA $\Phi$ NE imposes severe constraints to the


Fig. 1. The FINUDA setup. Left: overall 3D view; right: 2D view of the vertex-target region.
machine performances, in order to fit at best the specific needs of FINUDA. The critical parameters to be optimized are: the machine luminosity at the c.m. energy of 1020 MeV , the $\mathrm{K}^{-}$and $\mathrm{K}^{+}$fluxes, the positions of the $e^{+} e^{-}$collision vertexes, which must be aligned at the center of the spectrometer to provide the maximum apparatus acceptance. Moreover, the usual machine parameters, as stability and a low level of background, need also to be achieved and continuously monitored.

In this paper, we describe how the FINUDA apparatus is able to measure the relevant machine parameters, allowing the performances of DA $\Phi \mathrm{NE}$ to be continuously monitored and optimized, during the data taking and without disturbing it. The experimental data here referred to, have been taken during the first FINUDA run on DA $\Phi$ NE, started on December 1st 2003, after a period of machine tuning and detector debugging, and lasted till March 22, 2004, cumulating an overall integrated luminosity of $\mathscr{L}_{\text {int }}=250 \mathrm{pb}^{-1}$ (debugging and data taking).

## 2. Monitoring DA $\Phi$ NE parameters

### 2.1. Machine luminosity and energy

The most important machine parameter to be monitored is the luminosity of the collider. The luminosity $\mathscr{L}$ is defined, as usual, as the quantity to be multiplied by the cross-section $\sigma$ of a given process to obtain the number of events expected from that process. It is related, in the case of a collider, to several machine parameters as the beam currents, the number of bunches, the transversal sizes of the circulating beams, the RF, and so on.

We can speak of instantaneous luminosity, $\mathscr{L}_{\text {inst }}$, in which case the product $\mathscr{L}_{\text {inst }} \sigma$ gives the counting rate expected for the process whose cross-section is $\sigma$; the units of $\mathscr{L}_{\text {inst }}$ are, therefore, $\mathrm{cm}^{-2} \mathrm{~s}^{-1}$. We can also speak of the integrated luminosity in a given time interval $\Delta T$, $\mathscr{L}_{\text {int }}$, in which case the product of $\mathscr{L}_{\text {int }} \sigma$ gives the total number of events collected during $\Delta T$ for the process whose crosssection is $\sigma$. The units for $\mathscr{L}_{\text {int }}$, in this case, are simply the units of the inverse of a cross-section, $\mathrm{cm}^{-2}$ or a multiple like $\mathrm{nb}^{-1}$ or $\mathrm{pb}^{-1}$.

FINUDA is able to measure and monitor the machine luminosity, both $\mathscr{L}_{\text {inst }}$ and $\mathscr{L}_{\text {int }}$, exploiting different and independent physical processes occurring after $\mathrm{e}^{+} \mathrm{e}^{-}$collisions:
(1) counting $\mathrm{e}^{+} \mathrm{e}^{-}$scattering events (Bhabha events) provided by a dedicated trigger and reconstructed by the apparatus; the cross-section of the Bhabha process is well known [3] and rather flat with energy around the nominal energy value of DA $\Phi \mathrm{NE}$; the counting of the Bhabha events detected by the apparatus allows the number of $\mathrm{e}^{+} \mathrm{e}^{-}$collisions and hence the beam luminosity to be directly evaluated;
(2) counting the $\mathrm{K}_{\mathrm{S}}^{0}$ events, produced by the $\phi(1020$ ) decay into $\mathrm{K}_{\mathrm{S}}^{0} \mathrm{~K}_{\mathrm{L}}^{0} \quad(\mathrm{BR}=0.34)$, filtering inside the Bhabha
trigger and reconstructed by the apparatus; the crosssection of this process is well known [4], but strongly dependent on the machine energy, let us say on the position on the $\phi$ resonance, which is only 4.43 MeV wide. Therefore, the counting of reconstructed $\mathrm{K}_{\mathrm{S}}^{0}$ events allows not only the luminosity to be evaluated and compared with the value obtained from the Bhabha events, but also the machine energy to be measured and monitored;
(3) during the data taking the luminosity and machine energy can also be monitored by counting the number of $\mathrm{K}^{+} \mathrm{K}^{-}$pairs from the decay of the $\phi(1020)$, as recorded by the hypernuclear trigger and reconstructed by the apparatus.

The Bhabha scattering [3] is a collision of the DA $\Phi$ NE $\mathrm{e}^{+} \mathrm{e}^{-}$beams proceeding through the following channels:
$\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow \mathrm{e}^{+} \mathrm{e}^{-}(n \gamma)$.
The Bhabha scattering is called elastic if the number $n$ of $\gamma$-rays is zero, and inelastic if there is at least one $(n=1)$ $\gamma$-ray. In case of elastic or highly elastic (i.e. with a soft energy emitted $\gamma$-ray) Bhabha scattering, the $\mathrm{e}^{+} \mathrm{e}^{-}$pair in the final state will be emitted back-to-back and have the same or very similar momenta, close to the $510 \mathrm{MeV} / \mathrm{c}$ of the circulating beams. Fig. 2 shows, as an example, a typical highly elastic Bhabha event recorded by the FINUDA spectrometer and reconstructed and fitted by the FINUDA reconstruction procedures.

Such events are selected using a dedicated trigger, called Bhabha trigger, requiring the fulfillment of the following


Fig. 2. Highly elastic Bhabha event $\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow \mathrm{e}^{+} \mathrm{e}^{-}$recorded by the FINUDA spectrometer. The reconstructed momenta of the $\mathrm{e}^{+}$and $\mathrm{e}^{-}$ track are 512 and $492 \mathrm{MeV} / c$, respectively.
criteria: (a) two opposite (back-to-back) coincident hits, with minimum ionizing energy deposition, in the slabs of TOFINO scintillator barrel; (b) coincidence with at least two hits in the slabs of the TOFONE scintillator barrel; (c) time coincidence window between TOFINO and TOFONE hits: $4-18 \mathrm{~ns}$. The geometrical acceptance of the FINUDA apparatus (from $45^{\circ}$ to $135^{\circ}$ polar angle) and these trigger conditions allow to collect a number of Bhabha pairs corresponding to about 700 nb of integrated Bhabha crosssection. It is worth reminding that the Bhabha crosssection strongly depends on the polar angle and has not a finite total value, but diverges at zero polar angle. With a nominal luminosity of $\mathscr{L}_{\text {inst }}=5 \times 10^{31} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$, about 35 Hz Bhabha events are accepted by the trigger and recorded by the apparatus.

Other types of events, coming mainly from the $\phi(1020)$ decays, can filter through the Bhabha trigger as defined above, since their topologies basically fulfill, with lower efficiencies, the same criteria:

- $\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow \phi \rightarrow \mathrm{K}_{\mathrm{S}}^{0} \mathrm{~K}_{\mathrm{L}}^{0}$ followed by $\mathrm{K}_{\mathrm{S}}^{0}$ decay $\mathrm{K}_{\mathrm{S}}^{0} \rightarrow \pi^{+} \pi^{-}$,
- $\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow \phi \rightarrow \rho \pi$ followed by $\rho^{ \pm 0}$ decay into two pions,
- $\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow \phi \rightarrow \pi^{+} \pi^{-} \pi^{0}$,
- $\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow \phi \rightarrow \mathrm{K}^{+} \mathrm{K}^{-}$followed by $\mathrm{K}^{+} \rightarrow \mu^{+} v, \mathrm{~K}^{+} \rightarrow$ $\pi^{+} \pi^{0}$.

Among the mentioned processes, the $\mathrm{K}_{\mathrm{S}}^{0} \rightarrow \pi^{+} \pi^{-}$decay gives the main contribution to the background of the Bhabha trigger. The other processes are efficiently rejected by the trigger or have lower branching ratios; their contributions to the total counts have anyway to be considered for an accurate evaluation of the luminosity. Finally, thanks to the selectivity of the trigger, the machine e.m. background hardly fulfills the trigger conditions and can be completely neglected.

In Fig. 3, an event $\phi \rightarrow \mathrm{K}_{\mathrm{S}}^{0} \mathrm{~K}_{\mathrm{L}}^{0}$ followed by $\mathrm{K}_{\mathrm{S}}^{0} \rightarrow \pi^{+} \pi^{-}$, recorded with the Bhabha trigger and reconstructed by the FINUDA reconstruction procedure is shown.

The topologies of the two types of events (Bhabha and $\mathrm{K}_{\mathrm{S}}^{0}$ decay) are very similar. The charged $\pi$ 's from a low momentum $\mathrm{K}_{\mathrm{S}}^{0}(\approx 110 \mathrm{MeV} / c)$ are also nearly back-to-back and mimic the trigger feature of the Bhabha events. The different average momenta of the produced $\pi$ 's, $206 \mathrm{MeV} / c$, instead of $510 \mathrm{MeV} / c$ for the Bhabha events, do not prevent events from $\mathrm{K}_{\mathrm{S}}^{0}$ decay to satisfy the trigger conditions. Simply, the $\mathrm{K}_{\mathrm{S}}^{0}$ decay events will be collected with less efficiency respect to the Bhabha events, due to the higher curvature of the $\pi$ 's in the high magnetic field of FINUDA, hampering them to reach the external TOFONE scintillator barrel.

The instantaneous machine luminosity was continuously monitored by counting the reconstructed Bhabha events, in time intervals $\Delta T$, and evaluating the following formula:
$\mathscr{L}_{\text {inst }}^{\text {Bhabha }}=\frac{N_{\text {Bhabha }}^{\text {rec }} / \Delta T}{\left[\sigma_{\text {Bhabha }} \times \varepsilon_{\text {trig }} \times \varepsilon_{\text {rec }}\right]_{\theta>\theta_{0}} \times \varepsilon_{\text {detec }}}$


Fig. 3. Event $\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow \phi, \phi \rightarrow \mathrm{K}_{\mathrm{L}}^{0} \mathrm{~K}_{\mathrm{S}}^{0}, \mathrm{~K}_{\mathrm{S}}^{0} \rightarrow \pi^{+} \pi^{-}$recorded by the FINUDA spectrometer.
where $N_{\text {Bhabha }}^{\mathrm{rec}}$ is the number of the Bhabha events reconstructed by the apparatus, $\sigma_{\text {Bhabha }}$ is the Bhabha cross-section for emission polar angles larger than $\theta_{0}=30^{\circ}$ (relative to the beam direction), $\varepsilon_{\text {detec }}$ is the global apparatus efficiency estimated with cosmic ray calibrations, and $\varepsilon_{\text {trig }}$ and $\varepsilon_{\text {rec }}$ are the trigger and reconstruction efficiencies for Bhabha events. These efficiencies are calculated by the FINUDA Monte Carlo program using the Bhabha event generator from Ref. [5] and accounting for the beam characteristics. The values of $\varepsilon_{\text {trig }}$ and $\varepsilon_{\text {rec }}$ for Bhabha events turn out to be 0.31 and 0.81 , respectively.

The instantaneous machine luminosity was also calculated using the $\mathrm{K}_{\mathrm{S}}^{0}$ decay events filtered inside the Bhabha trigger, by means of a formula similar to the relation (2):
$\mathscr{L}_{\text {inst }}^{\mathrm{K}_{\mathrm{s}}^{0}}=\frac{N_{\mathrm{K}_{\mathrm{S}}^{0}}^{\mathrm{rec}} / \Delta T}{\left[\sigma_{\phi} \times \mathrm{BR}_{\left(\mathrm{K}_{\mathrm{S}}^{0} \mathrm{~K}_{\mathrm{L}}^{0}\right)} \times \varepsilon_{\text {trig }} \times \varepsilon_{\mathrm{rec}}\right] \times \varepsilon_{\text {detec }}}$
where $N_{\mathrm{K}_{\mathrm{S}}^{0}}^{\mathrm{rec}}$ is the number of the $\mathrm{K}_{\mathrm{S}}^{0}$ events reconstructed by the apparatus, $\sigma_{\phi}$ is the effective cross-section for the formation of the $\phi\left(\sigma_{\phi}=3.26 \mu \mathrm{~b}\right), \quad \mathrm{BR}_{\left(\mathrm{K}_{\mathrm{S}}^{0} \mathrm{~K}_{\mathrm{L}}^{0}\right)}$ is the branching ratio for the decay of the $\phi$ into $\mathrm{K}_{\mathrm{S}}^{0} \mathrm{~K}_{\mathrm{L}}^{0}$, $\varepsilon_{\text {detec }}$ is the global apparatus efficiency, estimated with cosmic ray calibrations, and $\varepsilon_{\text {trig }}(=0.29)$ and $\varepsilon_{\text {rec }}(=0.78)$ are the trigger and reconstruction efficiencies, respectively, for $\mathrm{K}_{\mathrm{S}}^{0}$ events calculated using the FINUDA Monte Carlo code.
The reconstruction of the events fulfilling the Bhabha trigger conditions was performed using two different procedures. A simple and robust one, called single arm procedure, was used mainly in the phase of the machine and apparatus commissioning. With this procedure, all hits generated by the two charged prongs of the triggered
events in the FINUDA detectors were fitted by only a single curved trajectory. The advantages of such a method are: (i) a high reconstruction efficiency for Bhabha events (larger than $90 \%$ ); (ii) the use of several spatial points (up to 10) to reconstruct the single arm trajectory; (iii) the insensitivity to detector inefficiencies and possible single detector failures; (iv) the high rate of reconstructed events. At the nominal luminosity of $\mathscr{L}_{\text {inst }}=5 \times 10^{31} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$, a rate of about 30 Hz of reconstructed Bhabha events are expected.

In Fig. 4 the momentum distribution of the single arm tracks reconstructed in the FINUDA apparatus, after a 10 min typical run with Bhabha trigger, is shown. The larger momentum peak around $500 \mathrm{MeV} / c$ corresponds to elastic and highly elastic Bhabha events, whereas the smaller peak around $200 \mathrm{MeV} / c$ corresponds to $\mathrm{K}_{\mathrm{S}}^{0}$ events filtered inside the Bhabha trigger. Events in between the two peaks are mainly due to other processes, in particular to the $\rho^{0} \pi^{0}$ one. This process gives indeed a not negligible trigger rate, since it has a large branching ratio and produces energetic and almost back-to-back charged pions, the $\rho^{0}$ being produced almost at rest.

By counting the number of events in the Bhabha and $\mathrm{K}_{\mathrm{S}}^{0}$ peaks and applying the relations (2) and (3), respectively, the value of the machine luminosity $\mathscr{L}_{\text {inst }}$ can be evaluated on-line from two different and independent physical processes. The results obtained were always in good relative agreement and nicely compatible with the luminosity evaluated by the machine staff. Moreover, since the $\mathrm{K}_{\mathrm{S}}^{0}$ process depends not only on the instantaneous luminosity, but also on the centering of the machine


Fig. 4. The momentum distribution of single arm tracks reconstructed by FINUDA in a 10 min run with Bhabha trigger. The peak around $500 \mathrm{MeV} / c$ corresponds to elastic and highly elastic Bhabha events. The other one, around $200 \mathrm{MeV} / c$, corresponds to $\mathrm{K}_{\mathrm{S}}^{0}$ events filtered through the Bhabha trigger.
energy on the $\phi$ resonance, the ratio between the contents of the two peaks allowed also the machine energy to be roughly monitored on-line during the machine commissioning phase.

The described single arm procedure is very efficient, robust and fast. However, it is not very accurate and has been complemented by a second reconstruction procedure, called double arm procedure, in which the two opposite charged arms of the triggered event are both reconstructed and accurately fitted. Results of the procedure have already be shown in Figs. 2 and 3 for a Bhabha and a $K_{S}^{0}$ event, respectively. This procedure is slower, since it requests both tracks to be accurately measured, but allows the complete kinematics of the event to be reconstructed: the momentum of each prong with resolution of the order of few per mil, the vertex of the event (if any), the invariant mass of the two system of two tracks, according to a given mass hypothesis.

In Fig. 5 the invariant mass distribution for events with two opposite charged particles, collected during two runs with Bhabha trigger, is shown, in the hypothesis that the two tracks are $\mathrm{e}^{+} \mathrm{e}^{-}$pairs. The peak at the highest mass corresponds to highly elastic Bhabha processes. The machine collision energy during these runs as measured by the position of this peak results $M_{\text {inv }}=1.019 \pm$ $0.015 \mathrm{GeV} / c^{2}$. The narrow peak at the lowest mass corresponds to the events from $\mathrm{K}_{\mathrm{S}}^{0} \rightarrow \pi^{+} \pi^{-}$: the peak is displaced from the nominal $\mathrm{K}_{\mathrm{S}}^{0}$ mass simply due to the use of the electron mass instead of the pion one in the invariant mass formula. The broad structure in between the two main peaks corresponds to the decay of the $\rho^{0}(770) \rightarrow$ $\pi^{+} \pi^{-}$coming from the $\phi \rightarrow \rho \pi$ decay.


Fig. 5. Invariant mass of the $\left(\mathrm{e}^{+} \mathrm{e}^{-}\right)$system. The main peak at $M_{\mathrm{inv}}=$ $1.019 \pm 0.015 \mathrm{GeV} / c^{2}$ measures the $\mathrm{e}^{+} \mathrm{e}^{-}$collision energy. This figure is obtained summing two Bhabha trigger runs to increase the statistics.

The analysis is performed offline, after the end of the run, analyzing the collected data and performing the complete reconstruction of the events. The Bhabha trigger runs have normally a statistics of 20000 events which, at the typical (average) instantaneous luminosity $\mathscr{L}_{\text {inst }}=4 \times 10^{31} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$, are collected in a time $\Delta T$ of $\approx 10 \mathrm{~min}$.

In Fig. 6 the invariant mass is shown for the $\pi^{+} \pi^{-}$mass hypothesis on events belonging to the same runs. The narrow peak at $M_{\text {inv }}=(0.496 \pm 0.002) \mathrm{GeV} / c^{2}$ corresponds to the decay of the $\mathrm{K}_{\mathrm{S}}^{0}$, in good agreement with the PDG mass of the $\mathrm{K}_{\mathrm{S}}^{0}, M_{\mathrm{K}_{\mathrm{S}}^{0}}=0.4977 \mathrm{GeV} / c^{2}$. The position and the width of the peak provide information on the absolute calibration and on the global mass resolution of the spectrometer. The wide bump on the right of the $\mathrm{K}_{\mathrm{S}}^{0}$ peak corresponds, as already mentioned, to the decay of the $\rho^{0}(770) \rightarrow \pi^{+} \pi^{-}$.

The two above described methods (single and double arm procedures) provide a cross check of the measured values of the average luminosities, after a time interval $\Delta T$ of at least several minutes. This information is very useful but the delivering rate is not always fast enough to serve all the needs of the experiment. Due to the specific features of $\mathrm{DA} \Phi \mathrm{NE}$, the lifetimes of the beams are of the order of few tens of minutes, and the lifetime of the luminosity of their collision even shorter. Due to this fact, in order to properly tuning the machine and continuously checking its working conditions, the luminosity values must be known on an online basis. In other terms, instantaneous luminosities values or, at least, luminosities averaged in time intervals of the order of few seconds, must also be provided in order to be


Fig. 6. Invariant mass of the $\left(\pi^{+} \pi^{-}\right)$system. The narrow peak at $M_{\mathrm{inv}}=$ $0.496 \pm 0.002 \mathrm{GeV} / c^{2}$ corresponds to the $\mathrm{K}_{\mathrm{S}}^{0} \rightarrow \pi^{+} \pi^{-}$decay. This figure is obtained summing two Bhabha trigger runs to increase the statistics.
useful for the optimization of DA $\Phi$ NE performance to the FINUDA needs.

One possibility to obtain these instantaneous values is to calculate them using accelerator physics relations and standard machine parameters, continuously measured by instruments positioned along the rings. This procedure is accurate, but it is not a direct measurement of the luminosity in the FINUDA interaction region. A direct measurement can, however, be provided by the same FINUDA detectors.

To provide the on-line luminosity values in time intervals of the order of few seconds, FINUDA can exploit the counts of the scalers measuring the Bhabha trigger rate. Such counts are transformed in $\mathscr{L}_{\text {inst }}$ values using a conversion factor obtained from the Bhabha runs where events have been fully reconstructed. There is indeed a fixed relationship between the total counted Bhabha triggers and the total number of Bhabha events reconstructed with the above described procedure. This relationship has been determined using the FINUDA Monte Carlo code and tuned experimentally at the beginning of FINUDA runs, in order to find and optimize the conversion factor; then it has been used to provide the on-line values of the machine luminosity based on the Bhabha trigger rate.

The luminosity measured with this method, in spite of its larger error respect to those provided by the reconstruction procedures, is, however, precise enough for the aim of online monitoring the $\mathscr{L}_{\text {inst }}$ values of DA $\Phi$ NE luminosity. Moreover, with this method, the values of $\mathscr{L}_{\text {inst }}$ can be obtained also when the trigger used in the data taking is not the Bhabha one since, in regime conditions, no reconstruction of Bhabha events is needed, but only the reading of a dedicated scaler permanently counting the Bhabha trigger conditions occurring during any run. The conversion factor (evaluated as 0.17 ) was periodically checked during the run period to verify its stability.

In Fig. 7a typical plot of the $\mathscr{L}_{\text {inst }}$ luminosity measurement provided with the method described above, is given. The figure shows the circulating $\mathrm{e}^{-}$and $\mathrm{e}^{+}$currents, and the instantaneous and integrated luminosity values as measured by FINUDA during a 2 h period of data taking. For the sake of comparison, the instantaneous luminosity values calculated using accelerator physics relations by means of the data provided by $\mathrm{DA} \Phi \mathrm{NE}$ monitoring devices are shown as well.
The luminosity measured using Bhabha events, both with the on-line and the offline methods, is, however, not very sensitive to the actual machine energy setting. Indeed, the behavior of the Bhabha cross-section is rather flat with c.m. energy and the determination of the true mass of the Bhabha system invariant mass is affected by radiative corrections. It is, however, pivotal for FINUDA to work exactly at the c.m. energy corresponding to the mass of the $\phi$ meson, to get the maximum flux of $\left(\mathrm{K}^{-}, \mathrm{K}^{+}\right)$pairs from its decay. In fact, with a width of the $\phi$ meson of only 4.43 MeV (FWHM), there is a loss of charged kaon beam


Fig. 7. The DA $\Phi$ NE currents (top plot) for $\mathrm{e}^{+}$(red) and $\mathrm{e}^{-}$(blue); the corresponding instantaneous luminosities (mid plot) as measured by FINUDA (green points) and provided by $\mathrm{DA} \Phi \mathrm{NE}$ (red points), and the $\mathrm{DA} \Phi \mathrm{NE}$ integrated luminosity (bottom plot), during a 2 h interval of data taking.
intensity of a factor 2 if the energy of both beams is displaced, for instance, of $\pm 1 \mathrm{MeV}$ only from the nominal 510 MeV value. For such a small energy displacement, the variation of the Bhabha counts or the displacement of the invariant mass Bhabha peak are practically not detectable.

Hence, a different method of performing an accurate monitoring of both the luminosity and the c.m. energy had to be employed by FINUDA: the method is based on the complete reconstruction and counting of events coming from the $\phi(1020)$ decay mode into $\mathrm{K}_{\mathrm{S}}^{0} \mathrm{~K}_{\mathrm{L}}^{0}$ collected during Bhabha runs. After the $\mathrm{K}_{\mathrm{S}}^{0}$ mass peak has been identified (see Fig. 5), the number of corresponding events $N_{\mathrm{K}_{\mathrm{c}}^{0}}$ is divided by the number $N_{\text {Bhabha }}$ of Bhabha events collected and reconstructed in the same run. This procedure is repeated changing slightly the energy of the two DA $\Phi$ NE beams at each step. The tuning of the machine at the $\phi(1020)$ energy corresponds to the maximization of the ratio $N_{\mathrm{K}_{\mathrm{s}}^{0}} / N_{\text {Bhabha. }}$. After the collider has been properly tuned in energy, this ratio is checked at regular time intervals to monitor its stability during the whole period of data taking. In Fig. 8 the ratio $N_{\mathrm{K}_{\mathrm{c}}^{0}} / N_{\text {Bhabha }}$ is shown during the whole data taking period of FINUDA. As it can be seen, after an initial period of beam tuning, the ratio
remains roughly constant, demonstrating the stability of $\mathrm{DA} \Phi \mathrm{NE}$ c.m. energy at the mass of the $\phi$ meson.

### 2.2. Measurement of the $D A \Phi N E$ beam boost

FINUDA is able to monitor another important parameter of the DA $\Phi$ NE machine: the transversal boost of the generated $\phi(1020)$ mesons. DA $\Phi N E$ is a two rings collider and, due to this particular feature, in the FINUDA interaction region the $\mathrm{e}^{+}$and $\mathrm{e}^{-}$beams do not collide exactly head on, but form a crossing angle different from zero and amounting to about 25 mrad . Due to this crossing angle, the $\phi(1020)$ mesons are not produced at rest, but have a small transversal momentum (boost) of $12.3 \mathrm{MeV} / c$. In the case of the FINUDA interaction point, the vector momentum is directed outward with respect to the center of the rings.

This small total momentum of the $\phi$ affects, of course, also the momenta of the $\left(\mathrm{K}^{-}, \mathrm{K}^{+}\right)$produced in the $\phi$ decay. Indeed, if the $\phi$ decay occurred at rest, the kaon momenta would be $127 \mathrm{MeV} / c$, independently from their direction, and their angular distribution would be symmetric around the $\mathrm{e}^{+}, \mathrm{e}^{-}$beam axis. The presence of a transversal beam


Fig. 8. Ratio of the counts of the reconstructed events in the $\mathrm{K}_{\mathrm{S}}^{0}$ peak over the corresponding counts of the reconstructed events in the Bhabha peak, as a function of the run number, during the whole period of the FINUDA data taking, including also debugging, test and short runs.
boost changes the values of the kaon momenta making them dependent on the azimuthal angle of emission: the momenta are slightly increased in the boost direction and decreased in the opposite one. Moreover the kaon emission distribution is modified and is no longer axially symmetric.
These features of the DA $\Phi$ NE kaon beam are of big relevance for FINUDA, which is optimized to study interactions of stopped kaons in thin targets of different materials. Due to the low momentum of the generated charged kaons, their energy loss in crossing the beam pipe, the TOFINO scintillator, the silicon micro-strips of the vertex detector and the target materials is huge and increasing highly non-linearly during the slowing down. Therefore, a variation of the beam crossing angle, and consequently of the momenta of the charged kaons, could change their range, and modify their stopping distribution inside the targets.

In fact, the thicknesses of the different targets have been determined in order to have the $\mathrm{K}^{-}$stopping point distribution as close as possible to their outward surface, in order to minimize the amount of residual target material crossed by the outgoing particles and, consequently, the perturbation of their momentum to be measured in the spectrometer. In extreme cases, the charged kaons may not even stop in the thin targets, either stopping before or passing through them.

For this reason, it is of paramount importance for FINUDA to check, during the data taking, that the beam boost remains constant and stable at the nominal value. The monitor of the stability of the beam boost is performed, by FINUDA, on a run-to-run basis, by means
of a set of events periodically collected using the Bhabha trigger prescaled to the main hypernuclear trigger. To this aim, a sample of Bhabha events, fully reconstructed and recognized as highly elastic by the values of the momenta of both positive and negative prongs close to $510 \mathrm{MeV} / c$, is selected. For each event, the reconstructed momenta of the $\mathrm{e}^{+}$and of the $\mathrm{e}^{-}$are then vectorial added and the magnitude of the resulting total momentum is calculated.

The magnitude of the total momentum of the event may differ from zero due to several reasons, a part from the presence of the total beam boost: radiative losses of the electron or positron, deviations of the trajectories due to multiple scattering or errors in the reconstruction. The distribution, however, of the values of the magnitude of the total $\mathrm{e}^{+}$and $\mathrm{e}^{-}$momentum should show a minimum value, that corresponds to the magnitude of the boost of the not perfectly head-on ( $\mathrm{e}^{+} \mathrm{e}^{-}$) collision. This minimum value should be zero in case the Bhabha reaction was due to $\mathrm{e}^{+}$ and $\mathrm{e}^{-}$with momenta of equal magnitude and colliding exactly head on, and should correspond to the boost of the DA $\Phi \mathrm{NE}^{+} \mathrm{e}^{-}$beams, in the FINUDA interaction region, when different from zero.

In Fig. 9 the distribution is shown of the magnitude of the total momentum of the positive and negative reconstructed tracks of Bhabha highly elastic events. The straight line fit to the shoulder of the distribution allows to determine, by its intersection with the momentum axis, the boost of DA $\Phi$ NE. In this example, it amounts to about $12.5 \mathrm{MeV} / c$, as expected from $\mathrm{e}^{+}$and $\mathrm{e}^{-}$beam interaction with the nominal crossing angle of 25 mrad . This procedure


Fig. 9. Distribution of the magnitude of the vectorial sum of the $\mathrm{e}^{+}$and $\mathrm{e}^{-}$momenta in Bhabha trigger runs. The intersection of the dashed line with the abscissa axis gives the value of the $\mathrm{DA} \Phi \mathrm{NE}$ boost momentum. In order to increase the statistics in the shoulder region, five consecutive Bhabha runs have been summed up.


Fig. 10. The distribution of the DA $\Phi$ NE boost momentum measured by FINUDA during the whole period of data taking (consecutive Bhabha trigger runs have been summed up five by five increasing the statistics to better determine the boost value).
has been performed systematically during the whole data taking, to check the value of the DA $\Phi$ NE boost.

The result of this monitoring is plotted in Fig. 10 for the whole data taking period and shows how FINUDA is able to measure the boost value of $\mathrm{DA} \Phi \mathrm{NE}$ during the data taking. This information can be used during the data analysis to improve the event reconstruction.

### 2.3. Distribution of the $\mathrm{e}^{+} \mathrm{e}^{-}$collision points

FINUDA is also able, on a run-to-run basis, to monitor both the distribution of the $\mathrm{e}^{+} \mathrm{e}^{-}$collision points and the distribution of the $\phi(1020)$ decay vertexes, using two different types of events. This information is relevant, since the limited extension along the beam axis of the FINUDA vertex region and the geometry of its tracking volume, symmetrical around the $\mathrm{e}^{+} \mathrm{e}^{-}$axis and covering a polar angle of acceptance from about $45^{\circ}$ to $135^{\circ}$, require to center the spot of the $\mathrm{e}^{+} \mathrm{e}^{-}$collisions in the middle of the spectrometer, in order to maximize its geometrical acceptance.

The distribution of the $\mathrm{e}^{+} \mathrm{e}^{-}$collision points can be measured, especially during the commissioning phase, using the reconstruction of the Bhabha events with the single arm procedure. In fact, each single arm trajectory, which averages the trajectories of the two single $\mathrm{e}^{+} \mathrm{e}^{-}$ prongs, crosses the horizontal plane in which the $\mathrm{e}^{+} \mathrm{e}^{-}$ beams are contained. This crossing point is a good estimation of the $\mathrm{e}^{+} \mathrm{e}^{-}$collision point, where the two prongs are generated. It is worth reminding, in fact, that the DA $\Phi \mathrm{NE}$ collision spot is essentially distributed along
the beam axis $z$ and in the transverse direction $x$, since in the vertical direction $y$ its spread is just $20 \mu \mathrm{~m}$.

In Fig. 11 the distributions of the $x$ and $z$ coordinates of the $\mathrm{e}^{+} \mathrm{e}^{-}$collision spot, obtained with the fast single arm procedure in only one run of $\Delta T=10 \mathrm{~min}$, are shown, together with the corresponding scatter plot. It should be worth noticing that the $x$ distribution obtained with this method is not corrected for the boost effect; this can be seen from the mean value of the $x$ distribution, which is displaced in the $+x$ (i.e. boost) direction.

The distribution of the $\phi(1020)$ decay vertexes may be obtained, during the data taking, by the accurate reconstruction of the origin vertexes of the $\mathrm{K}^{+} \mathrm{K}^{-}$pairs. The reconstruction procedure of the $\mathrm{K}^{+} \mathrm{K}^{-}$trajectories is based on a two helix algorithm that accounts for the average value of the mass of the $\phi(1020)$ and for the $\mathrm{e}^{+} \mathrm{e}^{-}$beam crossing angle ( 25 mrad ). The algorithm determines, event by event, the $\phi$ formation point and the two kaon directions and momenta, solving possible ambiguities. Input information to the procedure are the interaction points of the two kaons on the ISIM micro-strips facing the two TOFINO fired slabs. The hits of the kaons on ISIM are recognized, against the hits of the other particles, thanks to the high specific ionization of the very slow kaons.

The exact $\mathrm{K}^{+} \mathrm{K}^{-}$trajectories and stopping points are then calculated by a tracking procedure based on the GEANE tracking package [6] and starting from the $\phi$ formation point and the $\mathrm{K}^{-}$and $\mathrm{K}^{+}$directions and momenta. The procedure accounts for the geometrical structure and the material composition


Fig. 11. Distributions of the $x$ (top left) and $z$ (top right) $\mathrm{e}^{+} \mathrm{e}^{-}$collision points as reconstructed by FINUDA with the single arm procedure in one Bhabha trigger run. Bottom: the corresponding $x$ vs. $z$ scatter plot.


Fig. 12. Distributions of the $x$ (top left) and $z$ (top right) $\phi$ vertexes as reconstructed by FINUDA with the double arm procedure in runs using the trigger optimized for hypernucleus event selection. Bottom: the corresponding $x$ vs. $z$ scatter plot.


Fig. 13. The centroid (top) and the $\sigma$ (bottom) of the $x$ distribution of the $\phi$ vertexes as a function of the run number during the FINUDA data taking period.
of the vertex region, accurately described in the FINUDA Monte Carlo program. As an example of the result obtained, the distributions of the $\mathrm{K}^{-} \mathrm{K}^{+}$origin vertexes, in a typical run, are shown in Fig. 12. In the picture, the horizontal transverse $x$ and longitudinal $z$ distributions of


Fig. 14. The centroid (top) and the $\sigma$ (bottom) of the $z$ distribution of the $\phi$ vertexes as a function of the run number during the FINUDA data taking period.
the $\phi(1020)$ vertexes are shown, as well as the $x$ vs. $z$ scatter plot. It should be noted that, with the double arm procedure, the boost effect is properly taken into account and, correspondingly, the $x$ distribution is centered at the origin.

By means of this last procedure, the stability in position and width of the $\phi(1020)$ decay vertex distribution was monitored during the whole data taking. In Fig. 13 (Fig. 14), the center and the sigma of the transversal- $x$ (longitudinal-z) coordinates of the vertexes during the whole period of FINUDA data taking are plotted, showing the pretty good stability of the $\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow \phi(1020)$ generation positions in DA $\Phi$ NE.

## 3. Conclusions

The FINUDA spectrometer, devoted to hypernuclear physics, employs, for the first time, an $\mathrm{e}^{+} \mathrm{e}^{-}$collider to provide the primary $\mathrm{K}^{-}$beam. The apparatus is able, during the normal data taking, to provide also information on the machine performances: instantaneous luminosity, total beam boost, distribution of $\mathrm{e}^{+} \mathrm{e}^{-}$ collision points. This information, provided to the machine staff on-line and off-line, in a run-to-run basis and in a continuous way, allows for the optimization, the stability control and background reduction of the DA $\Phi$ NE accelerator. Moreover, the information on the DA $\Phi N E$ performance is provided without perturbing the ordinary collection of data for the primary physical aims of the experiment.
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#### Abstract

Luminosity spectrum and accelerator background levels strongly influence the experimental conditions and have an important impact on detector design. The expected rates of the main beam-beam products at CLIC 3 TeV CM energy, taking into account for machine imperfections, are computed. Among the other machine-induced background the photon fans from the Incoherent Synchrotron Radiation (ISR) photons emitted in the final doublet are evaluated.


## 1 Introduction

In the design of the CLIC interaction region the background levels need to be carefully taken into account, since their rates are expected to be high because of the high energy and high luminosity foreseen. Two main sources of background can be identified: those coming from the beam interactions before and after the collision point, the so called machine backgrounds, and those arising from beam-beam effects, so called beam-beam background. In this paper we review the main beam-beam products in order to give an upper limit to their expected rates, the impact on the luminosity spectrum is also discussed. The distribution of their expected energy and angle are shown. Furthermore we discuss the impact of ISR photons coming from the final doublet on the CLIC interaction region.

| Total Luminosity | $\left[10^{34} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}\right]$ | 5.9 |
| :--- | :---: | :---: |
| Peak Luminosity | $\left[10^{34} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}\right]$ | 2.4 |
| repetition freq. | $[\mathrm{Hz}]$ | 50 |
| bunches/train |  | 312 |
| intra-bunch dist. | $[\mathrm{ns}]$ | 0.5 |
| particles/bunch | $\left[10^{10}\right]$ | 0.372 |
| bunch length | $[\mu \mathrm{m}]$ | 44 |
| emittances H/V | $[\mathrm{nm}] /[\mathrm{nm}]$ | $660 / 20$ |
| beam sizes | $[\mathrm{nm}] /[\mathrm{nm}]$ | $45 / 1$ |

Table 1: CLIC parameters taking into account machine imperfections.

In order to achieve the required luminosity the two beams at the future linear colliders are focused to very small sizes, see Table 1. In electron-positron collisions the electromagnetic field of each bunch will focus the other, leading to an enhancement of total luminosity (so-called Pinch effect). At the same time due to the strong bending of their trajectory, the beam particles emit high-energy photons (called beamstrahlung photons), which smear the peak of the luminosity spectrum, as shown in Fig. 1.

In addition to beamstrahlung photons also QED and QCD backgrounds are produced during collision. The relevant processes are: coherent pair production, incoherent pair production and $\gamma \gamma \rightarrow$ hadrons events. They are briefly described in the next section. The pairs produced in the coherent processes can contribute to luminosity $\sim 4 \%$ of the total luminosity comes from these pairs mainly in the low energy tail of the spectrum. They can also create collisions where an electron, from a coherent pair produced in the positron beam, collides with the electron beam (and vice versa for a positron). The contribution of these


Figure 1: Luminosity spectrum for nominal CLIC 3 TeV CM energy parameters.
type of collisions to the luminosity is $\sim 1 \%$, which correspond to the red line showed in Fig. 1.

## 2 Beam-Beam backgrounds at 3 TeV CM energy

The beam-beam backgrounds rates are computed using the GUINEA-PIG code [1]. In the simulations we use realistic bunch shapes coming from the full tracking of the two beams in the LINAC and the BDS systems toward the Interaction Point (IP). For this purpose the C++ version of the code [2] has been extensively reviewed and further developed. The beam-beam effects and processes that can be studied by GUINEA-PIG are: emission of beamstrahlung photons, coherent processes such as creation of pairs particles in the strong electromagnetic field of the two bunches, and incoherent processes such as incoherent pairs creation and hadronic events. Other QED processes such as Bhabhas can be simulated as well.

Due to the strong focusing forces generated by the electromagnetic field during interaction, quite a lot of energy goes in the emission of synchrotron radiation photons, so called beamstrahlung photons, generating the long energy tail in the spent beam distribution. On average two beamstrahlung photons are emitted per beam particle. Their energy distribution is peaked at low values but a significant number of them can reach the nominal beam


Figure 2: Energy distribution (left) and angular distribution (right) of the particles produced in beam-beam background.
energy, as shown in Fig. 2(left). At CLIC energies, where the beamstrahlung parameter $\Upsilon$ can be much larger than 0.5 , the emitted photons can turn into $\mathrm{e}^{+} \mathrm{e}^{-}$pairs by interacting with the collective field of the oncoming beam, so called coherent process. The energy spectrum of the produced pair depends on the beamstrahlung parameter, very low energy pairs are created only for high value of $\Upsilon$. The angular distribution is boosted in the direction of the mother particle of the intermediate photon. The red lines in Fig. 2(left) and Fig. 2(right) show their expected energy and angular distribution. In CLIC the coherent pair creation is the dominant process which produces $\mathrm{e}^{+} \mathrm{e}^{-}$pairs during collision, $6.6 \times 10^{8}$ coherent pairs are expected. Nevertheless at quantum beamstrahlung regime $\Upsilon>1$ and for very short bunch length the creation of pair may occur by an intermediate virtual photon, in which case the pair production is said to occur by the trident process. The recent implementation of this process in GUINEA-PIG++ is described in [3], their production in the code follow the one of the coherent pairs, except for the virtuality of the intermediate photon. The expected energy spectrum and their angular distribution for the nominal CLIC beams are shown by the light-red in Fig. 2(left) and Fig. 2(right), respectively. As coherent pairs they follow mainly the beam direction while leaving the interaction region. Their angular distribution is well confined in the 10 mrad opening angle of the interaction region beam pipe.

Most of the low energy $\mathrm{e}^{+} \mathrm{e}^{-}$pairs are created at the future linear colliders by individual scattering of particles according to three main processes, the so called Breit-Wheeler $(\gamma \gamma \rightarrow$ $\mathrm{e}^{+} \mathrm{e}^{-}$), Bethe-Heitler ( $\mathrm{e}^{ \pm} \gamma \rightarrow \mathrm{e}^{ \pm} \mathrm{e}^{+} \mathrm{e}^{-}$) and Landau-Lifshitz ( $\mathrm{e}^{+} \mathrm{e}^{-} \rightarrow \mathrm{e}^{+} \mathrm{e}^{-} \mathrm{e}^{+} \mathrm{e}^{-}$) processes. Their are well known QED processes widely described in standard textbooks [4]. The main formulas implemented in GUINEA-PIG are described in [5]. Their expected rate in CLIC is $\sim 330 \times 10^{3}$, lower then the coherent pair one. Having very low energy, they can be highly deflected in the electromagnetic field of the incoming bunch therefore, they can enter in the detector region. The same process can lead to the production of muon pairs as described in [3], the expected number of muons pair is 12.5 per bunch crossing.

Hadronic events are produced at $\mathrm{e}^{+} \mathrm{e}^{-}$colliders through the $\gamma \gamma \rightarrow$ hadrons reaction. The cross section is known experimentally up to 200 GeV . Different parameterizations of the cross section with the energy are implemented in GUINEA-PIG. According to the one in [6] the expected number of $\gamma \gamma$ collisions per bunch crossing is 3.2 for a center of mass energy of the two photons of $>2 \mathrm{GeV}$. The energy distribution of the produced hadrons is peaked at low energy and their angular distribution is more central then the incoherent pairs one, allowing them to reach the central detector region.

| $\Delta \mathrm{E} / \mathrm{E}_{B S}$ | $29 \%$ |
| :--- | :---: |
| $\mathrm{n}_{\gamma}$ | 2.1 per beam particle |
| $\mathrm{N}_{\text {coherent }}$ | $66 \times 10^{7}$ |
| $\mathrm{~N}_{\text {trident }}$ | $67 \times 10^{5}$ |
| $\mathrm{~N}_{\text {incoherent }}$ | $330 \times 10^{3}$ |
| $\mathrm{~N}_{\text {incoh-muons }}$ | 12.50 |
| $\mathrm{~N}_{\text {hadrons }}$ | 3.2 |
| $\mathrm{~N}_{\text {radiative-Bhabhas }}$ | $110 \times 10^{3}$ |

Table 2: Average energy loss due to beamstrahlung and expected beam-beam background rates per bunch crossing for the beam parameters reported in table 1.

Radiative Bhabhas is another well known QED process, in which the binary collision of the electron-positron lead to the emission of a photon in the final state $\left(\mathrm{e}^{+} \mathrm{e}^{-}\right.$ $\rightarrow \mathrm{e}^{+} \mathrm{e}^{-} \gamma$ ) [7]. At lowest order the process (in $t$ channel) can be modeled as a two steps reaction: first an $\mathrm{e}^{-} / \mathrm{e}^{+}$is substituted by its photon equivalent spectrum, then the compton scattering of the photon on the $\mathrm{e}^{+} / \mathrm{e}^{-}$is calculated. The expected rate at CLIC is $\sim 110 \times 10^{3}$. The energy and angular distributions of the scattered $\mathrm{e}^{-} / \mathrm{e}^{+}$and photon are shown by the pink and light-pink curve in Fig. 2(left) and Fig. 2(right). Their
energy is spread over a wide range (from 0 up to the nominal beam energy). Their angular distributions are mainly peaked in the very forward direction.
All the expected beam-beam background rates we have studied are summarized in Table 2. The emittance values considered in the simulations include the budgets for imperfections. The actual values depend on the single machine and change during operation.

### 2.1 Machine imperfections and background rates

If machine imperfections are well controlled the final emittance of the two beams can be lower then the one reported in Table 1, leading to a high luminosity and high background rate. The overall correlation of the background rates with the horizontal and vertical emittance of the two beams has been studied in [8]. In the following we report the evaluation of an upper limit of the rate of the two backgrounds of interest for the detectors, such as incoherent pairs and hadronic events. For this purpose we track the two beams in the Main LINAC and the BDS considering realistic imperfections and nominal beam parameters at the entrance of the LINAC, using the tracking code PLACET [9]. We consider here machine imperfections in the vertical plane only, which is the most critical one due to the very small emittance. The vertical emittance at the entrance of the main LINAC is 10 nm and the machine imperfections considered in the simulation are reported in Table 3.

| imperfections | $\operatorname{dim}$. | value |
| :---: | :---: | :---: |
| BPM vert. offset | $\mu \mathrm{m}$ | 14 |
| BPM resolution | $\mu \mathrm{m}$ | 0.1 |
| accelerating structure vert. offset | $\mu \mathrm{m}$ | 7 |
| accelerating structure vert. tilt | $\mu \mathrm{rad}$ | 142 |
| quadrupole vert. offset | $\mu \mathrm{m}$ | 17 |
| quadrupole vert. roll | $\mu \mathrm{rad}$ | 100 |
| beam parameters | $\operatorname{dim}$. | value |
| Bunch charge N | particles | $3.72 \mathrm{e}+09$ |
| Bunch length $\sigma_{z}$ | $\mu \mathrm{~m}$ | 44 |
| hor. emittance $\gamma \epsilon_{x}$ | nm | 660 |
| vert. emittance $\gamma \epsilon_{y}$ | nm | 10 |

Table 3: Values of the machine imperfections and beam parameters used in the main LINAC simulations.

These imperfections are enough to bring the vertical emittance of the nominal beams to growth up to several order of magnitude if no correction scheme is applied to the machines. When the Beam-Based-Alignment (BBA), described in [10], is applied to the machines the average emittance growth at the end of the ML stays well below five nm, which is the budget for static imperfections in the main LINAC. We steer the beams coming from the corrected linacs into the BDS, and track them to the IP, without any imperfections in the BDS. The bunch shapes, so obtained, are used to compute luminosity and background rates again. This procedure allow us to evaluate the effect of imperfections in the Main Linac only on the luminosity and on the background rates. Moreover since further machine imperfections in the BDS would only lower the luminosity and background rates, this assumption ensure that we estimate a maximum value for the background rates.


Figure 3: Total luminosity $\mathrm{L}(\mathrm{left})$ and Peak luminosity $\mathrm{L}_{0.01}$ (right) vs number of $\gamma \gamma \rightarrow$ hadrons events, normalized to the nominal values, for perfect machines and different vertical emittance values, and for corrected machines and nominal vertical emittance.


Figure 4: Total luminosity L (left) and Peak luminosity $\mathrm{L}_{0.01}$ (right) vs number of incoherent pairs events, normalized to the nominal values, for perfect machines and different vertical emittance values, and for corrected machines and nominal vertical emittance.

The cases of perfect machines and scaled beam emittances, as in Figs. 3 and 4 are compared with the cases of corrected machines and initial nominal beam parameters. The Total and Peak luminosities are shown in separeted plots. We define Peak Luminosity the luminosity contained into $\pm 1 \%$ around the 3 TeV CM peak.
The correlation between luminosity and background rates variations is linear for both the background types considered, and it stays linear for both total $(\mathrm{L})$ and peak $\left(\mathrm{L}_{0,01}\right)$ luminosity. The fluctuation in the variation of luminosity and background rates for the corrected machines is on average $\sim 5 \%$, indicating that different emittance values can be reached by the different machines after the linac BBA correction. In these simulations the mean luminosity reached by the corrected machines is about $30 \%$ higher than the values reported in Table 1, and on average $25 \%$ more background with respect to the values in Table 2. When $10^{6} \mathrm{~s}$ of ground motion is applied to the Main LINAC the luminosity and background rates start to fluctuate more around the linear behavior (the fluctuations of the background rates are $>15 \%$ ). The majority of the machines have a relative low luminosity while still a significant number of hadronic events and incoherent pairs can be produced. Even though the background rates stay below the values quoted in Table 2. A safety margin of $50 \%$ more luminosity and $40 \%$ more background (for both hadronic events and incoherent pairs) can
be defined. Detectors should thus be able to handle this level in order not to have to reduce luminosity to reduce background.

## 3 Synchrotron Radiation photons from the final doublet

In order to provide an acceptable cleaning efficiency of the desired beam halo the collimation apertures are determined from the following conditions:

1. minimize the synchrotron radiation photons emitted in the first final quadrupole magnet which can hit the 2nd final quadrupole (QD0);
2. minimize the beam particles that can hit either QF1 or QD0.

Macroparticles with high transverse amplitude are tracked using the code PLACET [9], taking into account the emission of synchrotron radiation and all the non linear elements of the system. The particles positions and angles have been checked at the entrance, in the middle and at the exit of QF1 and QD0. The dangerous particles are efficiently removed for collimator apertures of $<15 \sigma_{x}$ in the horizontal plane and of $<55 \sigma_{y}$ in the vertical plane. Therefore we define $15 \sigma_{x}$ and $55 \sigma_{y}$ as the collimation depths [11].


Figure 5: Incoherent Synchrotron radiation photon fans at 3 TeV .
Fig. 5 shows the residual synchrotron radiation fans from the final quadrupoles QF1 and QD0 to the IP for an envelop covering 15 and 55 standard deviations in $x$ and in $y$, respectively. At the IP the photon cone is inside a cylinder of radius of five mm , which is well inside the beam pipe aperture. Therefore, in principle, they are not an issue of concern for the detectors.

The distribution of the expected energy of the radiated photons in the final doublet for a perfect machine and nominal beam parameters is shown in Fig. 6. The spectrum is peaked at very low energy, i.e. $<1 \mathrm{MeV}$, with an energy tail up to $\sim 1 \mathrm{GeV}$. The number of radiated photons is $\sim 1$ for beam particle. An internal shielding of the beam pipe in the final doublet magnets region should be foreseen.


Figure 6: Energy of synchrotron radiation photons emitted in the final doublet.

## 4 Conclusion

Beam-beam effects at CLIC 3 TeV CM energy have been reviewed. The expected production rates, their energy and angular distribution evaluated. A safety margin of $40 \%$ of the background processes of interest for the detectors is estimated. The ISR photon fans coming from the final doublet is shown to be well inside the beam pipe aperture at the IP, considering the nominal collimation depths. Their energy distribution is peaked at few MeV .
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#### Abstract

The demand for high luminosity in the next generation of linear $e^{+} e^{-}$colliders necessitates extremely dense beams, giving rise to strong fields at the collision point, and therefore the impact of the field on the physical processes occurring at the interaction point must be considered. These processes are well described by the interaction of the individual lepton with the field of the oncoming bunch, and they depend strongly on the beamstrahlung parameter $\Upsilon$ which expresses the field experienced by the lepton in units of the critical field. In this paper, we describe calculations and simulations of strong field processes-also of higher order-at the interaction point.
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## I. INTRODUCTION

High precision measurements of possible new physics to be discovered at the CERN LHC are only achievable by a lepton machine due to the noncompositeness nature of the initial particles. In addition to being able to perform precision measurements of the Higgs particle, that measurements have shown exists [1,2], a high center-ofmomentum (CM) electron-positron collider would possess potential for precision measurements of additional exotic particles in the high mass range, and in this respect, high energy is the key. Energy loss to synchrotron radiation dictates that a light lepton ( $e^{+} e^{-}$) collider must be linear if the wall plug efficiency is to be acceptable.

In order to reach significant luminosity, the particle bunches must be very dense. This leads to the presence of strong fields in the rest frame of the particles in the opposing bunch. These fields may approach, or even exceed, the critical field value $\mathcal{E}_{0}=m^{2} c^{3} / e \hbar=1.32 \times 10^{16} \mathrm{~V} / \mathrm{cm}$. Thus, strong field processes may become important, as they, for example, lead to a significant reduction of the beam energy at the time of collision.

The deciding parameter, governing the yield of the strong field processes and the shape of the spectrum of the produced leptons, is the Lorentz invariant quantity $\Upsilon$ defined from

$$
\begin{equation*}
\Upsilon^{2}=\frac{\left(F^{\mu \nu} p_{\nu}\right)^{2}}{m^{2} c^{2} \mathcal{E}_{0}^{2}}, \tag{1}
\end{equation*}
$$

where $F^{\mu \nu}$ is the electromagnetic field tensor and $p^{\mu}\left(\hbar k^{\mu}\right)$ is the four-momentum of the impinging lepton (photon).

[^15]In a frame where the field is solely electric and transverse to the particle motion, this reduces to $\Upsilon=\gamma \mathcal{E} / \mathcal{E}_{0}$ where $\gamma=E / m c^{2}$ is the Lorentz factor of the impinging particle $\left(\hbar \omega / m c^{2}\right.$ in case of a photon) and $\mathcal{E}$ the local electric field, both measured in the same reference frame, for example, the laboratory. At the Compact Linear Collider (CLIC), an average value of the strong field parameter is $\bar{\Upsilon} \simeq 4$.

The program GUINEA-PIG [3] is one among several codes that can simulate the beam-beam dynamics and background production of a linear collider. The method of simulation is via a particle-in-box approach. Recently, the program was further developed [4] to object oriented $\mathrm{C}++$ code that includes some spin effects and a new method of generating beamstrahlung. The present studies are based on development and usage of this code, with a strong link to experimental results. A more detailed description of a wide range of the topics can be found in [5].

## II. THE CLIC PROJECT

Two very central keywords in the design of a $e^{+} e^{-}$ collider are energy and luminosity. Nearly all components of such a machine are meant to increase one or both of these. While achieving the energy is often a matter of scaling of components, increasing luminosity for a fixed energy requires a wide range of precision instruments and submachines. In the effort to achieve the required energy and luminosity, the CLIC project strives towards the limiting boundaries of technology and physics in a multitude of ways, with, for example, high frequencies generated by interleaving bunches and a two-beam approach to acceleration. An extensive description can be found in [6] and key parameters can be found in Table 1.

An approximate expression for the instantaneous luminosity one can achieve with Gaussian bunches is

$$
\begin{equation*}
\mathcal{L}_{0}=\frac{N^{2}}{4 \pi \sigma_{x} \sigma_{y}} f_{\text {rep }} N_{b} \tag{2}
\end{equation*}
$$

where $N$ is the number of particles per bunch, $\sigma_{x, y}$ are the transverse bunch widths at the interaction point (IP), $f_{\text {rep }}$ is the linac repetition frequency, and $N_{b}$ is the number of bunches per train.
The deciding parameter for strong field effects in a collider is approximately given by [7]

$$
\begin{equation*}
\langle\Upsilon\rangle=\frac{5}{6} \frac{\gamma N r_{e}^{2}}{\alpha \sigma_{z}\left(\sigma_{x}+\sigma_{y}\right)}, \tag{3}
\end{equation*}
$$

in this context known as the beamstrahlung parameter, with $r_{e}$ being the classical electron radius, and $\sigma_{z}$ the length of the beams at the IP. The yield and radiation characteristics of strong field processes depend strongly on the parameter $\Upsilon$. In particular, the spectrum and yield of photons from the IP (beamstrahlung) naturally depends on this parameter.

When Eq. (3) is compared to the expression for the luminosity Eq. (2), one sees that high luminosity and high beamstrahlung parameter are intimately connected.
Since the beam size at the interaction point is $\sigma_{x, y}=\sqrt{\epsilon_{x, y} \beta_{x, y}^{*}}$, where $\beta^{*}$ is the beta function at the IP, the small vertical emittance $\epsilon_{y}$ makes luminosity very sensitive to vertical beam displacements. Furthermore, $\sigma_{y} / \sigma_{x} \ll 1$, in order to keep luminosity (2) high while beam-beam effects relatively low [see Eq. (3)], so the beams are shaped like horizontal sheets of particles. Since $\sigma_{y}=1 \mathrm{~nm}$ at the IP, the final focusing superconducting quadrupole, QD0, must be stabilized with subnanometer precision-an extraordinary technological challenge.

A crossing angle between the beams is necessary with the current time structure of the train of bunches in order to avoid precollisional scattering. Since this means that incoming and outgoing beams are physically separated, the design of postcollision lines is simplified and the feedback and corrector systems are transversely separate. Crab cavities must be used, since the planned crossing angle for CLIC is much larger than the transverse to longitudinal beam ratio, $\sigma_{x} / \sigma_{z} \ll 20 \mathrm{mrad}$. These cavities give the front and rear end of a bunch opposite transverse kicks which rotate the bunch in its average rest frame, recovering luminosity.

If the beta function varies significantly within the bunch length at the IP, the bunches are focused such that they have nominally hourglass-like shapes during interaction. This would also reduce luminosity significantly. However, the effect can, at least in theory, be mitigated by varying the focus of different transverse slices of the bunches, so-called traveling focus. Another option would be to decrease the bunch length in a tradeoff for a larger beamstrahlung parameter, $\Upsilon$.

## III. BEAM-BEAM EFFECTS

The electric field of one bunch is boosted by the Lorentz factor $\gamma$ when observing it in the laboratory frame. When moving to the rest frame of one bunch, the Lorentz boosted field of the oncoming bunch is enhanced by a factor $2 \gamma^{2}-1$, meaning that immensely strong electromagnetic fields exist in this frame. If the bunches are very dense and energetic, the field of one bunch is able to deflect the oncoming bunch significantly. This force focuses one bunch on the other during crossing, an effect that naturally

TABLE I. $\quad E_{\mathrm{cm}}:$ CM energy; $\mathcal{L}$ : total luminosity; $\mathcal{L}_{99 \%}$ : luminosity within $1 \%$ of the nominal CM energy; $f_{\text {rep }}$ : repetition frequency; $N_{b}$ : number of bunches per train; $t_{b}$ : time between bunches; $N$ : number of particles per bunch; $\gamma \epsilon_{x, y}$ : horizontal, vertical normalized emittance; $\beta_{x, y}$ : horizontal, vertical beta function at the IP; $\sigma_{x, y, z}$ : horizontal, vertical, longitudinal beam size at the IP; $\delta_{e, p}$ : relative electron/positron energy spread; $\alpha_{c}$ : crossing angle; $f_{\mathrm{rf}}$ : accelerating radio frequency.

|  | CLIC 3 TeV | CLIC 500 GeV | ILC 500 GeV | ILC 1 TeV |
| :---: | :---: | :---: | :---: | :---: |
| $E_{\text {cm }}[\mathrm{GeV}]$ | 3000 | 500 | 500 | 1000 |
| $\mathcal{L}\left[10^{34} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}\right]$ | 5.9 | 2.3 | $1.8{ }^{\text {a }}$ | 4.9 |
| $\mathcal{L}_{99 \%}\left[10^{34} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}\right]$ | 2 | 1.4 | 1.13 | 2.23 |
| $f_{\text {rep }}[\mathrm{Hz}]$ | 50 | 50 | 5 | 4 |
| $N_{b}$ | 312 | 354 | 1312 | 2450 |
| $t_{b}$ [ns] | 0.5 | 0.5 | 554 | 366 |
| $N\left[10^{9}\right]$ | 3.72 | 6.8 | 20 | 17.4 |
| $\gamma \epsilon_{x} / \gamma \epsilon_{y}[\mathrm{~nm} \mathrm{rad}]$ | 660/20 | 2400/25 | 10000/35 | 10000/30 |
| $\beta_{x} / \beta_{y}$ [mm] | 6.9/0.068 | 8/0.1 | 11/0.48 | 11.0/0.23 |
| $\sigma_{x} / \sigma_{y}[\mathrm{~nm}]$ | 45/1 | 202/2.3 | 474/5.9 | 335/2.7 |
| $\sigma_{z}[\mu \mathrm{~m}]$ | 44 | 72 | 300 | 225 |
| $\delta_{e} / \delta_{p}[\%]$ | 0.29/0.29 | 0.35/0.35 | 0.125/0.70 | 0.085/0.047 |
| $\alpha_{c}$ [mrad] | 20 | 20 | 14 | 20/2 |
| $f_{\text {rf }}[\mathrm{GHz}]$ | 11.994 | 11.994 | 1.3 | 1.3 |
| $\langle\Upsilon\rangle$ | 4.9 | 0.21 | 0.062 | 0.20 |

[^16]causes growth of the total luminosity. On the other hand the strong radiation resulting from the deflection causes energy loss that means that the mean collision energy is not the double beam energy, but the luminosity becomes a wide spectrum extending to low energies.

The decrease in effective beam size and following enhancement of luminosity can be quantified through the introduction of so-called disruption parameters [8,9]

$$
\begin{equation*}
D_{x, y}=\frac{2 N r_{e} \sigma_{z}}{\gamma \sigma_{x, y}\left(\sigma_{x}+\sigma_{y}\right)} \tag{4}
\end{equation*}
$$

The disruption parameters determine the characteristics of the beam-beam dynamics. The weak disruption regime, when $D \lesssim 0.5$, the intermediate regime when $0.5 \lesssim D \lesssim 5$, and strong disruption is when $D \gtrsim 5$ [9]. In the weak disruption regime, the focal point lies beyond the oncoming bunch, while it moves inside the oncoming bunch in the intermediate regime. In the strong disruption, or "pinching" regime, the central part of one bunch is essentially confined to the oncoming one. In the strong pinching regime, the interaction point may become unstable. One can empirically calculate the beam size as a function of the disruption parameters in the stable disruption regimes.

## A. Central background processes

The total power of the main beam is 14 MW for CLIC at 3 TeV CM. This power should be disposed of properly and valuable information should be extracted from the spent beam as well. Approximately $29 \%$ of the beam power is converted into beamstrahlung photons i.e. about 4 MW . They have relatively small polar angles ( $<5 \mathrm{mrad}$ ) and will therefore all exit through the postcollisional beam pipe. Equally, the dominant process of $e^{+} e^{-}$pair production, the coherent pair production, makes the disrupted beam include low energy pairs with angles of emergence from the IP $<10 \mathrm{mrad}$; see Fig. 1 .

The production of secondary particles has two sides; as well as being a source of background, they provide useful signals for diagnostics, feedback, and luminosity optimization. The primary sources for a fast and direct luminosity signal are the incoherent pairs produced in binary collisions between particles such as $e^{+} e^{-}, e^{+} \gamma, e^{-} \gamma$, or $\gamma \gamma$. They are abundant and their numbers are proportional to luminosity. They have large production angles and thus populate an area of phase space which is otherwise unoccupied. This makes the incoherent pair signal a clean one.

Beamstrahlung from the interaction region has proven a useful diagnostics tool. More specifically it is useful for minimizing the beam sizes at the IP [3]. In the main dump, the physical separation from the charged beam allows for selective conversion of the beamstrahlung photons into muons, that can be counted in a Cherenkov detector behind the main dump. This is a useful signal for monitoring


FIG. 1. Energy distributions of the disrupted particles produced at the IP as functions of angular cut. The muons shown here do not include the effect of disruption.
luminosity, and will provide feedback signals for the beam delivery system to maintain high luminosity.

## B. Beamstrahlung

Beamstrahlung, emitted from the IP, is confined to relatively small angles as seen in Fig. 1. In the current versions of GUINEA-PIG and GUINEA-PIG++, the radiation is emitted exactly in the direction of the radiating particle. This is approximately true for very energetic photons, but at very low frequencies $\omega \ll \omega_{c}$, the emission angle is $\theta \approx\left(2 \omega_{c} / \omega\right)^{1 / 3} / \gamma$. The number of photons emitted is approximately $[8,10,11]$

$$
\begin{equation*}
n_{\gamma}=\frac{5}{2} \frac{\alpha^{2}}{r_{e}^{2} \gamma} \frac{\sigma_{z} \Upsilon}{\sqrt{1+\Upsilon^{2 / 3}}} \tag{5}
\end{equation*}
$$

which is roughly proportional to $N / \sigma_{x}$ for $\Upsilon \ll 1$, where $N$ is the number of particles per bunch, and $\alpha$ is the fine structure constant. Recent experimental investigations [12] have shown that the emission of synchrotronlike radiation in the strong field regime $0.05<\Upsilon<7$ is well described by theory. The generation of beamstrahlung in GUINEAPIG++ closely follows that of CAIN [13], and there is an option to include spin-flip transitions via the SokolovTernov mechanism. In the C version of the program, spin is not part of the properties of electrons.

## C. Coherent pairs

Coherent pairs are the pairs generated from the conversion of beamstrahlung photons in the beam-beam field. The number of created coherent pairs in a constant field, applicable in the IP of a collider, is approximately


FIG. 2. Comparison between spectra of coherent pairs produced by CAIN and GUINEA-PIG++. The sign of the energy corresponds to the sign of the charge.


FIG. 3. Distribution of same-charge (defocused) coherent pairs after one bunch crossing using the 3 TeV CLIC baseline design parameters. On the $z$ axis is the number of particles in each bin, per bunch crossing.

$$
\begin{equation*}
n_{p}=\frac{4 \sqrt{3}}{25 \pi}\left(\frac{\alpha \sigma_{z}}{\lambda_{c} \gamma} \Upsilon\right)^{2} \Xi(\Upsilon) \tag{6}
\end{equation*}
$$

where several expressions for the auxillary function $\Xi$ exist [8,14-16]. Chen and Telnov [15] give the approximate expression

$$
\begin{gather*}
\Xi(\Upsilon)=0.5 \exp [-16 /(3 \Upsilon)], \quad \Upsilon \ll 1,  \tag{7}\\
\Xi(\Upsilon)=2.6 \Upsilon^{-2 / 3} \ln (\Upsilon), \quad \Upsilon \gg 1 \tag{8}
\end{gather*}
$$

where $x=\hbar / m c$ is the reduced Compton wavelength. The quadratic dependence on the bunch length for a fixed $\Upsilon$ reflects the fact that photons creating the pairs must be created before the photon can convert. Generation of pairs in GUINEA-PIG++ once again closely follows the implementation in CAIN [13]. As can be seen in Fig. 2, the two programs agree on the spectra of produced coherent pairs.


FIG. 4. Distribution of opposite-charge (focused) coherent pairs after one bunch crossing using the 3 TeV CLIC baseline design parameters. On the $z$ axis is the number of particles in each bin, per bunch crossing.

This is a valuable cross-check of the generators of coherent pairs as well as of bremsstrahlung photons.

The kinematic distribution of the coherent pairs can be seen in Figs. 3 and 4. The angles of these particles are relatively well confined meaning that cutting away these particles in the postcollisional line is achievable. The sign of the charge of the produced particles determines weather it is defocused or pinched by the oncoming beam which then in turn determines the postcollitional characteristics of the occupied phase space. The particles with the same charge as the opposing beam reach the largest angles due to the defocusing nature of the force they experience. These particles emerge from the IP with maximum polar angles of approximately $\sqrt{4 \ln D_{x} / \epsilon+1 D_{x} \sigma_{x}^{2} /\left(\sqrt{3} \sigma_{z}^{2} \epsilon\right)}$ [3] with $\epsilon$ being the particle energy relative to the beam energy.

## IV. TRIDENTS

Because the QED critical field is of a magnitude such that an electron will gain an energy of $m c^{2}$ by moving a reduced Compton wavelength, it is not surprising that spontaneous emission of pairs by an electron in such a field is expected. One could say that virtual pairs associated with the electron field will be able to reach the mass shell in fields of such magnitudes. The direct trident process $e^{-}+\mathcal{E} \rightarrow e^{-}+\mathcal{E}+e^{-}+e^{+}$represented by the Feynman diagram in Fig. 5 is the emission of an electron/positron pair in a strong field [17] without intermediate steps.

Events where an electron produces a pair in the interaction with an electromagnetic field may proceed either through the sequential process where the electron emits a real photon that converts into a pair, or directly where the intermediate stage contains a virtual photon. A recent measurement of trident events from both amorphous and crystalline matter may be found in [18]. In fact, energetic


FIG. 5. Feynman diagram for the direct trident process used for the Weizsäcker-Williams calculation. The incoming wavy line represents the coherent interaction of many particles-described as a homogeneous field-with the electron.
particles interacting with an oncoming crystal (as seen from the frame of the particle) closely resembles the situation of particles interacting with an oncoming bunch. As stated by Blankenbecler and Drell in their seminal paper [19] "...we find it convenient to work in the rest frame of the pulse which transforms into a very long narrow 'string' of $N$ charges," directly reminiscent of the string of charges constituting a crystal. An introduction to particle interactions in crystalline matter at high energies can be found in [20].
Many conventions for the naming of produced pairs exist-especially when not only interactions with the field are considered. The term "trident" may refer only to the direct trident process, also known as magnetic electroproduction, but in some contexts it refers to the union of the sets "sequential tridents" and "direct tridents" due to the three-prong track of the reaction products when they are subject to a magnetic field.

In GUINEA-PIG "incoherent pairs" refers to pairs produced in binary collisions. One of the possibilities for a pair producing collision is one between two leptons i.e. the Landau-Lifshitz process. This looks strikingly similar to the amorphous trident production mechanism via a virtual photon. However, incoherent pairs also include photon-photon or photon-lepton collisions. All these processes are shown in Fig. 6.

Here we will distinguish between direct tridents (magnetic electroproduction) and sequential tridents (coherent pairs). Finally, "incoherent tridents" means Landau-Lifshitz-like pairs, i.e. resulting from binary collisions between two leptons-or in material media between a nucleus and a lepton.


FIG. 6. Feynman diagrams for incoherent pairs and incoherent muons. From left to right: the Breit-Wheeler, Bethe-Heitler, and Landau-Lifshitz processes. For each of these $u$-channel diagrams, there is a corresponding $t$-channel diagram (which means connecting each photon to the opposite virtual fermion vertex).

## A. Direct tridents in colliders

The sequential trident events are important when considering the design of a TeV scale linear $e^{+} e^{-}$collider: they are the result of beamstrahlung photons converting in the strong field of the oncoming bunch and may contribute $\sim 10 \%$ of the total charge after the bunch crossing. Likewise, the result of the conversion of virtual photons in the field of the oncoming bunch, direct trident events, may be significant and can be analyzed using a WeizsäckerWilliams calculation.

The subject of equivalent-quanta trident production in a homogenous field has been studied by several authors [21] or in crystals using the Weizsäcker-Williams method [22]. Decreasing the bunch lengths in order to minimize the hourglass effect could be an attractive way of increasing luminosity when the bunches are tightly focused. However, since the strong field parameter is proportional to $1 / \sigma_{z}$ this would increase the strong field parameter making the quantum nature of the IP more pronounced. The direct trident process depends strongly on the strong field parameter and could potentially become a dominant channel for pair creation. Furthermore, the emitted electrons and positrons can be of rather low energies [23] compared with coherent pairs, which means that they could emerge from the IP with rather large angles.

Not many analytical expressions for the yield exist [15,23-26], and to the knowledge of the authors, a single conversion probability in closed form, valid in the intermediate range $\Upsilon \approx 1$ does not exist. However, estimates do exist and according to $[15,27]$ the total number of created direct tridents is

$$
\begin{equation*}
n_{\mathrm{tr}}=\frac{4 \sqrt{3}}{25 \pi}\left(\frac{\alpha \sigma_{z} \Upsilon}{\gamma \chi_{c}}\right) \Omega(\Upsilon) \tag{9}
\end{equation*}
$$

where $\sigma_{z}$ is the bunch length and

$$
\begin{equation*}
\Omega(\Upsilon)=2.6 \alpha \ln (\Upsilon), \quad \Upsilon \gg 1 \tag{10}
\end{equation*}
$$

This expression, however, fails at small energies. In order to mitigate, we here use a Weizsäcker-Williams calculation [28].

The spectrum of virtual photons can be estimated to first order using [28,29]

$$
\begin{equation*}
\frac{\mathrm{d} n_{v}}{\mathrm{~d} x}=\frac{\alpha}{2 \pi} \frac{1+(1-x)^{2}}{x} \ln \left(\frac{q_{\max }^{2}}{q_{\min }^{2}}\right) \tag{11}
\end{equation*}
$$

$x=\hbar \omega / E_{0}, E_{0}$ being the energy of the emitting particle. An integration of the virtual photon spectrum from $q_{\text {min }}^{2}$ to $q_{\text {max }}^{2}$ has been done creating a cutoff at these virtualities. For the purpose of this article and the GUINEA-PIG++ calculations, this spectrum is used with $q_{\max }^{2}=m^{2}$ and $\left|q_{\text {min }}\right|^{2}=x^{2} m^{2}$ [25]; see Fig. 7 .


FIG. 7. Spectrum of virtual photons used for generating direct tridents, $x=\hbar \omega / E_{0}$. The expression (11) ("analytical") exhibits a cutoff in the maximum energy, which is clearly more physical than the semiclassical spectrum ("Erber") from [14].

The total number of virtual photons carried by an electron is then approximately $n_{v} \approx \alpha \ln ^{2}\left(x_{\min }\right) / \pi$ for $x_{\text {min }} \ll 1$. For the sake of calculations $x_{\min }=10^{-5}$ was chosen as a default, ensuring that the simulation is valid for all currently considered collider designs since the smallest energy of the produced particles is higher than this fraction of the primary electron energy [23].

Since the relevant virtualities are very small, the virtual photon has near on-shell properties. Therefore it can be assumed to convert in the external field with the probability and spectrum of an unpolarized photon on the mass shell, $q^{2}=0$. The total cross section can be parametrized by [13]

$$
\begin{equation*}
p=0.23 \alpha \frac{m c^{2}}{\hbar \omega} \frac{\Delta z}{\lambda_{c}} \kappa e^{-8 / 3 \kappa}(1+0.22 \kappa)^{-1 / 3}, \tag{12}
\end{equation*}
$$

where $\kappa=x \Upsilon$, the strong field parameter of the photon, while the photon converts with the differential probability [24]

$$
\begin{align*}
\frac{\mathrm{d} p}{\mathrm{~d} x^{\prime}}= & \frac{\alpha}{\sqrt{3} \pi} \frac{\Delta z}{\lambda_{c}} \frac{m c^{2}}{\hbar \omega} \\
& \times\left(\frac{x^{\prime 2}+\left(1-x^{\prime}\right)^{2}}{x^{\prime}\left(1-x^{\prime}\right)} K_{2 / 3}(\xi)+\int_{\xi}^{\infty} K_{1 / 3}(y) \mathrm{d} y\right), \tag{13}
\end{align*}
$$

where $x^{\prime}=E_{-} / \hbar \omega$ is the electron fraction of the photon energy and $\xi=\frac{2}{3 k} \frac{1}{x^{\prime}\left(1-x^{\prime}\right)}$. Also Eq. (13) has been tested successfully by experiments utilizing crystalline targets [30,31].
Special numerical techniques are needed to sample from this function. An easily invertible approximate expression for the integral of this function can be used to determine the
sampled energy [13], while the real expression (13) is used to correct the cross section. This method of determining the energy follows the method described in [13]. For Monte Carlo simulation purposes, the exact expression for the differential probability is evaluated using interpolations of the modified Bessel functions $K_{2 / 3}$ and the integral of $K_{1 / 3}$.

In extreme fields, one finds corrections to the virtual photon spectrum. Here, we only mention the possible corrections without applying them to real simulations. The maximum magnitude of the virtuality chosen above is the squared center-of-mass energy. An additional correction to the minimal virtuality arises from the recoil of the electron $q_{\min }^{2} \approx m^{2}\left(x^{2} \Upsilon\right)^{2 / 3}$ when $(\Upsilon / x)^{1 / 3} \gg 1$. This effect gives rise to the mechanism of magnetic suppression, for example, relevant for bremsstrahlung [32], but this cut is not used for the direct trident generation.

Because of the continuous nature of the process, the probability of photon conversion in a single step is attenuated when the linear probability gets large

$$
\begin{equation*}
p^{\prime}=1-e^{-p} . \tag{14}
\end{equation*}
$$

This means that in simulations with large $\Upsilon$, the step size should not be too large to ensure that a linear expansion of (14) is valid.

In order to determine any effects on the beam particles, the energy of the producing electron is modified if the virtual photon converts, and the direct tridents are added to the luminosity calculation as well as the bunch field calculation of GUINEA-PIG++.

## B. Results of simulation

A comparison between a version of the direct trident generator with constant $\Upsilon$ and expressions from [14,15] is seen in Fig. 8. Clearly, the approximate expressions are not adequate for determining the yield at the threshold for quantum effects around $\Upsilon=1$. In Erber's seminal paper [14] a semiclassical Weizsäcker-Williams approximation is used for the virtual photon spectrum. This spectrum weighs more on high energies than Eq. (11) which explains the difference at $\Upsilon<1$ and the similarity at $\Upsilon \gg 1$. The spectra coincide completely at low energies as can be verified analytically. The Weizsäcker-Williams approximation used here is much better in the intermediate range besides being valid in the quantum regime.

Figures 11, 12, and 9 show the results of a full CLIC 3 TeV simulation using realistic input distributions. The amount of direct tridents is $3.6 \times 10^{6}$ per beam per bunch crossing or approximately one per mil of the total initial bunch charge. By comparison, the coherent pairs contribute with 2 orders of magnitude more charge. The smallness of the yield of direct tridents means that the parameter region, where this ratio is 1 , is quite far from any realistic CLIC parameter set.


FIG. 8. Total yield of direct tridents at a primary energy of 250 GeV . Red: Monte Carlo simulation, this paper. Blue dashed: approximate expression by Chen [15]. Green dotted: Erber [14]. Note that the Chen and Erber curves are shown outside of their respective regions of validity.


FIG. 9. Spectrum of the various pair production mechanisms after full beam crossing simulation.

The development of the yield of the direct tridents closely follows that of the coherent pairs with respect to a vertical offset of the beams since they are both strong field processes. This means that vertical offsets will not vary the relative composition of produced strong field pairs significantly.
This study, using Gaussian beams in the CLIC nominal parameter range, is seen in Fig. 10. Here, it becomes evident that the bunches must become prohibitively short if direct tridents are to be produced in large numbers.

The incoherent pair production mechanism produces approximately $1.5 \times 10^{5}$ particles per beam per bunch


FIG. 10. Bunch length dependence of the yield of the coherent pair production mechanisms. The bunch charge is kept constant.
crossing. Because of the nature of the process and since the spectrum is peaked at energies just above the electron mass, these particles can emerge from the interaction region at very large angles. This makes them suitable for luminosity monitoring. The large difference in the spectrum and angles of these pairs in comparison to the direct trident process lies in the assumption of complete field coherence in the production of a direct trident. If, however, a single electron interacts coherently with several particles, but not a continuous field, neither of these models for pair production will be sufficient. In the laboratory frame, the density of electrons/positrons is of the same order as in solid matter, which means that the scattering centers are close.
The angular distribution of the direct tridents is narrower than that of the incoherent pairs and the energies not as low as those of the incoherent pairs. Even so, there was an area of phase space that the coherent pairs did not occupy, while the same area was populated by incoherent pairs. This, before the tridents were simulated, allowed for an almost complete separation of these pairs by positioning the lumical at a certain polar angle. The direct tridents narrow the window in angle $/ p_{t}$, meaning that they should be kept in mind when designing the forward detector which is intended for luminosity monitoring utilizing incoherent pairs [33].

Thus, a generator of direct trident that is valid in the quantum mechanical as well as in the intermediate $\Upsilon \approx 1$ regime has been developed. This generator has been applied to beam-beam simulations relevant for CLIC. The impact on any proposed 3 TeV CLIC design is small when compared to other processes of $e^{+} e^{-}$pair creation but may become significant in the limit of short bunches. The kinematic characteristics of the produced particles are not unlike those of sequential tridents. Since the relative


FIG. 11. Distribution of same-charge (defocused) direct tridents after one bunch crossing using the 3 TeV CLIC baseline design parameters. On the $z$ axis is the number of particles in each bin, per bunch crossing. May be compared with the distribution of coherent pairs shown in Figs. 3 and 4.


FIG. 12. Same as Fig. 11 but for opposite-charge (focused) particles.
contribution of the direct tridents to the postcollisional bunch charge is small, this will mean that they are most likely difficult to distinguish from the coherent pairs in a detector. Varying the bunch length will, however, alter the ratio of the yields of these processes.

The physics performance potential of the detector is limited by background processes. Beam-beam induced backgrounds include minijets from $\gamma-\gamma$ collisions, coherent pairs, and incoherent pairs as well as incoherent muons and direct trident pairs. The presence of these processes influences the design of the detector and the event selection algorithms in various ways. A great number of these processes are implemented in GUINEA-PIG and GUINEA-PIG++. They include Bhahba scattered particles and radiative Bhabha events, bremsstrahlung photons, minijets, and initial state radiation [34].
The strong field effects at the IP may further modify the vertices of key physics processes, for example, $W$ pair
production. This process may be useful in polarimetry measurements [35] if one measures the left-right asymmetry of the produced $W$ 's. The strong field effects on these matters have not been extensively studied.

## V. LUMINOSITY SPECTRUM

The energy loss due to beamstrahlung-and other mechanisms-means that a substantial fraction of collisions will occur at lower energies than the nominal CM energy. Furthermore, collisions involving coherent pairs will contribute to luminosity at lower energies. The luminosity spectrum is seen in Fig. 13. The quantum nature of beamstrahlung is naturally very important to take into account. The ratio of the luminosity within $1 \%$ of the nominal center-of-mass energy to the total luminosity is $34 \%$, while the ratio would be in the vicinity of $17 \%$ if the particles radiated with the classical synchrotron probability. This very significant difference has recently been corroborated by experiment [12].

## A. Properties of produced particles

The simulated production angles of various beam particles can be seen in Fig. 1; see, for example, also [34]. This provides some information of the dynamics of each single process. Generally, incoherent processes extend to large angles since the center-of-mass frame is approximately the laboratory.
During active stabilization of the beams, rather large offsets of the beams with respect to one another can be expected. Luminosity and effective fields experienced by a beam particle are in particular very sensitive to vertical offsets since the beams are "flat." The change of amount of produced particles with this offset then gives insight to the instantaneous luminosity. The behavior of some yields can be seen in Fig. 14. For coherently produced particles,


FIG. 13. CLIC nominal luminosity spectrum at ideal conditions; the spectrum includes contributions from coherent pairs and initial state radiation.


FIG. 14. Dependence of various relative yields on vertical offset between colliding bunches normalized to production at perfect conditions. The average strong field increases with this offset, increasing the yield of strong field processes. Peak luminosity refers to the amount of luminosity within $1 \%$ of the nominal collision energy. $\gamma \gamma \rightarrow$ hadrons refers to the amount of hadronic events from collisions between real or virtual photons.
the yield increases with offset due to increase in the field while the incoherently produced particle yields decrease. If coherently produced charged particles were to be used as luminosity signals, spectral information is furthermore needed. This is so, since the spectra change significantly with the field which in turn will affect the detection efficiency.

## VI. DEPOLARIZATION

Ideally, the colliding beams of a future collider should be longitudinally polarized, meaning that the spin vectors of beam particles should have an average longitudinal direction in space. The strong field beam-beam effects could potentially partially destroy this polarization, partly due to the deflection of the beam particles that will cause strong spin precession, and partly due to the radiative spin-flip process.

Electron sources that utilize the band structure of gallium arsenide (GaAs) will be able to produce highly polarized beams when struck by circularly polarized photons. Further refinements of such sources that introduce a periodic deformation of the surface-a so-called super latticepromise to be able to produce highly polarized ( $\sim 90 \%$ ) electrons [36].

A possible source of positrons would utilize a storage ring able to Compton-backscatter photons. This gives rise to photons of high energy and high degree of polarization. The scattered photons would then be converted to pairs using a solid target that could possibly be crystalline [37].

The spin should be vertical before the particles are entering damping rings and the ring to main linac line, since the subsequent magnetic deflection would otherwise cause spin precession. This is achieved in spin rotators that
utilize the spin precession to orient the average spin. Before the main linac, the spin is intended to be rotated back to the longitudinal direction of the main linac for the collisions.

## A. The T-BMT equation

The T-BMT equation $[38,39$ ] describes the dynamics of the classical spin in a homogeneous electromagnetic field.

If this mechanism would be the only one governing the spin dynamics of the interaction point, total depolarization would be $\langle D\rangle=(\gamma a)^{2} / 2\left[\Delta \theta_{x, \mathrm{rms}}^{2}+\Delta \theta_{y, \mathrm{rms}}^{2}\right]$ where $\Delta \theta_{\mathrm{rms}}$ is the rms deflection angle of the beam particles and $a$ is the anomalous magnetic moment of the electron [40]. Since $\Delta \theta_{\mathrm{rms}} \approx 50 \mu \mathrm{rad}$ [41], we would expect an average depolarization of approximately $6 \%$ from spin precession alone. However, the strong field greatly reduces the magnitude of depolarization from this mechanism.

## B. High field correction to the anomalous magnetic moment

Although not very well known, the anomalous magnetic moment of the electron, $a$, is not a universal constant [42]. In strong fields this quantity is modified due to a change in the mass operator. The theoretical value of $a$ is changed to
$a(\Upsilon)=\frac{\alpha}{2 \pi} \int_{0}^{\infty} \int_{0}^{\infty} \frac{v}{1+v^{3}} \sin \left(\frac{v}{\Upsilon}\left[z+\frac{z^{3}}{3}\right]\right) \mathrm{d} v \mathrm{~d} z$,
or approximately
$a(\Upsilon)=\left\{\begin{array}{ll}\frac{\alpha}{2 \pi}\left(1-12 \Upsilon^{2}\left[\ln \left(\frac{1}{\Upsilon}\right)-1.957\right]\right) & \Upsilon \ll 1 \\ \frac{\alpha}{9 \sqrt{3}} \Gamma(1 / 3)(3 \Upsilon)^{-2 / 3}\left(1+6 \frac{\Gamma(2 / 3)}{\Gamma(1 / 3)(3 \Upsilon)^{-2 / 3}}\right) & \Upsilon \gg 1\end{array}\right.$.

GUINEA-PIG++ and CAIN use more elaborate, but identical, approximate expressions to calculate the anomalous magnetic moment on the fly. These expressions coincide when $\Upsilon=0.6125$. So for $\Upsilon$ above this value the lower expression is used while the upper expression is used for calculation of the magnetic moment when $\Upsilon>0.6125$. The function implemented in these programs can be seen in Fig. 15. If the magnetic moment were constant, the majority of the T-BMT spin precession would take place in regions of high fields, but the nonlinear reduction of $a$ counteracts this effect meaning that the spin precession part of the depolarization in the CLIC interaction region is significantly suppressed.

## C. Sokolov-Ternov spin flip

Another source of depolarization is the radiation emission. When $\Upsilon$ becomes of the order one, a significant portion of the radiation emission originates from the


FIG. 15. The strong field dependence (16) of the anomalous magnetic moment of the electron.
electron reversing its spin. The already existing implementation of the spin-flip process on the radiating electron in GUINEA-PIG++ is very closely related to the one described in the CAIN manual [13]. It has been confirmed that the implementation reproduces the result described in [43], even though there was until recently a problem with the normalization of the spin vector. The significance of the spin-flip process in strong fields has also been observed experimentally in crystals [44].

An estimate for the beam-beam depolarization including the Sokolov-Ternov process is given by Yokoya and Chen in [40]. Using analytic expressions from this article, one can estimate the total depolarization due to spin-flip radiation to approximately $8.5 \%$ when one takes the deflection parameters into account [their Eq. (45)]. When $\Upsilon \ll 1$, this article furthermore gives the convenient estimate for the Sololov-Ternov driven depolarization as $(7 / 27) n_{\gamma}\langle\Upsilon\rangle^{2}$, where $n_{\gamma}$ is the number of synchrotron photons per beam particle, but since the low-field condition is not fulfilled for CLIC this estimate has not gotten much use in this case.

## D. Simulations of depolarization for CLIC

When doing simulations using GUINEA-PIG++ and using realistic input beams, one gets the total depolarizations listed in Table II. In this case depolarization for the spent beams is defined as $1-\left\langle S_{z}\right\rangle$ while the luminosity weighted depolarization is calculated as $1-\sqrt{\left\langle S_{z 1} S_{z 2}\right\rangle}$. Here, $S_{z}$ are the longitudinal components of the spin vector ( $\left|S_{z}\right|=1$ ) and the numerical indices correspond to the bunch to which the colliding particle belongs. The numbers presented here have been cross-checked with the results obtained in [43], and found to agree.

Because the Sokolov-Ternov (ST) mechanism dominates the CLIC depolarization, one would expect that the

TABLE II. Simulated total depolarizations for CLIC 3 TeV. The beams are assumed to be completely longitudinally polarized before collision.

| Total depolarizations | BMT | BMT + ST |
| :--- | :---: | :---: |
| Spent beam | $0.33 \%$ | $6 \%$ |
| Luminosity weighted | $8.9 \mathrm{e}-2 \%$ | $3 \%$ |

particles least influenced by synchrotron radiation are the ones that are least depolarized [33,45]. This tendency can be seen in Fig. 16, where it is apparent that the energy dependence
of depolarization is strong. If one is able to isolate the collisions occurring within the $1 \%$ of nominal center-ofmass energy, the luminosity weighted depolarization for these collisions is reduced to only $0.5 \%$, an almost negligible number compared to the few percent that one would expect for the total depolarization.

Since the deflection and mean strong field parameter increases with offset between the colliding beams, one would expect the depolarization to increase accordingly. In Fig. 17 the offset dependence of depolarization is shown to be rising significantly with vertical offset, but in the $1 \%$ luminosity peak, the luminosity weighted depolarization remains relatively small although not entirely negligible anymore with offsets in the order of a few nanometers.

In conclusion, the nonlinear strong field effects at the interaction point tend to favor depolarizations that are quite small. And in the interesting energy region, the depolarization is significantly smaller than estimated in analytical formulas [40]. This means that other sources, for example, the beam delivery system, are likely to account for an equal or greater degree of depolarization of the luminosity peak in a linear collider operating in the strong field regime.


FIG. 16. The CLIC depolarization as function of a cut in the lower CM energy.


FIG. 17. Depolarization as function of vertical offset using Gaussian input beams. Top: total depolarization. Bottom: depolarization within $1 \%$ of the nominal CM energy.

## E. Spin measurements

It is essential that the spin is known at collision time. However, the large difference between average depolarization and depolarization in the luminosity peak could make measurements of the postcollisional spin less useful. Such measurements would most likely measure the average polarization of the bunches. Therefore, a thorough knowledge of the behavior of the spin dynamics is essential, and simulations will have to interplay with measurements in order to obtain full knowledge of the luminosity weighted depolarization. A method for measuring the average spin would be to pass the beams through a circularly polarized laser beam and look at the Compton scattered photons. The shape of that spectrum is highly dependent on the orientation of the spin vector of the electron. Some deconvolution might be possible in order to determine the energy dependent depolarization.

## VII. INCOHERENT MUON PAIRS

Very clean signals for detection of physics events are provided by muons. This is due to their large penetration depth which makes it possible to separate practically all
background events in the muon chambers surrounding the detectors. Muon pairs will however also be produced incoherently, where the virtual lepton is a muon. They extend to rather large angles creating background muon signals. This makes knowledge of their abundance and kinematics important.

## A. Method of generation

Muons are generated almost identically to the incoherent pairs in GUINEA-PIG++ as in Fig. 6 where the only difference is their mass. This description of the muon generator here will follow the one in [3]. The Breit-Wheeler process where two photons collide can be simulated while the Bethe-Heitler (colliding one photon and one lepton) and Landau-Lifshitz (colliding two leptons) processes can be done utilizing a Weizsäcker-Williams calculation replacing the lepton by its virtual photon flux.

This procedure gives the well-known total cross section of

$$
\begin{align*}
\sigma_{\mathrm{BW}}= & \frac{\pi r_{\mu}^{2} m_{\mu}^{2} c^{2}}{s} \\
& \times\left[\left(2+\frac{2}{\gamma^{2}}-\frac{1}{\gamma^{4}}\right) \ln \left(\frac{1+\beta}{1-\beta}\right)-\left(2+\frac{2}{\gamma^{2}}\right) \beta\right] . \tag{17}
\end{align*}
$$

The procedure for Breit-Wheeler muon generation is first to transform from the lab frame to the CM frame of the photons and hence also of the muons, then evaluate Eq. (17). Inversion of the differential cross section leads to determination of the pair production angles, and thus a complete determination of the kinetics of the final state. For the additional two processes, Landau-Lifshitz and BetheHeitler, the method of virtual quanta is employed. For muon production (as well as for incoherent pair production) the maximum virtuality of the photons is chosen as $E_{\mathrm{cm}} / 4$.

The muon production cross section should approach the well-tested incoherent pair production at high transverse momenta $p_{t}>m_{\mu} c$ since the mass contribution to the produced pair energies in the CM frame is negligible in this case. Thus, it was tested that the produced muon cross section coincides with the cross section for the incoherent pairs at high $p_{t}$ as seen in Fig. 18.

Although the muons have been allowed to emit synchrotron radiation in the simulation, they are not allowed to affect any beam particles or fields after they are produced.

The produced muon pairs were added to the tracking of beam pairs in GUINEA-PIG++. The tracking algorithm has not been fully verified for nonrelativistic particles and since muon pairs are produced with energies not much above their mass, one should use muon tracking in the current implementation of muon tracking with caution. Therefore the user can optionally store the produced pairs before beam-beam tracking, and the tracking of muons is optional. Since synchrotron radiation is highly unlikely


FIG. 18. Comparison of the transverse momentum of incoherent electrons and muons. Cross sections have been scaled up by $10^{4}$ to decrease simulation time. At production time, the cut $p_{t}>m_{\mu} c$ has been employed. Red dashed line indicates incoherent electrons. Black solid line indicates incoherent muons.


FIG. 19. Spectrum of incoherent muons at the time of production. The sign of the energy corresponds to the muon charge sign. The muon cross section is scaled up by a factor $10^{4}$, taking $\left(m_{\mu} / m_{e}\right)^{2}=4 \times 10^{4}$ into account, to decrease simulation time.
for muons, the beam-beam interaction hardly affects the muon spectrum.

For CLIC, the total number of produced muon pairs per bunch crossing is 12.5 . Of these particles 0.6 are produced through the Breit-Wheeler process, 8.0 through the Bethe-Heitler mechanism, and 3.9 from the LandauLifshitz process. Their spectrum is seen in Fig. 19, and their production angles can be seen in Fig. 1.

## B. $s$-channel muons

To ensure that no other processes contribute significantly to the muon pair production cross section, it was checked that $s$-channel muons would not be of importance. The leading order processes are

$$
\begin{equation*}
e^{+}+e^{-} \rightarrow \gamma \rightarrow \mu^{+}+\mu^{-}, \tag{18}
\end{equation*}
$$

$$
\begin{equation*}
e^{+}+e^{-} \rightarrow Z_{0} \rightarrow \mu^{+}+\mu^{-} \tag{19}
\end{equation*}
$$

where the intermediate particle is a virtual gauge boson. The first process gives rise to an $s^{-1}$ dependent cross section while the second process gives rise to the familiar Breit-Wigner resonance around the $Z_{0}$ mass of 91 GeV .

The total $s$-channel cross section can be found in $[46,47]$. A very rough integration of the $1 / s$ shape in the range $30-150 \mathrm{GeV}$ reveals that the photon diagram contribution to the cross section in this range is $\approx 20 \mathrm{pb}$ while the $Z_{0}$ diagram contribution in this range is of the order of 1 nb .

Looking at the luminosity spectrum in Fig. 13, one clearly sees that there is not enough luminosity at CLIC in the vicinity of the $Z_{0}$ resonance to make it worthwhile to include $s$-channel diagrams in the simulation. An upper bound of the luminosity in the $Z_{0}$ range is $10^{-6} \mathrm{nb}^{-1}$ per bunch crossing, meaning that approximately $10^{-6}$ muons per bunch crossing would be produced via these mechanisms. Therefore, these events can safely be excluded from simulations.

## VIII. TERTIARY PHOTONS

At present, several produced particles could provide excellent fast luminosity signals. These particles include beamstrahlung photons and large $p_{t}$ hadronic events [48]. Here, we propose another fast luminosity signal arising from optical photons.

Synchrotron radiation emitted from incoherent pairs share the large angles of these particles, and could potentially supply information about luminosity and/or reach unintended parts of the detector. Therefore, it was decided to simulate the creation and the properties of these "tertiary photons." Their kinematic information was saved to a separate output file of GUINEA-PIG++.

The angles of the tertiary photons can be found in Fig. 1, where the large production angles are apparent. In Fig. 20 is seen the azimuthal information for these particles, where their trajectories have been projected onto a transverse


FIG. 20. Spatial distribution of energy deposited by the tertiary photons at a transverse plane 3 m from the IP. Only photons with production angles above 20 mrad are displayed here.
plane 3 m from the IP. The 10 mrad width of the beam pipe has been cut away revealing that the energy deposition in the detector is very small and in the vicinity of 48 GeV per bunch crossing. This number should be compared to 27 TeV for the incoherent pairs, 2200 GeV for the coherent pairs and 880 GeV for direct trident pairs, respectively.

The energy of the tertiary photons can be very low as seen in Fig. 21. In fact, the spectrum extends to energies below those of optical photons. These photons are readily detected, and could provide information about the instantaneous luminosity. In Fig. 22, the rather strong correlation between the tertiary photon yield and luminosity is seen. Since the process is partly incoherent and partly a result of the interaction with the field, the dependence of tertiary photons with some imperfection could potentially be quite complex. But there seems to be a direct proportionality between luminosity and tertiary photon counts. Furthermore they are sufficiently abundant for detection and hence also for fast luminosity monitoring.


FIG. 21. Low-energy part of the tertiary photon spectrum.


FIG. 22. Correlation between luminosity and number of tertiary photons (per 10 bunch crossings) when the size of one beam is varied. Each color in the optical region corresponds to an energy bin of 0.5 eV width.

Since the tertiary photons are not affected by the solenoid field, the azimuthal information about their distribution could prove very useful. And there might be some useful spectral information to be found in the tertiary photons. This would be due to the fact that a larger average beam-beam field, induced by some imperfection and experienced by the incoherent pairs, would increase the critical frequency of synchrotron radiation.

The low-energy photon background from other pairs at the interaction point would have to be determined in order to assess the feasibility of using the tertiary photons as a luminosity signal. Especially the direct trident pairs would be able to emit light at rather large angles. Since direct trident pairs in CLIC are more abundant than incoherent pairs, there is a chance that photons from these particles would create a large background. However, synchrotron photons from these particles will not extend to very large angles, so in all likeliness there is an angular cut above which only tertiary photons would be seen. Searches for background radiation would also include an estimate of the synchrotron yield from the interaction with the detector solenoid field. If these particles turn out to be of interest, the inclusion of an emission angle, as opposed to the current implementation, where the photons have the direction of the emitting electron, would be essential.

Finally, the vertex detectors are in all likeliness not sensitive to these photons. However, the spectrum of tertiary photons is very wide and some frequencies of the light could potentially trigger signals in them.

## IX. CONCLUSIONS

New processes have been implemented and simulated in GUINEA-PIG. These new additions have been tested along with previously implemented ones. In particular, a Weizsäcker-Williams calculation of the direct trident process that is valid in the quantum mechanical as well as in the intermediate $\Upsilon \approx 1$ regime has been implemented. This simulation has been applied to beam-beam simulations relevant for the next generation linear colliders. The impact on any proposed 3 TeV CLIC design is small when compared to other processes of $e^{+} e^{-}$pair creation but may become significant in the limit of short bunches. The kinematic characteristics of the produced particles are not unlike those of sequential tridents (coherent pairs). Because the relative contribution of the direct tridents to the postcollisional bunch charge is small, this will mean that they are most likely difficult to distinguish from the coherent pairs in a detector without varying the bunch length. Depolarization due to beam-beam effects is below the percent level in the luminosity peak for CLIC at 3 TeV . The explanation is partly due to diminishment of the electron anomalous magnetic moment and partly due to lack of beamstrahlung from the most energetic particles. Approximately $12.5 \mu \mathrm{~m}$ will be emitted per bunch crossing
due to binary collisions which have been cross-checked with high $p_{t}$ results of incoherent pairs.

Incoherent pairs will emit synchrotron in the visible regime that extends to large polar angles. As optical photons are easily manipulated, they might be efficiently detected and used to monitor luminosity effectively and fast.
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#### Abstract

Emittance preservation in the beam delivery system (BDS) is one of the major challenges in the Compact Linear Collider (CLIC). The fast detuning of the final focus optics requires an on-line tuning procedure in order to keep luminosity close to the maximum. In this paper we discuss different tuning techniques to mitigate the displacement of magnets in the CLIC BDS and in particular in the final focus system. Some of them require a fast luminosity measurement. Here we study the possibility to use beambeam background processes at CLIC 3 TeV c.m. energy as a fast luminosity signal. In particular, the hadron multiplicity in the detector region is investigated.
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## I. INTRODUCTION

In order to achieve high luminosity in the Compact Linear Collider (CLIC) nanometer beam sizes at the interaction point (IP) are required. One of the major challenges of this future linear collider is the preservation of the transverse emittances from the damping ring to the IP. Amongst the most critical sources of emittance growth are static and dynamic imperfections along the main linac (ML) and the beam delivery system (BDS). These are the systems where the tolerances on magnet misalignment and errors are tighter ( $\sim 10 \mu \mathrm{~m}$ for the static and fraction of nm for the dynamic imperfections). The tuning of the static imperfections do not require any fast procedure except for the last part of the Final Focus System (FFS), when the push-pull scenario is considered. The tuning of the dynamic imperfections needs to be done at faster time scales, in order to keep luminosity stable during operation. Integrated simulations of ML and BDS including ground motion lead to a luminosity loss of the order of $10 \%$ after about 1 hour [1].

Traditionally, by the tuning of a linear collider, we understand the full correction procedure in order to bring the system to its ideal performance, as described in [2]. In this paper we discuss the mitigation against static magnet displacements in the BDS. Thus, in the following the word tuning will assume this meaning. The main reason to consider only magnet displacements is because of their relevance in the dynamic case, and common solutions can be adopted in the two cases. Moreover, we consider the BDS and in particular the FFS, due to the known difficulty to tune the system [3]. The origin of this behavior comes from the strong contribution of nonlinear terms in

[^17]the design of the FFS optics [4] and the increasing difficulty in tuning the system with a very low $\beta$ function at the IP, as expected from simulations and empirically tested [5]. Furthermore, the integrated simulation of ML and BDS including ground motion shows that the source of the luminosity loss is the fast detuning of the FFS optics. In fact, the luminosity loss can be fully recovered by adding to the orbit control feedback the scan of precomputed orthogonal knobs [1]. The knobs and the first results achieved in the tuning of the BDS will be presented in Sec. II. The tuning procedures we studied exploit luminosity as a figure of merit. Therefore it is mandatory to have a method to estimate the luminosity. Note that the luminosity measurements needed by the tuning procedure are not necessarily a measurement of the luminosity value. For the purpose of this tuning it can be a signal whose rate scales like luminosity (with imperfections considered).
The measurement of luminosity in $e^{+} e^{-}$colliders is usually done by detecting radiative Bhabhas ( $e^{+} e^{-} \rightarrow$ $e^{+} e^{-} \gamma$ ) [6] in the detector's forward region. In CLIC at 3 TeV c.m. energy there is no energy window where the electrons or positrons can be separated from the spent beam low energy tails or the incoherent pairs energy distribution, as shown in Fig. 1. The low angle Bhabhas have a lower event rate than radiative Bhabhas at the CLIC c.m. energy. Moreover, these methods need from 7 to 70 minutes in order to reach $1 \%$ precision in the measurement of the luminosity [7]. The fast detuning of the machine is then not compatible with this technique.
The possibility to use secondary particles emitted during the beam-beam interaction to monitor luminosity at CLIC has already been proposed [8]. In particular, the possibility to use the beamstrahlung photons as a fast luminosity signal has been exploited in [9]. The measurement of the beam sizes at the IP, using incoherent pairs both alone or in combination with beamstrahlung, has been explored in [10]. In the following, the results in terms of CLIC BDS performances are presented, according to the different


FIG. 1. Energy distribution up to 100 GeV of the spent beam and the different beam-beam interaction products (left). Angular distribution at the interaction point of the spent beam and the different beam-beam interaction products (right). The distributions are not normalized with respect to their rates.
techniques studied. The beam-beam background processes and their correlations with luminosity are studied, considering several beam aberrations at the IP. Finally, a new potential signal from the $\gamma \gamma \rightarrow$ hadrons process is assessed for tuning purposes.

## II. BDS TUNING

In order to mitigate effects due to static and dynamic imperfections, the CLIC BDS lattice (with $L^{*}=3.5 \mathrm{~m}$ ) is designed to reach a peak and total luminosity higher than their nominal values, by $\sim 20 \%$ and $\sim 30 \%$, respectively. The peak luminosity is defined as the luminosity in a region of $\pm 1 \%$ around the 3 TeV peak. Half of the $20 \%$ peak luminosity is the budget for the static imperfections, the other half for the dynamic errors.

Table I shows the values of the peak and total luminosities obtained by tracking the beams in the ML and BDS (using the tracking code PLACET [11]) and computing them

TABLE I. Main parameters of CLIC at $E_{\mathrm{cm}}=3 \mathrm{TeV}$ accounting for imperfections. Nominal peak and total luminosity are in brackets. The background is per bunch crossing, beamstrahlung photons are per beam particle.

| Total luminosity (nominal) $\mathcal{L}$ | $\left[10^{34} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}\right]$ | $7.7(5.9)$ |
| :--- | :---: | :---: |
| Peak luminosity (nominal) $\mathcal{L}$ | $\left[10^{34} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}\right]$ | $2.4(2.0)$ |
| Repetition frequency $f_{r}$ | $[\mathrm{~Hz}]$ | 50 |
| Bunches per train $N_{b}$ |  | 312 |
| Distance between bunches $\Delta_{y}$ | $[\mathrm{~ns}]$ | 0.5 |
| Particles per bunch $N$ | $\left[10^{10}\right]$ | 0.372 |
| Bunch length $\sigma_{z}$ | $[\mu \mathrm{~m}]$ | 44 |
| Emittances $\gamma \epsilon_{x} / \gamma \epsilon_{y}$ | $[\mathrm{~nm}] /[\mathrm{nm}]$ | $660 / 20$ |
| Beam sizes $\sigma_{x}^{*} / \sigma_{y}^{*}$ | $[\mathrm{~nm}] /[\mathrm{nm}]$ | $45 / 1$ |
| Beamstrahlung photons/particle $n_{\gamma}$ |  | 2.1 |
| Incoherent pairs $N_{\text {pairs }}$ | $\left[10^{3}\right]$ | 330 |
| Coherent pairs $N_{\text {coh }}$ | $\left[10^{7}\right]$ | 33 |
| Hadronic events $N_{H}$ | $E_{\gamma \gamma_{\mathrm{cm}}}>5 \mathrm{GeV}$ | 2.8 |

with GUINEA-PIG [12], the corresponding nominal values are reported in parenthesis. The main beam parameters and the corresponding background rates are reported in Table I as well. In the following we present the first results of the tuning of the static imperfections in the CLIC BDS. Detailed studies for dynamic imperfections can be found in [13].

In the simulations we assume that all the magnets of the BDS or FFS (except for the bending magnets) are randomly displaced in the two transverse planes ( $x$ and $y$ ) with a Gaussian distribution of $\sigma=10 \mu \mathrm{~m}$, which is defined to be the prealignment tolerance for this study. This value is a first estimate, which is very close to the value used in the main linac alignment [14]. In this study identical $e^{+} e^{-}$ machines are simulated. The three techniques studied to recover from the magnets displacements are: beam based alignment (BBA), of the entire BDS, combined with FFS sextupole knobs; luminosity optimization of the FFS; the latter combined with sextupole knobs.

The BBA technique consists of the 1-to-1 correction [15] followed by dispersion-free steering (DFS) [16] in the vertical plane and target DFS in the horizontal one. In the 1-to- 1 correction, the beam is steered through the center of the beam position monitors (BPMs). DFS is a technique that measures the dispersion along the line, using off-energy test beams, and corrects it to zero or to the nominal value. An energy difference of $0.1 \%$ is used to measure dispersion. The assumed BPM resolution in these simulations is 10 nm . This value is a first estimate of the required BPM resolution.

The possibility to use tuning knobs based on linear combinations of sextupole displacements has been already explored in CLIC [9]. New tuning knobs are built here using FFS sextupole displacements, in order to control mainly coupling, dispersion, and waist shift in the two transverse planes. The five sextupoles of the FFS are used to construct 10 linear knobs by their horizontal and vertical displacements. Assuming the BDS without errors,
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FIG. 2. Beam covariances at the IP as a function of the horizontal knobs scan. The range of the scan in units of $\mu \mathrm{m}$ is shown in Fig. 6.
a single sextupole is moved by $0.1 \mu \mathrm{~m}$ at a time. For each sextupole displacement the variations of the chosen set of aberrations are evaluated, and corresponding $5 \times 5$ response matrices $M_{x}$ and $M_{y}$ are built. The knobs correspond to the columns of the inverted matrices. The chosen set of knobs used to build $M_{x}$ are: the two $\beta$ at the IP, the two $\alpha$ and horizontal dispersion. The knobs in $M_{y}$ are $\langle x, y\rangle,\left\langle x^{\prime}, y\right\rangle,\left\langle x^{\prime}, y^{\prime}\right\rangle$, vertical dispersion, and vertical angular dispersion. These sets of knobs control the spectrum
of the expected beams aberrations. Figures 2 and 3 show the effects of the knobs on the beam covariances at the IP, when they are scanned individually.

Despite the orthogonality condition with which they are built, these first knobs show a multiknobs behavior, whereby the knob constructed to control one aberration can act on another one. For example, the $\beta$ knobs that change the $\alpha\left(\left\langle x, x^{\prime}\right\rangle\right.$ and $\left.\left\langle y, y^{\prime}\right\rangle\right)$ at the IP as well. Nevertheless, all the knobs contribute to the overall


FIG. 3. Beam covariances at the IP as a function of the horizontal knobs scan. The range of the scan in units of $\mu \mathrm{m}$ is shown in Fig. 6.


FIG. 4. Luminosity distribution of 100 machines after three different alignment procedures starting from an initial random prealignment of $10 \mu \mathrm{~m}$. Full lines are the total luminosity values, dashed lines for the peak luminosity.
optimization procedure giving an increase of luminosity each time they are scanned. An optimization of such knobs to improve their orthogonality is planned for the future.
In the luminosity optimization procedure, the horizontal and vertical positions of the misaligned elements of the FFS (except for the bending magnets) are changed in order to maximize luminosity, using the Nedler-Mead algorithm (Simplex).

The results of the tuning of the BDS against magnet displacements are summarized in Fig. 4 for 100 machines and the most significant numerical values reported in Table II.

The BBA technique has proven successful in the CLIC collimation section alone, while it fails when the FFS is also considered [3]. Iterations of BBA combined with tuning knobs improve the correction. The final total and peak luminosity obtained after fifth iterations of BBA and tuning knobs for the 100 machines are shown in Fig. 4 (blue line). About $35 \%$ of the machines reach $10 \%$ more luminosity than the nominal value, which is

TABLE II. Number of machines reaching the target luminosity for the static imperfections in the three combinations of techniques here studied.

| Technique | \# machines | \# machines |
| :--- | :---: | :---: |
|  | $[110 \%$ of | $[110 \%$ of |
| BBA + knobs | total $\mathcal{L}]$ | peak $\mathcal{L}]$ |
| Luminosity optimization | 38 | 20 |
| Luminosity optimization + knobs | 36 | 24 |

the budget for static imperfections in the BDS. Of these, about $15 \%$ exceed the $30 \%$ more total luminosity we expect by design, while this is not the case for the peak luminosity. This effect is explained by the smaller horizontal beam size that is reached after the BBA and FFS knobs scan with respect to the nominal value. This causes, on one hand, the enhancement of total luminosity, and, on the other hand, the emission of more beamstrahlung photons with the consequent increase of average energy loss that smears the luminosity spectrum in the energy peak. With the luminosity optimization technique alone 36 machines reach the target of $10 \%$ more luminosity than nominal value. The best tuning performance is obtained by combining luminosity optimization and FFS knobs. In this case more than $60 \%$ of the machines reach the target value. It is worth noticing that about $90 \%$ of the machines reach $90 \%$ of CLIC nominal total luminosity.

Figure 5 shows the distribution of the number of iterations required by the techniques presented in Fig. 4. The iterations correspond to the number of luminosity measurements required. The number of luminosity measurements needed by the luminosity optimization procedure is 1 order of magnitude larger than the one required by the BBA combined with the Knobs technique. It is therefore crucial for CLIC to be able to measure luminosity as fast as possible (in the order of seconds) and to be able to tune the system in the most efficient way. The use of more sophisticated optimization algorithms and nonlinear knobs could improve the overall luminosity results and reduce the number of luminosity measurements required.

In the following, we concentrate on the definition of fast luminosity signals. For this purpose the beam-beam background processes and their correlation with the main sources of luminosity degradation are presented.


FIG. 5. Number of luminosity measurements required in the three different alignment procedures in order to reach the results shown in 4.

## III. BEAM-BEAM BACKGROUND

Because of the high energy and high luminosity foreseen at CLIC the background rates due to the beambeam interaction are expected to be high. The relevant processes are: the emission of beamstrahlung photons, the coherent pair production, the incoherent pair production, and the hadronic events. A detailed description of those processes can be found in [17].

Their expected rates in CLIC at 3 TeV c.m. energy are reported in Table I. The actual values of luminosity and background depend on the single machine and can change during operation. A first study of the variation of the background rates with the offsets of the two beams and the emittance growth has been presented in [18]. All the background rates show the same behavior in case of horizontal offsets and horizontal emittance growth of the two beams at the IP, following luminosity variations. In the case of vertical offsets and vertical emittance growth, the coherent processes show a different behavior with respect to luminosity. These processes are due to the interaction of photons with the electromagnetic field produced by the bunches, which is strongly dominated by the larger horizontal beam size and increase with small vertical offsets, as shown in [18]. In the following we show in more detail the dependence of the backgrounds and luminosity on the specific beam aberrations at the IP. These are the same aberrations we used to define the sextupole knobs in the previous section.

## Luminosity signals and colliding beam parameters

We present here a study of the variation of different signals from beam-beam interaction, according to 10 different beam aberrations at the IP. The size of the aberrations has been chosen to produce a luminosity loss of about $30 \%$. The six Signals ( $S$ ) we have defined are: (i) coherent pairs from the two beams (coherent); (ii) average beamstrahlung photons from the two beams $\left[\left(n_{\gamma 1}+n_{\gamma 2}\right) / 2\right]$; (iii) difference of beamstrahlung photons from the two beams normalized to their sum ( $\left.1.0-\left|\Delta n_{\gamma} / \Sigma n_{\gamma}\right|\right)$; (iv) ratio of beamstrahlung photons from the two beams ( $n_{\gamma 2} / n_{\gamma 1}$ ); (v) total number of $\gamma \gamma \rightarrow$ hadrons events (hadrons); (vi) total incoherent pairs from the two beams (incoherent).

The two beams are transported to the IP as described in the previous section. In this case the sextupoles of one beam line are displaced according to the linear knobs introduced in Sec. II, generating the beam phase space distortion at the IP. The second beam line instead is kept perfectly aligned.

Figure 6 shows the relative change of the six signals and of the peak and total luminosity by scanning the five horizontal knobs. The colored lines correspond to parabolic fits through the data points. The optimum luminosity values coming from the parabolic fits of the six signals reproduce the maximum value of luminosity with a relative accuracy of the order of $10^{-3}$. The numerical uncertainties are about $2 \%$ in the case of incoherent pairs and hadronic events and about $6 \%$ in


FIG. 6. Scan of the horizontal tuning knobs. The points show the change of luminosity $\left(L / L_{0}\right)$ and beam-beam background $\left(S / S_{0}\right)$ rates (normalized to their nominal values), according to horizontal dispersion, $\alpha$ and $\beta$ functions in the two planes. The lines represent the fit through the background rates points. The lines corresponding to the fit through the points of the total and peak luminosity are not shown.


FIG. 7. Beam-beam background signal correlation with total luminosity for the scan of the five horizontal knobs shown in Fig. 6.
the case of beamstrahlung and coherent processes. Figure 7 shows a fairly linear correlation of the six signals to the total luminosity in this range of scan of the knobs. The angular coefficients [that we name $\left.\Delta\left(S / S_{0}\right) / \Delta\left(L / L_{0}\right)\right]$ obtained from the linear fits of the data points are shown in Fig. 8. A value of $\Delta\left(S / S_{0}\right) / \Delta\left(L / L_{0}\right)$ equal or close to 1 means that the variation of the luminosity and of the corresponding background signal are equal. The incoherent pairs signal presents an angular coefficient close to 1 (within $20 \%$ uncertainty) for all five horizontal aberrations considered. The relative hadronic events rate shows the same behavior as the incoherent pairs except for


FIG. 8. Relative change of the six signals with total luminosity coming from the angular coefficient of the fit shown in Fig. 7.
horizontal dispersion and horizontal waist shift. In these two cases in fact the horizontal beam size increase leads to the reduction of beamstrahlung photons, hence to the decrement of $\gamma$ available for the $\gamma \gamma \rightarrow$ hadrons reaction. The relative change of these two types of processes follow the luminosity variation within $20 \%$ uncertainty independently of the beam aberrations.
Figures 9-11 show the same analysis, when we scan the five vertical knobs. The behavior of background signals vs luminosity is similar to the horizontal case.
In summary, the incoherent processes, such as incoherent pairs and hadronic events, have the same variation of luminosity within $20 \%$ (i.e., the correlation between the change of these event rates and the change of luminosity is close to 1 ), regardless of the aberrations considered. The coherent processes, such as coherent pairs and beamstrahlung, have a different variation with respect to luminosity (i.e. their correlation is far from 1) and present a different variation according to the aberrations too. Therefore, by measuring the variation of the rates of the incoherent processes it is possible to evaluate the variation in the luminosity with $20 \%$ uncertainty. The variation of the rates of coherent processes could be used in combination with the one of incoherent processes to identify the main aberrations of the beams, in dedicated feedback.
In practice, it is critical to define a signal that can be easily identified against the other processes. Experimental techniques to detect beamstrahlung photons in the CLIC post collision line can be found in [19]. The incoherent pairs are produced with relatively small angles with respect to the







FIG. 9. Scan of the vertical tuning knobs. The points show the change of luminosity ( $L / L_{0}$ ) and beam-beam background $\left(S / S_{0}\right)$ rates (normalized to the nominal value), according to vertical dispersion, angular dispersion, and couplings. The lines represent the fit through the background rate points. The lines corresponding to the fit through the points of the total and peak luminosity are not shown.






FIG. 10. Beam-beam background signal correlation with total luminosity for the scan of the five vertical knobs shown in Fig. 9.
beam axis, but are deflected by the beam fields. Therefore, the pair particles can have large angles. The integration of pair energy above a certain angle with respect to the beam axis has been studied as a potential signal for luminosity optimization in [8]. In CLIC their identification could be
more complicated due to the presence of the coherent pairs in the forward region, leptons coming from hadronic events, and Bhabhas. In the following we discuss further the hadronic events signal by looking in particular at its multiplicity in the final state of the process.


FIG. 11. Relative change of the six signals with total luminosity coming from the angular coefficient of the fit shown in Fig. 10.

## IV. HADRONIC EVENTS

Hadrons at linear colliders are produced by the process $e^{+} e^{-} \rightarrow \gamma \gamma \rightarrow$ hadrons. The total $\gamma \gamma \rightarrow$ hadrons cross section is known experimentally up to 200 GeV in the center of mass energy. The simplest model of the energy dependence of the $\gamma \gamma \rightarrow$ hadrons cross section $(\sigma)$ is the vector meson dominance one. The model assumes that the photon resonates to a hadronic state (a $\rho$ ) with a certain probability [20], with the energy dependence expressed as

$$
\begin{equation*}
\sigma=211 \mathrm{nb} \cdot\left(\frac{s}{\mathrm{GeV}}\right)^{\epsilon}+215 \mathrm{nb} \cdot\left(\frac{s}{\mathrm{GeV}}\right)^{\mu} \tag{1}
\end{equation*}
$$

where $\epsilon=0.0808$ and $\mu=0.4525$ [21]. GUINEA-PIG implements the above parametrization of the total $\gamma \gamma \rightarrow$ hadrons cross section. An electron or positron is replaced by the appropriate number of photons from the equivalent spectrum. The energies of the two colliding photons can be stored in a file which can be loaded as input to PYTHIA [22], or an equivalent code, to generate the hadrons.

Detectable signals for this process can be the hadron multiplicity and/or their deposited energy in the detector region. The total and single particles average multiplicity in the final state of the $\gamma \gamma \rightarrow$ hadrons collision as shown in Fig. 12 (left). The average total multiplicity is dominated by the photons and charged pions, while the leptons and the other hadrons multiplicity is close to zero in all the events analyzed. Figure 12 (right) shows the total energy distribution. In order to define a region where the hadron multiplicity can be easily identified and detected against the other background sources, two different $p_{T}$ cuts are applied to the charged particles in order to ensure that they can travel in the forward detector region or in the detector main tracking region, considering a $B$ field of 5 Tesla. Following [23], we consider tracks with $p_{T}>0.050 \mathrm{GeV}$ and $27 \mathrm{mrad}<\theta<117 \mathrm{mrad}$ for the forward region and tracks with $p_{T}>0.160 \mathrm{GeV}$ and $117 \mathrm{mrad}<\theta<$ 1.57 rad for the main tracking region.

The 27 mrad condition for the forward region is due to the envelope of the incoherent pairs while traveling in the detector solenoid magnetic field. We track the particles with a helix up to different longitudinal positions, taking into account the CLIC crossing angle. The incoherent pair particle positions in the $X Y$ plane, at $z=2.65 \mathrm{~m}$ from the IP, are shown in Fig. 13 (left). A circle containing the majority of the particles is defined "by eye" at each longitudinal position. The points so determined and the definition of the two angular cuts are shown in Fig. 13 (right).

The resulting multiplicity distributions of all the charged particles and that of the hadrons, according to the selected angles and momenta, are shown in Fig. 14. The multiplicities integrated over 1, 10, and 20 trains are shown. Almost all the multiplicity from $\gamma \gamma$ collision consists of charged hadrons. The mean value of the distribution over 20 trains is determined with about $1 \%$ fluctuation. Taking into account the $20 \%$ uncertainty in the correlation of this signal with luminosity, as shown in Figs. 8 and 11, this gives an estimation of luminosity variations within $1.2 \%$ precision. Moreover, given the CLIC repetition rate


FIG. 12. Average particles multiplicity and energy for a single $\gamma \gamma$ collision.



FIG. 13. Incoherent pair particle positions, at $z=2.65 \mathrm{~m}$ from the IP, for a constant $B$ field of 5 T (left). Definition of the two regions for the $\gamma \gamma \rightarrow$ hadrons multiplicity detection (right). The blue line represents the main tracking region acceptance. The black points and the dashed line represent the incoherent pairs envelop. The red line is the angular cut we define to separate the hadronic events from the incoherent ones.


FIG. 14. Integrated charged particles and charged hadrons multiplicity over 1,10 , and 20 CLIC trains with $p_{T}>0.050 \mathrm{GeV} / c$ and $0.027<\theta<0.117 \mathrm{rad}$ (left), and with $p_{T}>0.160 \mathrm{GeV} / c$ and $0.117<\theta<1.57 \mathrm{rad}$ (right).


FIG. 15. Integrated particle multiplicity over 1, 10, and 20 CLIC trains in a disk of inner radius of 10 cm and outer radius of 30 cm at 2.6 m from the IP. The scatter plot of the $X, Y$ positions of the particles in the defined disk is shown on the right.
$(50 \mathrm{~Hz}) 20$ trains correspond to 0.4 seconds. Requiring a total time $\leq 0.1 \mathrm{~s}$ for the readout electronics and signal elaboration, one luminosity measurement should take about 0.5 s .

Considering the number of particles intercepting a disk of 10 cm inner radius and 30 cm outer radius at 2.6 m from the IP, the rms fluctuation on the mean is of the order of $1 \%$ integrating over 10 trains only [Fig. 15 (left)]. This corresponds to about 0.3 s for one luminosity measurement. The two-dimensional distribution of the $x$ and $y$ positions at the disk (after the tracking in a uniform magnetic field of 5 Tesla) is shown in Fig. 15 (right). Taking into account the number of iterations that requires a luminosity measurement in the procedures studied here, the total time needed to tune the BDS, starting from a random Gaussian displacement of the FFS magnet of $10 \mu \mathrm{~m}$, would be about 10 min when the BBA technique in combination with the FFS sextupoles knobs are applied, even with low success rate. The total time required to tune the BDS with the luminosity optimization technique is instead of the order of 2 hours. The full CLIC detector model is not considered in these simulations. The actual amount of material and the interaction of these particles with matter should be considered in order to define the best region of detection of the multiplicity minimizing the number of bunches to be integrated in the definition of the trigger signal.

## V. CONCLUSIONS

In order to mitigate the static imperfections in the CLIC BDS different techniques have been applied. The first
results show that their combination gives $90 \%$ of CLIC nominal total luminosity in $90 \%$ of the cases. Among them $65 \%$ reach the target luminosity of $110 \%$. In particular, for the first time sextupole knobs are successfully and systematically used within CLIC FFS tuning. Tuning knobs and the luminosity optimization technique require a fast luminosity measurement. For this purpose, the possibility to use $\gamma \gamma \rightarrow$ hadrons background has been investigated. The first study of the charged particle multiplicity from this process in the vertex-tracking and/or in the forward region of the detector shows that it could provide a signal for a fast luminosity measurement in less than 1 s with $\sim 1 \%$ precision. Given the number of luminosity measurements needed by the different alignment techniques here considered, the full tuning of the CLIC BDS against magnet displacements can be achieved in the range between about 10 min and 2 hours.
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#### Abstract

In order to obtain the necessary luminosity with a reasonable amount of beam power, the Compact LInear Collider (CLIC) design includes an unprecedented collision beam size of $\sigma_{y}=1 \mathrm{~nm}$ vertically and $\sigma_{x}=45 \mathrm{~nm}$ horizontally. With exceptionally small and flat beams, the luminosity can be significantly degraded due to the combination of the experimental solenoid field and a large crossing angle. The two main effects reducing the luminosity are $y$ - $\mathrm{x}^{\prime}$-coupling and an increase of vertical dispersion. Additionally, incoherent synchrotron radiation (ISR) from the orbit deflection created by the solenoid field increases the beam emittance and results in unrecoverable luminosity degradation. A novel approach to evaluate the ISR effect from a realistic solenoid field without knowledge of the full compensation of the geometric aberrations is presented. This approach is confirmed by a detailed study of the correction techniques to compensate the beam optics distortions. The unrecoverable luminosity loss due to ISR for CLIC at 3 TeV has been evaluated, and found to be around $4 \%$ to $5 \%$ for the solenoid design under study.
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## I. INTRODUCTION

The Compact Linear Collider (CLIC) is an accelerator design based on normal conducting components. In order to obtain the required luminosity with reasonable power consumption, short bunch separation ( 0.5 ns ) and small $\beta^{*}$ are needed. A post-collision beam line for the spent beam and the main beam-beam products is necessary, which requires a large crossing angle of around 20 mrad [1]. A large crossing angle is also required to mitigate the effects of the parasitic bunch collisions between the incoming and outgoing beam, but is not the limiting factor for CLIC [1].

Relevant parameters for the CLIC beam delivery system (BDS) are shown in Table I. A detailed overview of the CLIC BDS can be found in [[2], Chap. 3.5]. The CLIC final focus system has strict tolerances, and the BDS is optimized taking higher order terms into consideration [3-7]. Compensation of beam distortions in the BDS, such as static and dynamic misalignments, has proven to be quite challenging $[2,8]$.

In Fig. 1, the final 20 m of the CLIC BDS lattice is shown. The residual field from an experimental solenoid typically extends $10-15 \mathrm{~m}$ away from the interaction point (IP), depending on shielding and solenoid design. $\mathrm{L}^{*}$ is the distance from the IP to the closest focusing magnet, which

[^18]is the QD0 for CLIC. Due to the short $\mathrm{L}^{*}$ required to reach the luminosity target, the main solenoid field overlaps with the last final focus magnets, which enhances the optical distortions at the IP [9]. The QD0 is partly inside the experimental solenoid. Special care has to be taken to make sure the interplay between the solenoid field and the magnet field is minimized.

A solenoid will in general have a radial field component on any charged particle off the solenoid center line, with a maximum around the entrance of the solenoid. This is the region of maximum $\beta$-function in a linear collider, and the beams are more sensitive to small errors. With a horizontal crossing angle, the horizontal solenoid field component will be larger than the vertical one, resulting in a strong vertical orbit displacement. In CLIC this orbit offset is typically on the order of $10 \mu \mathrm{~m}$, for a solenoid field of $4-5 \mathrm{~T}$ and 1.5 TeV beam energy. The displacement results in a large vertical dispersion at the interaction point (IP). Furthermore, the beams in CLIC are exceptionally flat,

TABLE I. CLIC BDS parameters [2]. Peak luminosity is defined as the luminosity in the $1 \%$ energy peak.

| Parameter | Value |
| :--- | :---: |
| Maximum beam energy | 1.5 TeV |
| $\mathrm{L}^{*}$ | 3.5 m |
| $\beta^{*}(\mathrm{x} / \mathrm{y})$ | $10 / 0.07 \mathrm{~mm}$ |
| Crossing angle | $20 \mu \mathrm{rad}$ |
| IP beam size $(\mathrm{x} / \mathrm{y})$ | $45 / 1 \mathrm{~nm}$ |
| IP beam divergence (x/y) | $7.7 / 10.3 \mu \mathrm{rad}$ |
| Bunch length | $44 \mu \mathrm{~m}$ |
| Nominal peak luminosity | $2.5 \times 10^{34} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$ |



FIG. 1. The final 20 m of the CLIC final focus system. The 4 m long experimental solenoid is marked in green. The final doublet quadrupoles are marked in blue, and the sextupoles in red. The height of the bars indicate their relative strength and polarity.
which means that any coupling to the vertical plane significantly deteriorates the luminosity.
Particles with large angles at the IP have a large displacement from the beam orbit in the region close to the last focusing magnet, where the radial solenoid field is strongest. Hence, the experimental solenoid introduces strong $\mathrm{y}-\mathrm{x}^{\prime}$ coupling at the IP which must be corrected.

Due to the high beam energy in CLIC, there is a significant emission of synchrotron radiation as a result of the beam deflection in the solenoid region. Earlier similar studies have shown an unrecoverable luminosity loss due to ISR of up to $25 \%$, depending on the detector solenoid design $[2,10]$.

The unrecoverable loss is an important concern for CLIC. Optical aberrations can be corrected in several ways; using the final focus magnets, adding skew quadrupoles, using an antisolenoid [9], dipole orbit corrector integrated into the experiment [11], and longer $L^{*}$ [12].

We present a new simulation approach which evaluates the effect of the ISR alone without the knowledge of the full compensation. This approach is verified with a semianalytical approach, as well as a more time-consuming study where the full compensation is found.
For the latter study, the tuning methods described in [8] are used to compensate for optical distortions introduced by the experimental solenoid field. A realistic design of the solenoid and antisolenoid is used [13]. Similar correction schemes have been explored for. e.g., the NLC [9], but at lower beam energies which means synchrotron radiation effects are less significant.

There are two problems with the full compensation study which are addressed with the new simulation approach. First of all, it is a computationally demanding procedure, requiring on the order of weeks of CPU time to get to the final result. Second, once the result is obtained, one does not know if the remaining luminosity loss is purely due to ISR, or if there are residual optical aberrations.

## II. EXPERIMENTAL SOLENOID FIELD

Two detectors will be running in a push-pull configuration in CLIC. In the conceptual design report it is foreseen that one detector will follow the SiD design [14], while the second detector will have The International Large Detector (ILD) design [15]. An important difference in the two magnet designs is the peak longitudinal field, which is 4 T for the ILD detector magnet,


FIG. 2. The longitudinal (a) and radial (b) SiD solenoid field with (blue, solid) and without (green, dashed) antisolenoid, along a beam line with a $10 \mu \mathrm{rad}$ inclination with respect to the solenoid axis. The QD0 entrance is at 3.5 m , and the IP is at 0 m .
and 5 T in the SiD case. Nevertheless, previous studies have found that the luminosity loss from the two detector designs is fairly similar due to the relative increase in stray fields from the ILD solenoid compared to the SiD solenoid [10].

The longitudinal and radial fields along the beam line for the SiD detector magnet are shown in Fig. 2, both with (blue, solid) and without (green, dashed) the antisolenoid [14]. For all detector designs currently considered, the antisolenoid is foreseen to be integrated into the CLIC detector. This is in contrast to, e.g., the International Linear Collider (ILC) [16], where the antisolenoid is integrated into the QD0 design [17]. The antisolenoid significantly reduces the longitudinal field inside the QD0, increasing the radial field at the entrance of the QD0 (at 3.5 m ). This reduces the optical aberrations originating from the combination of the quadrupolar field of the QD0 and the solenoid stray fields [9].

In this paper we discuss only the $\mathrm{L}^{*}=3.5 \mathrm{~m}$ lattice design. An increase of $\mathrm{L}^{*}$ to around $6-8 \mathrm{~m}$ has been considered in order to have the QD0 outside the detector [12,18]. This would have the benefit of an improved mechanical stability of the QD0 since it would be attached to the tunnel ground/beam line. It would further reduce the interference between the QD0 and the experiment, both in terms of taking up physical space for detector components, and in terms of magnetic field interplay. The downside of a longer $L^{*}$ is primarily reduced luminosity. A different $L^{*}$ is expected to significantly impact the result of the studies presented here.

## III. SEMIANALYTICAL APPROACH

The problem of evaluating the luminosity loss due to the detector solenoid can be divided into two parts. The first part consists of the evaluation and the correction of the optical distortions, which should be possible to correct for by using the antisolenoid and tuning knobs. The second part, the ISR from the vertical orbit deflection, increases the beam emittance. This emittance increase cannot be compensated for, and can be considered a minimum luminosity loss for a given solenoid design.

From Refs. [19,20], we have the following estimate for the increase of vertical beam size due to synchrotron radiation

$$
\begin{equation*}
\left(\Delta \sigma_{y}^{\mathrm{SR}}\right)^{2}=C_{E} \gamma^{5} \int_{0}^{\infty} \frac{R_{36}^{2}(z)}{|\rho(z)|^{3}} \mathrm{~d} z \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{E}=\frac{55}{24 \sqrt{(3)}} r_{e} \lambda_{e}=1.26 \times 10^{-27} \tag{2}
\end{equation*}
$$

Here, $R_{36}$ is the transport matrix element 36 for the given slice $\mathrm{d} z$ to the IP, $\gamma$ is the relativistic gamma, and $\rho(z)$ is the


FIG. 3. The vertical orbit of the last 7 m before the IP given in $\mu \mathrm{m}$. The QD0 is displaced vertically in order to get the orbit to end at $\mathrm{y}=0$.
radius of curvature at $z . r_{e}$ and $\lambda_{e}$ are the electron classical and Compton radius, respectively. The beam size increase should be added in quadrature to the initial beam size.

We calculate the $R_{36}(z)$ by tracking backwards an offmomentum particle $(+4 \mathrm{GeV})$ from the IP under the assumption that the dispersion at the IP is $0 . \rho(z)$ is calculated numerically from the orbit shown in Fig. 3. The estimate from this analytical formula then gives us

$$
\begin{equation*}
\Delta \sigma_{y}^{\mathrm{SR}}=0.36 \mathrm{~nm} \tag{3}
\end{equation*}
$$

for the solenoid field map which has the antisolenoid included.

The initial core 1 sigma beam size is about 1 nm in CLIC, which means an increase of $6.4 \%$. If we assume that luminosity is inversely proportional to beam size, we get a luminosity loss of $6 \%$. If we instead use the rms vertical beam size which is around 1.3 nm , we get a relative increase to the beam size of around $3.7 \%$. However, for the peak luminosity [21] in particular, the core beam size is usually considered to be the more relevant parameter. This is an encouraging result, considering that up to $25 \%$ luminosity loss due to ISR caused by the solenoid was expected for the nominal CLIC machine [2].

Estimating luminosity loss only via beam size growth has a considerable level of uncertainty. The tails of the beam typically increase the rms beam size, while not affecting luminosity as significantly. For this reason, we always use GUINEA-PIG [23] to simulate the luminosity in our tracking studies.

## IV. DETERMINISTIC APPROACH

A novel simulation approach is proposed, which separately evaluates the losses from ISR alone, before the full compensation is known. The procedure to evaluate the luminosity loss due to ISR is described in the lower part of


FIG. 4. Schematic overview of the last 20 m of the final focus in CLIC in the upper third. The experimental solenoid (green) is overlapping the QD0 (blue). Sextupoles SD0 and SF1 in red. strengths and signs of quadrupoles/sextupoles are indicated by the size and direction of the bars. In the middle the simulated SiD solenoid field is shown. The radial field in blue with values on the left side, and longitudinal field in green with values on the righthand side. In the bottom plot the tracking procedure is visualized.

Fig. 4, where the tracking including the solenoid field is done using the new 4th order symplectic integrator described in the Appendix. The beam is first tracked forward without synchrotron radiation, and without the solenoid field present. This provides the optimal beam distribution at the interaction point. The ideal IP beam distribution is tracked backwards through the beam line, with the solenoid field turned on but still without synchrotron radiation. The result is a beam distribution with a perfect compensation for the coupling introduced by the solenoid field. Finally, the synchrotron radiation is turned on, and the beam is tracked forward through the beam line. The estimated luminosity is compared to a normal tracking of the beam without the solenoid field, but including ISR.
Using this approach we evaluated the simulated SiD field maps presented in Fig. 2. The loss of peak luminosity due to ISR in the detector solenoid including the antisolenoid is found to be $(4.1 \pm 0.2) \%$, where the error bar is from the calculation of the luminosity in GUINEA-PIG. This result compares well to the result from the semianalytical calculation.

Without the antisolenoid, we find a luminosity loss of around $5 \%$. $1 \%$ of additional luminosity would not alone be


FIG. 5. The vertical dispersion with and without solenoid field. No coupling is present in the baseline (a). The solenoid alone introduces a strong coupling (b), most of which is corrected by the antisolenoid (c). Additionally, the solenoid is producing a strong orbit deflection. In (b) the average vertical position is $6.4 \mu \mathrm{~m}$ off center.
enough to justify the installation of an antisolenoid which significantly complicates the detector design. However, the most important purpose of the antisolenoid is to protect the permanent magnet material in the QD0 and allow it to safely reach its high gradient. The antisolenoid also makes the compensation easier, as it decouples the solenoid field from the field inside the QD0 [9]. With an alternative larger $L^{*}$ of 6 m or more [18], where the QD0 is outside the detector, the need for an antisolenoid could be reassessed.

## V. FULL COMPENSATION

The main distortions responsible for the luminosity loss are vertical dispersion and $y-x^{\prime}$ coupling, shown in Figs. 5 and 6 . From these results it is evident that the antisolenoid alone is not able to fully compensate the optical distortions caused by the main solenoid field. With the solenoid alone on the order of $1 \%$ of nominal luminosity remains, before any compensation of the beam distribution is applied. When we add the antisolenoid the luminosity increases by an order of magnitude, but is still far off acceptable performance. Other compensation methods are required in addition to the antisolenoid, in order to fully recover the luminosity.

In order to recover the residual optical distortions induced by the main solenoid field we can use knobs based on transversal sextupole displacement in addition to the antisolenoid. These linear combinations of displacements of the five sextupoles in the CLIC final focus system ideally give 5 degrees of freedom for correcting coupling and dispersion terms (vertical displacements), and 5 for correcting focusing and dispersion terms (horizontal displacements). The main couplings caused by the experimental solenoid are vertical dispersion and $y-x^{\prime}$ coupling, both corrected by vertical knobs. The knobs have been proven successful when applied to the tuning against magnet misalignment of the CLIC final focus, as reported in [8]. Additionally, a vertical displacement of QD0 is effective at correcting the vertical offset and dispersion at the IP. We also add horizontal displacement and roll of the QD0, for more local corrections. With the same three knobs for QF1, we have a total of 17 knobs to recover the residual luminosity loss due to the given experimental solenoid and antisolenoid design.

In our simulation, each knob is evaluated separately. We start with the QD0 knobs, then QF1, then the vertical sextupole knobs, and finally the horizontal knobs. For each knob we make a parabolic fit of the luminosity as a function


FIG. 6. The $y-x^{\prime}$ coupling with and without solenoid field. The observations are similar to those observed for the vertical dispersion in Fig. 5.


FIG. 7. The luminosity as a function of the number of iterations. The results when including the antisolenoid (blue) are significantly better than the results without (green). $100 \%$ is defined as the luminosity without solenoid field.
of the knob value and move the magnets accordingly. This is repeated with smaller and smaller steps to make sure we are close to the optimum. We iterate over the entire algorithm a few times to make sure we have at least found a local optimum. Note that we have not taken into account any magnet imperfections or misalignments in these simulations. ISR is still activated, which means that we expect to reach a luminosity of about $96 \%$ with the antisolenoid compared to the beam line without solenoid field included, based on the result from the deterministic simulation.

In Fig. 7 we see the resulting luminosity as a function of iterations. Each dip corresponds to the iteration where the algorithm moved to a new knob. We see that most of the aberrations are corrected after the first round of QD0 and vertical sextupole knobs. Without the antisolenoid, it is not possible to obtain the same luminosity level. The number of iterations to reach optimal luminosity is about the same.

We find a luminosity loss of $(8.0 \pm 1.6) \%$ with the antisolenoid in these simulations. Including the error bars, this fits well with both the semianalytical estimate of $6 \%$, and the deterministic approach which estimated $4 \%$ luminosity loss. The results give us confidence that the deterministic approach makes valid assumptions for evaluating the luminosity loss due to ISR alone.

In Fig. 8 the vertical dispersion and $y-x^{\prime}$ coupling can be seen with the full compensation. Only dipolar and quadrupolar terms have been used for this compensation. A check was made keeping ISR off for the entire simulation. The routine then completely canceled out the optical aberrations using only these linear elements. While one can then conclude that the solenoid itself introduces mostly linear coupling terms, the solenoid in combination with ISR can lead to nonlinear effects that may require nonlinear correctors. Indeed, the limitation of a tuning-based algorithm is the lack of knowledge about the absolute optimal luminosity.

## VI. CONCLUSIONS

A novel simulation approach for estimating the irreversible luminosity loss from incoherent synchrotron radiation produced by the experimental solenoid in a high energy lepton collider has been developed. The results are compatible with the slower and more complicated simulations to find the full compensation, and consistent with a semianalytical estimate of the beam size growth. This method obtains in a deterministic way the optimal luminosity that can be achieved if the correction is perfect.

For the current SiD design for CLIC, we find that we can expect a luminosity loss due to incoherent synchrotron radiation of $(4.1 \pm 0.2) \%$. This is at the optimistic end of the scale given in the conceptual design report, and is a promising result for the CLIC design effort. The antisolenoid reduces the losses due to ISR by approximately $1 \%$, and strongly reduces the optical distortions. We have shown


FIG. 8. The vertical dispersion and $y-x^{\prime}$ coupling with the optimal knobs. This should be compared to the reference distribution shown in Figs. 5(a) and 6(a).
through a full simulation that the beam delivery system provides enough flexibility to correct for the optical distortions introduced by the solenoid and its overlap with the last focusing magnet.
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## APPENDIX: TRACKING ROUTINE

We have implemented a 4th order symplectic integrator in the particle tracking code PLACET [24,25], with a user defined step length. The sum of magnetic fields from beam line elements and solenoid field map is used to calculate the Lorentz force at each location of a kick. With the appropriate choices for drifts and kicks, it can be shown numerically that this integrator is in fact of 4th order [26]. This integrator allows us to track the beam through a combination of beam line elements and added field map (solenoid field), something that was not possible previously.
The new integrator has been compared to the other independent tracking routines already available in PLACET (excluding the solenoid field map) and was found to be in good agreement. The 4th order integrator has also been independently compared to a Lie tracking routine [27].

In Fig. 9 the error in the vertical position at the interaction point is shown as a function of the step length used. Each set of initial coordinates is tracked with multiple


FIG. 9. The difference in vertical position as a function of step length is evaluated for 4000 initial positions, using the formulas defined in Eq. (A1). The trajectory with shortest step length $(0.2 \mathrm{~mm})$ is used as reference.
step lengths. The error is estimated as the final position at the interaction point with the given step length compared to using a much shorter step length. For each step length we then get an average error for $N$ initial coordinates as

$$
\begin{equation*}
\operatorname{avg}(|\Delta y|)=\frac{\sum_{i=1}^{N}\left|\Delta y_{i}\right|}{N} \tag{A1}
\end{equation*}
$$

The vertical beam size at the interaction point is approximately 1 nm , so the error should be well below this value. Hence, step lengths lower than 1 cm are acceptable. The results presented in this paper are obtained using a step length of 1 mm .
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#### Abstract

Experimental characterizations of scintillation detectors timing performance of the internal (TOFINO) and external (TOFONE) scintillator barrels used in FINUDA experiment are presented.

The measurements take advantage of detecting synchronous particle pairs produced in the reactions, namely $e^{+} e^{-}$pairs from Bhabha collisions between the primary beams and $K^{+} K^{-}$pairs from $\phi(1020)$ decay.

The method used for synchronizing the multiple detectors constituting the scintillator barrels is also described as being carried out in two steps: a rough one online by the injection of laser light pulses flashing the scintillators all together, and a fine one offline exploiting the timing features of $e^{+} e^{-}$and $K^{+} K^{-}$pairs.
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## 1. Introduction

The FINUDA experiment performed two distinct runs at the INFN Frascati (Rome—Italy) National Labs, the first in 2003-2004 and the second in 2006-2007, to investigate the formation and decay of Hypernuclei and the anti-kaon nucleon clusters produced by stopping-within thin solid targets-the slow $\mathrm{K}^{-}$coming out from $e^{+} e^{-}$collisions at $\phi$-factory DAФNE, as reported in Refs. [1-3] and references therein.

The experiment employs a large acceptance and high momentum resolution magnetic spectrometer equipped with a Time-OfFlight (TOF) system composed of two scintillator barrels: the internal one, named TOFINO and built as two distinct devices (TOFINO1 and TOFINO2) employed in the two runs, and the external one, named TOFONE. A description of these detectors has already been given [1-9], but it is worth reporting here some details concerning the behaviour of the TOF system during the data taking, mainly regarding the timing performance of the two arrays, together with the techniques used for their overall timing synchronization.

The goal of FINUDA was to attain measurements of the TOFONE-TOFINO TOF with an overall timing resolution, due both to detector timing performance and to barrel synchronization, better than 1 ns FWHM.

[^19]
## 2. TOFINO construction details

The TOFINO (internal TOF) detector, located close to the beam pipe (Fig. 1), is the first detector hit by kaons. It is a cylindrical array of 12 scintillator slabs (see Table 1 ), this shape maximizing its geometrical acceptance. Each slab is connected on both sides to short plastic light guides which bring the scintillation light to the Light Detection Devices (LDDs). Pictures of the fully assembled TOFINO1 and TOFINO2 detectors are shown in Figs. 2 and 3 which highlight their similar constructions.

As already stated before, the technical features of the detector have already been described [2,5-9], hence only the most important issues related to the TOFINO development and performances will be summarized in this section. Notice in Fig. 1 the Internal Silicon Microstrip (ISIM) detectors [2], which use two-dimensional information to precisely track the spatial coordinates of the kaons just as they leave the TOFINO.

Since the TOFINO is installed in a region characterized by the presence of a 1.0 T magnetic field parallel to the $z$ axis, the whole TOFINO mechanical structure is made of aluminium, which allows also to avoid sizable scattering effects on bulk heavy material. The presence of a high magnetic field led also to the choice of proximity focusing Hybrid Photo Diodes (HPDs) in TOFINO1, on account of their insensitivity to a magnetic field along their axis [5-7,9], and of Hamamatsu Fine Mesh photomultiplier tubes (PMTs) in TOFINO2, on account of their low sensitivity to magnetic fields up to 1.0 T , and higher intrinsic current gain [10-13].

The slabs are thin in order to minimize kaon energy loss and ensure that kaons stop as close as possible to the outgoing surface
of the targets, thus reducing multiple Coulomb scattering of the emitted pions and preserving their high energy resolution.

Kaons coming from the DAФNE interaction region, on account of their low momentum and high rest mass value, release more energy inside the TOFINO slabs than Bhabha scattered electrons or positrons, which are minimum ionizing particles (MIPs). The ratio between the energy loss in the TOFINO1 slabs of the $K^{+} K^{-}$pairs coming from $\phi$ decay and that of the $e^{+} e^{-}$pairs coming from Bhabha scattering was calculated by means of a dedicated simulation [7] to be $8.1 \pm 0.2$. The results of this simulation (represented by the continuous line) were compared to the experimental data reported in Fig. 4, in which the charge amplitude spectrum is relative to the HPD of the TOFINO1 slab \# 1 on the electron beam entrance side (see Fig. 1). The deposited energy is directly related to the scintillation light which, partly attenuated while propagating towards side LDDs, generates photoelectrons (PEs) at the LDDs' photocathode. The number of PEs generated in TOFINO1 HPDs for central $(z=0)$ events is $28 \pm 5$ for MIPs and 230 for kaons $[6,9]$.

Although particles crossing TOFINO2's thinner scintillators deposit less energy, the number of PEs generated in TOFINO2's LDDs for central events is near 75 for MIPs and 660 for kaons [8, Fig. 2.7]. The ratio of kaon PEs to MIP PEs is almost the same as in TOFINO1, but the numbers of PEs are higher, mainly on account of:

- a more favourable photocathode diameter value (17 compared to 13 mm );
- the removal of the last bend of the light guide (PMT parallel to the light guide whereas the HPD was parallel to the scintillator);
- shorter light guides ( 78 compared to 87 mm ) and
- a possible deficit of useful PEs in TOFINO1 HPDs, like the one already observed [14] for focussing HPDs, but not reported yet for proximity focussing HPDs.

The clear separation between QDC (charge to digital converter) signals coming from electrons and kaons allowed us to discriminate between them by using different discriminator levels and to


Fig. 1. The FINUDA interaction region scheme (electron beam entrance side, called e-side, view). The reference frame origin at the centre of the FINUDA apparatus (centre of the colliding beams) and $z$ corresponding to the axis of the beam pipe.
develop fast triggers for candidate back-to-back $K^{+} K^{-}$and $e^{+} e^{-}$ pair events.

## 3. TOFONE construction details

The TOFONE external scintillator barrel consists of 72 slabs mounted near the magnet cryostat (see Fig. 1 in [1] and Fig. 5). Each slab of the array is a trapezoidal bar of plastic scintillator (see Table 1) joined at both ends to $90^{\circ}$ lucite reflecting prisms with conical adapters and 5 cm diameter 1 m long cylindrical light guides, in order to keep the PMTs outside the magnetic field of the FINUDA apparatus. Fig. 6 shows an exploded schematic view of the main pieces constituting one TOFONE slab assembly.


Fig. 2. The assembled TOFINO1 detector.


Fig. 3. The assembled TOFINO2 detector.

Table 1
Main features of TOFONE, TOFINO1 and TOFINO2.

|  | Scintillator | Dimensions of slabs (mm) | Light guides <br> length (mm) | LDD | Photocathode <br> diameter (mm) |
| :--- | :--- | :--- | :--- | :--- | :--- |
| TOFONE | BC 408 | $2550 \times(116+107) / 2 \times 100$ | 1000 | 44 |  |
| TOFINO1 | NE 102A | $200 \times 31 \times 2.3$ | 87 | PMT, Photonis XP2020 |  |
| TOFINO2 | EJ $130($ BC 420 $)$ | $200 \times 31 \times 1.8$ | 78 | HPD, DEP PP0350F | PMT, Hamamatsu R5505 |



Fig. 4. TOFINO1 charge amplitude spectrum of detected electrons and kaons (QDC pedestal, electron peak and kaon peak at channel 140,344 and 1720 , respectively).


Fig. 5. Details of the TOFONE slab mounting against the cryostat and of the light guide paths through the magnet yoke.

For the measurement of the mean time and for a position estimation [4], the light produced is read out at both ends of the scintillator. The detector is enveloped in aluminium foil for more efficient light collection, and sealed against external light with black tape. The use of an air-plastic separation surface, before the aluminium foil, is also responsible for the scintillation light attenuation function, measured [4] with cosmic rays.

The PMTs are XP2020 from Photonis (once Philips). They are operated at a typical voltage of -2200 V using hybridized voltage divider bases [15] following the CERN NP-Division voltage divider base Mod. 4238 (CERN-NP drawing 4238-25A1) [1], and housed in metal containers with $\mu$-metal to shield from the residual magnetic field (less than 100 G ).

Fig. 1 in [1] gives a good idea of the overall TOFONE placement within the FINUDA multi-detector apparatus. Details of the exit paths of the light guides out of the iron yoke of the magnet are shown here in Fig. 5. Charged particles entering the TOFONE from


Fig. 6. Exploded schematic view of a TOFONE slab assembly. The $z$ axis of the reference frame (axis of the beam pipe) and the polar angular range $\Delta \theta$ of the detected particles are shown.


Fig. 7. XP2020 PMT timing resolution standard deviation versus photoelectron number, obtained using $\gamma-\gamma$ pairs from ${ }^{60}$ Co decay. The statistical errors are smaller than the circles used.
its inner face (see Fig. 6) are always detected also by an array of straw tubes [2] placed just before it, able to precisely track their spatial coordinates by means of two-dimensional information.

## 4. TOFINO and TOFONE LDDs intrinsic timing resolution

The intrinsic timing resolution achieved by TOFINO1 HPDs and associated electronics is reported in [9]. Its dependence on the number of PEs is summarized by Fig. 6 in [9], from which the relevant numerical values are taken. For instance, for the 230 PEs produced by kaon events an intrinsic timing resolution of 150 ps is found.

The intrinsic timing resolution achieved by TOFINO2 R5505 PMTs versus the number of PEs is reported in Fig. 1 in [10]. From the same, an intrinsic timing resolution of 20 ps is found for the 660 PEs produced by kaon events.

The intrinsic timing resolution achieved by TOFONE XP2020 PMTs versus the number of PEs has not been reported yet and therefore is described below. It is expected to have a $1 / \sqrt{N}$ dependence on the number $N$ of PEs, at least for not too small values of $N$, and it is related to the particular PMT + voltage divider base + adopted high voltage assembly. In order to study a dependence on the number of PEs, a scale calibration is needed for the charge collected at the anode compared with the number of PEs generated at the cathode, which is equivalent to measuring the PMT gain. In Appendix A, the different methods used to measure PMT gain are reported and the typical gain of our XP2020 PMT + base, operated at -2200 V , is $(6.9 \pm 0.2) \times 10^{6}$. Using this value, the timing resolution as a function of the number of PEs detected at the XP2020 cathodes is determined by means of $\gamma-\gamma$ pairs from a ${ }^{60} \mathrm{Co}$ source. The $\gamma$ rays are detected in two small cylindrical (diameter, 5 cm ; height, 2 cm ) BC 408 plastic scintillators, which are read out by our XP2020 PMTs + base assemblies, operated at -2200 V , and their coincidence time spectrum is recorded. The charge calibrated spectra of the anode pulses are also collected. The spectra are dominated by Compton scattering because of the low photoelectric and pair production crosssections of the plastic scintillator for $\gamma$-rays at these energies. All the measurements are taken within narrow bins of the collected Compton charge spectra and hence without time walk effects due to the electronic timing discriminators. XP2020 PMT timing resolution $\sigma$ values, taken from the standard deviation of the coincidence time peak of the pair of identical PMTs and directly measured, versus the number of PEs, up to $\sim 600$ PEs, are shown in Fig. 7. The $1 / \sqrt{N}$ dependence best fitted to these experimental $\sigma$ points is, in ps units, $2490 / \sqrt{N}$.

## 5. TOFINO and TOFONE experimental timing resolution with synchronous particles

The timing performances of both scintillator barrels were measured taking advantage of synchronous particle pairs, namely $e^{+} e^{-}$pairs from Bhabha scattering of the primary beams and $K^{+} K^{-}$pairs from $\phi(1020)$ decay. The former pair reaches both barrels while the latter stops inside the targets. The choice of $e^{+} e^{-}$ pairs from Bhabha scattering is therefore mandatory for TOFONE timing performance measurements. As already said, $e^{+} e^{-}$pairs (MIPs) generate too few PEs in TOFINO for optimum timing performance. By contrast, $K^{+} K^{-}$pairs, which deliver the start signal of TOF measurements, in TOFINO LDDs generate enough PEs ( $\sim 230$ in TOFINO1 HPDs and $\sim 660$ in TOFINO2 PMTs) to achieve a very good intrinsic timing (see Fig. 6 in [9] and Fig. 1 in [10]). They are therefore the natural candidates for TOFINO timing performance studies. A typical experimental spectrum of the amplitudes of Bhabha scattered electrons or positrons in a TOFONE slab near $z=0$ is presented in Fig. 8, where the peak shown corresponds to about 200 PEs. The Bhabha events detected far from $z=0$ have a PE production ranging from $\sim 100$ to 500 (Appendix B), similar to the one produced by kaons in TOFINO1 HPDs.

In principle, the two particles of the chosen pair arrive into two different slabs of the detector barrel at the same time. If the hit time on the slab is obtained by evaluating the mean time between left and right scintillation light detection, the main position dependence of the hit time on the slab is cancelled out (except for a small residual part presented in Appendix C, which worsens the time resolution), and it becomes simpler to measure distributions of the hit time difference between two mean-timed correlated slabs. Hit time difference experimental distributions between two selected TOFONE and TOFINO slabs, respectively, produced either in run \#1 or in run \#2, presented practically the same results, in


Fig. 8. Spectrum of amplitudes, in MeV electron equivalent light units (MeVee) [1], of Bhabha $e^{+} e^{-}$detected at $z=0$ in TOFONE.


Fig. 9. Difference distribution of the hit times of $e^{+} e^{-}$Bhabha pairs between three $|\Delta \phi|=130^{\circ}$ azimuthal angle difference experimentally correlated pairs of TOFONE slabs. This angular correlation is obtained by tracking the right- and left-handed helix paths in the magnetic field of the back-to-back scattered $e^{+} e^{-}$Bhabha pairs (see Fig. 2 in [16]).
spite of the different LDDs used in the TOFINO, of the different constant fraction discriminators (CFDs) used for both barrels in the two runs (details below), and of the geometrical variations of TOFINO2 with respect to TOFINO1. For this reason only a sample of such experimental distributions coming from run \#2 will be shown. Typical hit time difference distributions between two barrel slabs are reported in Figs. 9-11, for the particle pairs of


Fig. 10. Difference distribution of the hit times of $K^{+} K^{-}$pairs between three $\Delta \phi=$ $180^{\circ}$ azimuthal angle difference experimentally correlated pairs of TOFINO slabs.


Fig. 11. Difference distribution of the hit times of $K^{+} K^{-}$pairs between three $|\Delta \phi|=150^{\circ}$ azimuthal angle difference experimentally correlated pairs of TOFINO slabs. This angular correlation is obtained by tracking the right- and left-handed helix paths in the magnetic field of some of the back-to-back $K^{+} K^{-}$pairs.
interest. The standard deviation of the distributions shown is typically $\sigma \approx 0.40 \mathrm{~ns}$ for the TOFONE and $\sigma \approx 0.31 \mathrm{~ns}$ for the TOFINO. Their average values, different from zero, are connected with the need to refine the barrel synchronization, as will be shown hereafter.

Both $\sigma$ results above are to be related to the intrinsic time dispersion of the respective LDDs operating with a high number of PEs, as already said. Using error propagation formulas, it can be shown that the standard deviation $\sigma$ of the hit time difference between two mean-timed slabs in the barrel is equivalent to that of a single LDD. Specifically, if $T_{1}, T_{2}, T_{3}$ and $T_{4}$ are the times of the four identical LDDs involved with respect to the common reference time and $\sigma$ is the standard deviation of all of them, then the hit time difference is ( $T_{1}+T_{2}-T_{3}-T_{4}$ )/2 (where the reference time cancels out) and $\sqrt{4 \sigma^{2}} / 2=\sigma$ its standard deviation. With a number of PEs between 100 and 500, for a single HPD or XP2020 PMT, and between 300 and more than 1000 for a single R5505 PMT, LDDs are characterized by intrinsic timing resolutions all having $\sigma$ values below 0.2 ns ([9,10] and Fig. 7 of the present work). The quoted experimental results are poorer than that and therefore need to be explained by the geometric and kinematical details of the interactions, by the residual electronic walk versus pulse amplitude of the constant fraction timing discriminators and by the residual positional dependence of the mean time, as attempted below by means of Monte Carlo (MC) simulations.

## 6. The MC simulation of synchronous particle pairs

A program, FIDAMC [2], based on GEANT [17], simulates the paths of particles produced inside or outside the FINUDA detector. Among the experimental conditions which can influence the quality of timing, FIDAMC already considers:

- the $e^{+} e^{-}$beam energy spread $\left(E_{e}=510 \mathrm{MeV}\right.$ with $\sigma_{E}=0.5 \mathrm{Mev}$ [16]),
- the finite dimensions of the volume in which the $\phi(1020)$ is produced and decays, or in which the $e^{+} e^{-}$beams undergo a Bhabha collision ( $\sigma_{x}=1.45 \mathrm{~mm}$; $\sigma_{y}=21.1 \mu \mathrm{~m}$ and $\sigma_{z}=2.0 \mathrm{~cm}$ around zero [16]; refer to Fig. 1 for the reference frame),
- a finite boost of $\sim 12.3 \mathrm{MeV} / \mathrm{c}$ momentum along $x$ in both runs, arising from a small crossing angle between the colliding beams.

Among the other experimental conditions that can influence the quality of timing, the new effects simulated in FIDAMC for our timing studies were:
(1) The attenuation of the scintillation light transmitted along the $z$ coordinate (length) of the slabs of the external (TOFONE) and internal (TOFINO1 or TOFINO2) scintillator barrels, normalized to unity at the centre of the slab $(z=0)$, using the attenuation functions, respectively, taken from Refs. [4,5,18], with a finite amplitude resolution of $\sim 30 \%$ FWHM in the collected scintillation signal for the best agreement of the simulated amplitude spectra with the experimental ones [1,7,8]; here we report only, from Refs. [4,5,18], the light attenuation length values for TOFONE: 181 cm ; TOFINO1: 29 cm and TOFINO2: 20 cm .
(2) The intrinsic statistical timing uncertainty connected to the PEs generated at LDDs by the attenuated scintillation light (Fig. 7, and [9,10]).
(3) The adoption of a semi-empirical evaluation of the time dispersion introduced by light propagation through total internal reflection along the scintillators and light guides towards the left and right LDDs.
(4) The explicit consideration of the measured time walk corrections due to the Camac CFDs employed, the measured dependences of which are shown versus pulse height in Fig. 12. In particular for run \#1, the Camac CFDs employed were mod. C208 (for TOFONE) and C671 (for TOFINO1), both


Fig. 12. Mod. C208, Mod. C671 and Mod. CCF8200 Camac constant fraction discriminators measured residual walk functions versus pulse peak amplitude. The statistical errors are smaller than the symbols used.
manufactured by CAEN, Italy, while for run \#2 only one Camac CFD model was used, mod. CCF8200 (for both TOFONE and TOFINO2), manufactured by ORTEC, USA.
(5) The experimental residual position dependence of the mean time as shown in Appendix C.

The simulated hit time differences for $e^{+} e^{-}$Bhabha pairs scattered into two TOFONE slabs and detected with a threshold level corresponding to an "attenuated" light amplitude of 6 MeVee (MeV electron equivalent [1]) light units, are characterized by a quasi-Gaussian distribution having a standard deviation $\sigma$ which increases when the different phenomena described above (identified in subscript with the same numbers as in the above list) are taken into account, according to the relation:

$$
\begin{equation*}
\sigma^{2}=\sigma_{1,2}^{2}+\sigma_{3}^{2}+\sigma_{4}^{2}+\sigma_{5}^{2} . \tag{1}
\end{equation*}
$$

The attenuation of scintillation light in its way to the lateral collection (with the finite amplitude resolution of the collected signal) and the intrinsic XP2020 PMT time resolution contribute together on average a $\sigma_{1,2} \approx 180 \mathrm{ps}$. The light transmission through total internal reflection in the scintillator and in the light guides determines a $\sigma_{3}$ ranging from 90 (for $z=0$ hits) to 230 ps (for $|z|=127.5 \mathrm{~cm}$ hits). These values were estimated by comparing the results of simulations without this specific time dispersion against the experimental results of the Left-Right time detection measurements of $e^{+} e^{-}$Bhabha pair hits, $z$ selected by means of straw tube signals [2] in coincidence. $e^{+} e^{-}$Bhabha pair events characterized by TOFONE hits having a high value of $|z|$ are greatly favoured by the angular distribution of the Bhabha scattering cross-section. The residual timing walk of the Camac CFDs contributes on average a $\sigma_{4} \approx 50 \mathrm{ps}$ in run $\# 1$ and a $\sigma_{4} \approx 40 \mathrm{ps}$ in run \#2. The positional dependence of the mean time measurement affects the timing spread of $e^{+} e^{-}$Bhabha pairs with a $\sigma_{5} \approx 205 \mathrm{ps}$. Having taken into account all the above contributions, the simulated distribution of the hit time differences of $e^{+} e^{-}$Bhabha pairs in the TOFONE has a $\sigma \approx 360 \mathrm{ps}$ in both runs, closer to the experimental results than that of the intrinsic time distribution of the TOFONE PMTs.

The simulated hit time difference of $K^{+} K^{-}$pairs is also found in the TOFINO to be represented by a quasi-Gaussian distribution having a $\sigma$ which increases when the various different phenomena above are introduced into the simulation. In a similar way as before, the simulated hit time differences of $K^{+} K^{-}$pairs in the TOFINO have a standard deviation as in Eq. (1) where, giving the
same meaning to the symbols and for run \#1 and run \#2, respectively, $\sigma_{1,2} \approx 160$ (run \#1) and $\approx 40$ (run \#2) ps, $\sigma_{3} \approx 250$ (run \#1) and $\approx 275 \mathrm{ps}$ (run \#2) (almost independent from $|z|$ ) as deduced by comparing simulations without this time dispersion against the experimental results of the Left-Right time detection measurements for K particles, where $z$ is determined by ISIM [2], $\sigma_{4} \approx 30$ (run \#1) and $\approx 20$ (run \#2) ps and $\sigma_{5} \approx 18 \mathrm{ps}$ (for both runs). Taken together, these contributions provide an overall simulated distribution of the hit time differences for $\mathrm{K}^{+} \mathrm{K}^{-}$pairs in the TOFINO with a $\sigma \approx 299$ (run \#1) and $\approx 279$ (run \#2) ps, again much closer to the experimental results than those of the intrinsic time distributions of the TOFINO LDDs.

The different values of the various contributions to the TOFINO timing resolution with respect to those of the TOFONE are essentially due:

- in the case of $\sigma_{1,2}$, to the better intrinsic timing resolution of HPDs and R5505 PMTs with respect to that of XP2020 PMTs, at the inherent PE numbers involved;
- in the case of $\sigma_{3}$, to the different geometry of the slabs (slab length up to 111 times the depth for TOFINO, as compared to the $\sim 25$ times value for TOFONE) and light guides (light guide length equal to 20 times their diameter for TOFONE while only $\sim 6$ times on average for TOFINO with the diameter gradually shrinking to connect to the scintillator slab depth);
- in the case of $\sigma_{4}$, to the different range in Volts adopted for the amplitude of the electronic pulses to be fed into the CFDs, namely $0.6-1.3 \mathrm{~V}$ for the TOFINO and $0.35-2.3 \mathrm{~V}$ for the TOFONE;
- in the case of $\sigma_{5}$, to the very different lengths of the respective slabs.


## 7. Barrel synchronization. Description of the method

Any experimental procedure aimed at timing synchronization of a complex device, composed of arrays of sub-detectors, is based on the detection of synchronous signals, to which a set of reference $t_{0}$ timing points is assigned and with respect to which time differences can be measured. In the case of FINUDA TOF detectors, the barrel time alignment process was split into two steps: a first rough alignment was performed during data taking by injecting simultaneous laser light pulses to every slab, while alignment refinements were the subject of a second step which took advantage of an offline analysis of the simultaneous hits of synchronous detected particles, the same as those used in the previous section for timing resolution performance studies, namely $e^{+} e^{-}$pairs for TOFONE and $K^{+} K^{-}$pairs for TOFINO.

### 7.1. Online laser light injection procedure

Online laser alignment was carried out by recording the time of the detected laser light with respect to a common reference time, related to the same laser flash. An $\mathrm{N}_{2}$ laser was employed with an enclosed Dye module. The $\mathrm{N}_{2}$ laser provides UV light which directly pumps the Dye module containing a Littrow grating dye configuration cavity and emits light at a longer wavelength, $(500 \pm 3) \mathrm{nm}$, which is a good compromise between optical attenuation in the scintillator and in the optical fibers (see below) and good sensitivity of the LDDs, and with a spectral band width of $0.6 \%$ (see Table 2).

The light emitted by the $\mathrm{N}_{2}$ laser and Dye module combination is fed (see Fig. 13) into a laser to optical fiber coupler (OZ Optics Ltd., Canada, P.N. HPUC-25-500-M-6.6GR) connected to a 0.39 NA Multimode $600 \mu \mathrm{~m}$ core 70 m long quartz optical fiber (mod. FT-600-EMT, ThorLabs Inc., USA) with SMA905 connectors.

Table 2
Main features of the $\mathrm{N}_{2}$ laser and Dye module.

| $\mathrm{N}_{2}$ laser: mod. LN203C, Laser Photonics, USA |  |
| :--- | :--- |
| UV light wavelength | 337.1 nm |
| Energy per pulse | $90 \mu \mathrm{~J}$ |
| Pulse duration | 600 ps FWHM |
| Frequency | $[10-50] \mathrm{Hz}$ |
|  |  |
| Dye module: LD2S, PRA Laser Inc. Canada |  |
| Absorbed light wavelength | 337.1 nm |
| Emitted light wavelengths | $(500 \pm 3) \mathrm{nm}$ |



Fig. 13. Scheme of the FINUDA laser light injection system. The injection in the TOFONE by means of small reflecting prisms is indicated (see also Fig. 6).

The length of this first optical fiber allowed the laser to be installed far from electronic timing equipment, thus avoiding any noise influence on the same. At its other end, this first optical fiber is connected to an SMA connector collimation package (mod. F230SMA-A, ThorLabs Inc., USA) feeding a nonpolarizing cube beam splitter (mod. 05BC16NP.2, Newport Inc., USA) from which two beams depart separately towards TOFONE (at $0^{\circ}$ to the incident beam) and TOFINO (at $90^{\circ}$ ). Near the cube face opposite to the TOFINO beam a fast photodiode (mod. AEPX65, Centronic Inc., USA) is located at a position allowing it to be triggered by the light diffused within the cube. The timing signal of this photodiode is used as a common reference time for the measurement of the online scintillator $t_{0}$ 's. The TOFINO split beam is then attenuated by a fixed neutral density filter having a convenient transmitted light fraction and fed to a beam expander (mod. T81-20X, Newport Inc., USA) facing a holder of 24 equal length $300 \mu \mathrm{~m}$ diameter quartz optical fibers (mod. LT60/HCP300/SMA-3SMA, Fort Fibre Ottiche, Italy). These fibers feed, at the other end, the TOFINO individual slabs through holes drilled into each of the side light guides.

The TOFONE split beam, instead, is attenuated by means of a rotary filter holder, holding various transmission neutral density filters for studies with different amounts of light injection. It is then fed to a beam expander similar to the one above, facing a fiber holder lodging the 72 equal length 1 mm diameter plastic optical fibers which go to the individual slabs of the external scintillator barrel. Light injection from each fiber to each slab is accomplished by means of a $90^{\circ}$ reflecting small plastic prism glued to the end of the fiber and to the centre of the slab face contiguous to the cryostat (see Figs. 5 and 6). This mounting allows the transmission of equal amounts of light from one fiber to both lateral PMTs.


Fig. 14. Distribution of the measured hit time difference for $e^{+} e^{-}$Bhabha pairs detected in all the slabs of the TOFONE, after the online laser synchronization.


Fig. 15. Distribution of the measured hit time differences for $K^{+} K^{-}$pairs detected in all the slabs of the TOFINO, after the online laser synchronization.

The overall time dispersions of the scintillator barrels were evaluated after the first time alignment step, as described above. The results are shown in Fig. 14 for TOFONE and in Fig. 15 for TOFINO.

It is evident that a greater effort at slab synchronization was still needed, i.e. a better determination of the $t_{0}$ values.

During the experiment, the $t_{0}$ set in use was frequently measured by flashing the whole scintillation arrays and acquiring the detection time of the laser light by all LDDs with respect to the common reference time provided by the photodiode response timing. This technique, carried out while collisions are suspended, is independent of beam status and takes only a few minutes, and so is very useful for monitoring the stability of the whole TOF system during data taking. Although this stability was in general found to be fairly good, the analysis of sample hit time difference distributions from synchronous particle pairs continued to show differences with respect to the expected average zero value, a sign of still imperfect time alignment due to the presence of some kind of flaw in the alignment procedure. The first investigation showed the problem was mainly due to crosstalk between neighbouring twisted pairs of the flat cables carrying timing signals to the TDC
boards, when all the slabs were flashed at the same time. For the second run, all TOF signal cables were replaced with new, higher quality and individually shielded twisted pairs, to reduce crosstalk and improve signal integrity and time resolution. Yet the problem persisted, proof of its complex nature. No quick alternative was found for the online refinement of a $t_{0}$ laser set. For this reason laser pulsing was used only for the important and frequent stability tests and for a first rough alignment, while a finer synchronization of each scintillator array was carried out by offline hit time data analysis of synchronous particle pairs.

### 7.2. Offline synchronous particle pair analysis procedure

The $t_{0}$ values can be further refined by using the average features of the hit time difference distributions of synchronous particles impinging in coincidence on correlated slab pairs, as well as the average features of the hit position distributions for particle populations detected symmetrically around $z=0$. Using the $t_{0}$ 's determined with the laser, the hit time differences obtained from the detection of synchronous particles are used to obtain offsets of the average hit time difference with respect to the expected zero value, as shown in Figs. 9-11. These offsets are the main known terms for solving the problem of how to refine overall barrel synchronization.

For $e^{+} e^{-}$Bhabha pairs detected in TOFONE, there is an experimental azimuthal angle correlation of $\Delta \phi=130^{\circ}$ between the two hit slabs, implying a $26 \pm 1$ slab distance, to be considered either clockwise or counterclockwise, since the first hit can occur in either of the correlated slabs. This angular correlation is obtained by tracking the right- and left-handed helix paths in the magnetic field of the back-to-back scattered $e^{+} e^{-}$Bhabha pairs (see Fig. 2 in [16]). This leads to 432 measurements of hit time differences and corresponding offsets of their mean values with respect to zero.

In a similar way, 36 hit time difference measurements for $K^{+} K^{-}$pairs detected in TOFINO can be obtained, each of which provides an offset of the average value from zero. The first 12 are obtained from pure back-to-back events, requiring $K^{+} K^{-}$pairs hitting slabs at $\Delta \phi=180^{\circ}$ azimuthal angle difference, the socalled Gap 6 slabs. The other 24 are obtained from "extended" back-to-back events, in which a $K^{+} K^{-}$pair is detected at $\Delta \phi=$ $150^{\circ}$ azimuthal angle difference (in either sense of rotation), the so-called Gap 5 slabs. The Gap 5 slab correlation is obtained by tracking the right- and left-handed helix paths in the magnetic field of some of the back-to-back $K^{+} K^{-}$pairs.

Further data useful for the same goal are obtained from hit position distributions of any particle populations detected symmetrically around $z=0$. A scintillation hit position spectrum in long counters can be obtained from the time difference distribution of left minus right LDD timing, which must by definition be centred at zero for the above particle populations. Adopting the pulsed laser $t_{0}$ 's, a first analysis of hit position distributions was performed. A typical hit position distribution for two TOFONE slabs, obtained with a Bhabha particle hit population symmetrically detected around $z=0$ (determined using straw tubes [2]) adopting pulsed laser $t_{0}$ 's, is shown in Fig. 16. As can be seen from Fig. 16 (values of the Mean in the inset), these hit position distributions also present a total of 72 offsets of the average value from zero, which can be used for the refinement of $t_{0}$ values. As for TOFONE, 12 more hit position distribution offsets can be found for TOFINO, using kaons detected symmetrically around $z=0$, as selected by ISIM [2].

Having collected all the above offset information, a system of equations can be written relating the corrections required to the laser $t_{0}$ values and the known offset values. This system of
equations is overdetermined, and so a best fit solution is achieved for the corrections, based on ROOT class TDecompSVD [19], using a linear least squares search to minimize the $A \cdot x=y$, where $A$ is the $m \times n(m>n)$ matrix with $n$ parameters and $m$ equations with $y$ known values. The vector $x$ (the corrections) is determined with the SVD (Singular Value Decomposition) method.

After finding such a solution, the analysis of the hit time differences for synchronous particle pairs and the one of hit position distributions for particle populations symmetrically detected around $z=0$ was performed by adopting the offline


Fig. 16. Online distributions of the Left-Right detection time difference for Bhabha particles in two TOFONE slabs, detected symmetrically around $z=0$ and determined using straw tubes [2].


Fig. 17. Distribution of the measured hit time difference for $e^{+} e^{-}$Bhabha pairs detected in all the slabs of the TOFONE, after the offline synchronization corrections. The continuous line is the Gaussian fit having the mean and sigma values shown in the inset.
corrected $t_{0}$ values. The results are shown in Fig. 17 (for all the $e^{+} e^{-}$Bhabha pairs detected in TOFONE), in Fig. 18 (for all the $K^{+} K^{-}$ pairs detected in TOFINO) and in Fig. 19 (in which the hit position distributions from Fig. 16 are corrected).

The mean value of the distributions in Figs. 17 and 18 is practically always zero, as expected from synchronous particle pairs. The standard deviation $\sigma$ of the overall TOFONE hit time difference for $e^{+} e^{-}$Bhabha pair distributions (Fig. 17), after offline synchronization, reaches a value of $\sim 0.48$ ns as compared with the several ns obtained after only laser synchronization and with the $\sim 0.40 \mathrm{~ns}$ of the individual TOFONE slab pairs. The standard deviation $\sigma$ of the overall TOFINO hit time difference distributions for $K^{+} K^{-}$pairs (Fig. 18), comprising all Gap 6 and Gap 5 slab


Fig. 18. Distribution of the measured hit time difference for $K^{+} K^{-}$pairs detected in all the slabs of the TOFINO, after the offline synchronization corrections. The continuous line is the Gaussian fit having the mean and sigma values shown in the inset.


Fig. 19. The Left-Right detection time difference distributions of Fig. 16, after the offline $t_{0}$ corrections.
coincidences, after offline synchronization, remains near the average $\sigma$ value obtained before for single slab pairs ( $\sim 0.31 \mathrm{~ns}$ ), passing from the several ns time dispersion of Fig. 15 to the $\sigma \approx$ 0.32 ns of Fig. 18, a very significant improvement.

## 8. Conclusion

All the coincidence time distributions measured for pairs of synchronous particles detected in the internal and external scintillator barrels gave dispersion results greater than expected from LDD intrinsic timing resolutions at the inherent number of PEs produced, on account of the detection geometry of the barrels, of the beam energy spread, boost and finite dimension interaction volume, of the scintillation light attenuation influencing the PEs produced, of the time dispersion caused by scintillation light propagation through total internal reflection, of the time walk of the Camac CFDs and of the residual position dependence of the mean time measurements. The MC simulation here carried out explains the time dispersion results for specific pairs of coincident slabs within $\sim 90 \%$ for TOFONE and an average of $\sim 93 \%$ for TOFINO, so much better experimental results could not have been obtained for both barrels. On the other hand, the synchronization procedure for the overall barrels proved to be a more crucial point for TOFONE than for TOFINO: in fact, although the offline procedure presented here achieved good results compared with the online one, a $20 \%$ worsening of the overall TOFONE timing resolution with respect to specific coincident slab measurements still persists. The reason for this difference in behaviour between the two barrels is probably connected to their very different geometrical dimensions, which in the case of TOFONE adversely affect its timing properties. Nevertheless, using the overall timing resolution standard deviation results shown for the two scintillator barrels we obtain a FWHM dispersion for the TOFONE-TOFINO TOF measurement (i.e., the measurement of the delay between any mean timed TOFONE slab and any mean timed TOFINO slab) of less than 0.95 ns , in agreement with the goal of the FINUDA experiment.
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## Appendix A. Measurement of PMT gain.

As already shown in Fig. 7, the intrinsic time resolution of a PMT is related to the number of PEs generated at its photocathode by the impinging light flash.

To obtain an evaluation of the number of PEs generated by the scintillation light collected from a particular detection event in the TOFONE scintillators, knowledge of the XP2020 PMT gain is needed, which depends on the PMT model + voltage divider base design details + operating voltage assembly. Unless a particular type of voltage divider base design is adopted among the ones suggested by the PMT manufacturer, in which case the gain values as a function of the applied voltage can be taken from the PMT manufacturer data sheets, the gain of a specific PMT + base assembly, at the particular high voltage used (here typically -2200 V), has to be measured.

Different methods are employed for this measurement, some of which take advantage from pulsed illumination of the


Fig. A1. The XP2020 PMT anode charge from a small photoelectron number cathode excitation events collected on the same charge scale for PMT gain studies.
photocathode by very low light intensity levels emitted by an LED. The resulting charge spectrum at the anode allows the details of the charge distribution to be related to definite numbers of PEs generated at the cathode and hence to deduce the gain. The lower the light intensity level, the higher the excitation probability of 1 PE events. The logical pulse triggering the light flash emission can be used to enable the event acquisition. This cuts the contributions from the thermionic emission and any other inclusive excitation of the cathode (cosmic rays, natural radioactivity, etc.), and a charge spectrum results only from gated events. A spectrum obtained with a low intensity light source is shown in Fig. A1 (top), to which a curve has been fitted (following the methods of [20]) containing a main contribution from 1 PE emission plus minor contributions from 2 and 3 PEs emission. The pedestal is connected with failures of the logical trigger to excite the light source.

A second measurement of PMT gain is performed by taking only the inclusive charge spectrum of the dark current pulses collected at the anode. In fact, if the PMT cannot receive light from outside, it can detect only the single PE pulses from cathode thermionic emission and the very low amplitude pulses (1-20 PEs) from the Cherenkov light in the tube glass bulb caused by $\gamma$ ray emission from the ${ }^{40} \mathrm{~K}$ contained in the glass itself. Cathode thermionic emission usually dominates, unless the PMT has been darkened for a long time and/or its temperature has been sufficiently decreased. In any case, the measurement of the charge collected from various PE events can be performed adopting a suitable threshold level, as can be seen from Fig. A1 (middle) and (bottom), in which the fitted curves ([20] with an added threshold function implemented here for the "bottom" case) take into account events characterized by a different number of PEs at the cathode, of which only the prevailing underlying distributions are individually shown. As can be seen, in all the measurements shown the collected anode charge can be related to the small number of PEs originating the detected event (arrows). Considering the average charge values needed for a 1 PE increase (with a charge conversion coefficient of $0.25 \mathrm{pC} /$ channel ) divided by the value of the electron charge, our XP2020 PMT gain is obtained as $(6.9 \pm 0.2) \times 10^{6}$.

## Appendix B. XP2020 PMT PE number

A typical experimental spectrum of the amplitudes of Bhabha scattered electrons or positrons in a TOFONE slab near $z=0$ is presented in Fig. 8. The number of PEs generated by the light yield of the peak can be evaluated from the following. The TOFONE scintillation light pulses reaching XP2020 PMT photocathodes from centrally $(z=0)$ detected Bhabha events produce PMT anode current pulses which are charge integrated and calibrated in MeVee (MeV electron equivalent) light units [1]. Their current yield is $\sim 20 \mathrm{~mA}$ at the peak ( $\sim 1 \mathrm{~mA} /$ MeVee gain setting [1]) and their time length is $\sim 5 \mathrm{~ns}$ HWHM, data which, once the XP2020 PMT gain is known, allow to deduce the PEs corresponding to the events of interest. The peak in Fig. 8 corresponds in this way to about 200 PEs.

The Bhabha events detected far from $z=0$ are characterized by a greater energy deposition on account of their oblique crossing of the scintillator. These energy depositions produce more scintillation light, even better collected by the nearer PMT (with respect to the ones from central events) and sufficiently well collected by the farther PMT, with a PE production ranging from $\sim 100$ to 500.

## Appendix C. Positional dependence of the mean time measurements.

The positional dependence of the mean time measurement from a TOFONE or a TOFINO slab (i.e. the average value of their Left and Right LDD times) was studied by means of cosmic ray (for TOFONE) and highly collimated $\beta$ ray (for TOFINO) measurements, carried out using extra TOFONE and TOFINO detection modules (outside the FINUDA apparatus). The cosmic ray events were triggered by the coincidence between a pair of scintillator pads, selecting their crossing directions and impact positions on the TOFONE module. By contrast, the $\beta$ ray events from a ${ }^{90} \mathrm{Sr} /{ }^{90} \mathrm{Y}$ radioactive source were triggered by the coincidence between the TOFINO module itself and a very small scintillator pad, the latter giving the pulse leading edge starting the timing measurements. The many cosmic ray events taken with the FINUDA apparatus cannot be used for this study because of the common reference time employed for any timing measurement in FINUDA, which is given by the mean time of a TOFONE or a TOFINO slab. In fact this


Fig. C1. The dependence on impact position $z$ of the experimental mean time between Left and Right PMTs, in a TOFONE slab. The average time is evaluated either by software or by hardware (Caen C561) treatment. $z=0$ for central position. The statistical errors are smaller than the symbols used.


Fig．C2．The dependence on impact position $z$ of the experimental mean time between Left and Right LDDs，in a TOFINO slab．The average time is evaluated either by software or by hardware（Caen C561）treatment．$z=0$ for central position．The statistical errors are smaller than the symbols used．
reference time，which does not cancel out in mean time measurements of a single slab as it does in the measurement of the time difference between two mean timed slabs，is itself affected by the dependence under investigation．In the above measurements carried out for the TOFONE module care was taken to reproduce，with respect to FINUDA experimental conditions， the MIP energy deposition in the scintillator and the detection threshold，to avoid possible different contributions to PMT timing response by light collected from different light collection paths．It was not possible to take the same care for the TOFINO measurements：in fact in FINUDA experiments kaons in TOFINO deposited higher energies than MIPs and were detected with a higher threshold，a condition that cannot be reproduced with radioactive sources or cosmic rays．The TOFINO study was therefore carried out in MIP experimental conditions．Never－ theless，on account of the small length of TOFINO slabs，a limited positional dependence for its mean time，like the one shown below，would probably have been measured in any experimental conditions．The cited specific measurements gave the TOFONE and TOFINO positional dependence of the mean time shown in Figs．C1 and C2，which were used in the MC simulation．

Both measured trends resemble those shown in the inset of Fig． 9 in［21］and in Fig． 2 in［22］，characterized by a higher mean time value at $z=0$ ，while differ from the one shown to the right
part of Fig． 7 in［23］，having a smaller mean time value at $z=0$ ．A higher mean time value for central hits can be connected to a smaller apparent speed of light transmission to both scintillator sides，a condition usually established for sufficiently distant sides （i．e．at a great distance from hit position，in units of the average transverse dimension of the slab）．In this situation，for non－central hit positions one of the scintillator sides is always far enough， while the other，nearer to the hit position，can be reached by the scintillation light with a slightly higher apparent speed（depend－ ing on $z$ ）．This higher speed is effective，however，only on the shorter transmission distance involved within the scintillator，a mechanism explaining the trend here shown．By contrast，a lower mean time value for central hits can be connected to a slightly higher apparent speed of light transmission to both scintillator sides，which in this case cannot yet be considered＂far enough＂ to reach with a lower apparent speed of light transmission．In Ref．［23］，the different refraction indexes of the scintillator （GSO（Ce））and coating used and the lack of light guides may have contributed to the results reported．
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## 2 Machine layout and performance

### 2.1 Performance goals (nominal scheme)

The goal of the High Luminosity upgrade of the LHC is to deliver an integrated luminosity of at least $250 \mathrm{fb}^{-1}$ per year in each of the two high-luminosity general-purpose detectors, ATLAS and CMS, located at the interaction points (IP) one and five, respectively. The other two experiments, ALICE and LHCb with detectors located at IP2 and IP8 respectively, are expecting to collect integrated luminosities of $100 \mathrm{pb}^{-1}$ per year (of proton-proton data) and $5 \mathrm{fb}^{-1}$ to $10 \mathrm{fb}^{-1}$ per year, respectively [1]. No operation for forward physics experiments is expected after the upgrade.

The ATLAS and CMS detectors will be upgraded to handle an average number of pile-up events per bunch crossing of at least 140 , corresponding to an instantaneous luminosity of approximately $5 \times 10^{34} \mathrm{~cm}^{-2}$ $\mathrm{s}^{-1}$ for operation with 25 ns beams at 7 TeV , for a visible cross-section $\sigma_{\mathrm{vis}}=85 \mathrm{mb}$. The detectors are also expected to handle a line density of pile-up events of 1.3 events per mm per bunch crossing. ALICE and LHCb will be upgraded to operate at instantaneous luminosities of up to $2 \times 10^{31} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$ and $2 \times 10^{33} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$, respectively.

The HL-LHC upgrade project aims to achieve a 'virtual' peak luminosity that is considerably higher than the maximum imposed by the acceptable event pile-up rate, and to control the instantaneous luminosity

[^20]during the physics fill ('luminosity levelling') so that the luminosity production can be sustained over longer periods to maximize the integrated luminosity.

A simplified but realistic model of the luminosity evolution has been developed [2] taking into account the beam population $N_{\text {beam }}$ reduction due to the collisions (the so called 'burn-off') in $n_{\text {IP }}$ collision points with instantaneous luminosity $L_{\text {inst }}$,

$$
\begin{equation*}
\frac{\mathrm{d} N_{\text {beam }} \mathrm{d} t}{}=-n_{\mathrm{IP}} \sigma_{\text {tot }} L_{\text {inst }}, \tag{2-1}
\end{equation*}
$$

where $\sigma_{\text {tot }}$ is the total hadron cross-section (here assumed to be 100 mb ). No other sources of intensity reduction or emittance blow-up are considered in this model. Figure 2-1 shows the expected yearly integrated luminosity as a function of the 'virtual' peak luminosity for three different values of the luminosity at which levelling is performed (see Section 1.2.3). In this figure the corresponding optimum fill length $T_{\text {fill }}$ (i.e. the length of time for each fill that will maximize the average luminosity production rate) is also shown. In order to estimate the annual integrated luminosity, we assume a minimum turnaround time $T_{\text {turnaround }}$ of 3 hours (see Chapter 16), a scheduled physics time $T_{\text {physics }}$ for luminosity production of 160 days per year, with $N_{\text {fills }}$ successful physics fills of duration $T_{\text {fill }}$, and a performance efficiency of $50 \%$ (this was $53.5 \%$ in 2012) where [3]:

$$
\begin{equation*}
\eta=N_{\text {fills }} \frac{T_{\text {turaraound }}+T_{\text {fill }}}{T_{\text {physics }}} \times 100 \% \tag{2-2}
\end{equation*}
$$

In order to reach the goal of integrating $250 \mathrm{fb}^{-1} /$ year levelling must be performed at luminosities larger than $5 \times 10^{34} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$ and peak virtual luminosities of more than $20 \times 10^{34} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$. Furthermore, the performance efficiency must be at least $50 \%$ and the typical fill length must be comparable with the estimated optimum fill length (for comparison the average fill length during the 2012 run was 6.1 hours). In this respect, levelling to higher luminosities will be beneficial because it would make it easier to reach and even exceed the integrated luminosity goal, with fill lengths comparable to the fill lengths of the 2012 run.



Figure 2-1: (a) Expected annual integrated luminosity; (b) optimum fill length as a function of the 'virtual' peak luminosity for three different values of the luminosity at which levelling is performed. A circulating current of 1.1 A (corresponding to $N_{\text {beam }}=6.1 \times 10^{14} \mathrm{p}$ ), a minimum turnaround time of 3 hours and a performance efficiency $\eta$ of $50 \%$ have been assumed. Only burn-off for a total hadron crosssection of 100 mb has been considered for the estimate of the beam population and virtual luminosity evolution. Two high-luminosity interaction points have been assumed.

### 2.1.1 Parameter space and basic parameter choices

The instantaneous luminosity $L$ is given by

$$
\begin{equation*}
L=\frac{n_{\mathrm{b}} N^{2} f_{\mathrm{rev}} \gamma}{4 \pi \beta^{*} \varepsilon_{\mathrm{n}}} R\left(\beta^{*}, \sigma_{Z}, d_{\mathrm{bb}}\right) \tag{2-3}
\end{equation*}
$$

The r.m.s. normalized emittance $\varepsilon_{n}$ in collision is assumed here to be equal for the two beams and for the horizontal and vertical planes. The Twiss beta function $\beta^{*}$ in collision at the IP determines, together with the normalized emittance, the r.m.s. beam size $\sigma^{*}=\sqrt{\varepsilon_{n} \beta^{*} / \gamma}$ at the IP (assuming that the contribution to the beam size due to the dispersion and the momentum spread of the beam can be neglected). Here and below it is assumed that the relativistic factor $\beta=1$.

A crossing angle is needed to separate bunches immediately upstream and downstream of the collision point. This leads to a reduced geometric overlap between the colliding beams, and hence to a reduction in luminosity. The crossing angle needs to be increased when reducing the $\beta^{*}$ in order to maintain a sufficiently large normalized beam-beam separation $d_{\mathrm{bb}}$. The luminosity is also reduced by the 'hourglass effect' that arises from the increase of the beta function upstream and downstream of the interaction point along the bunch longitudinal distribution. The hourglass effect is enhanced by a reduction in $\beta^{*}$ and by an increase in bunch length. The luminosity reduction factor $R$ in Eq. (2-3) takes both the crossing angle and the hourglass effect into account.

Equation (2-3) shows the parameters that can be varied to maximize the instantaneous luminosity. The considerations that constrain their values are briefly discussed below [4, 5]:

- The maximum number of bunches nb is limited by the minimum time interval between bunch crossings at the IP that can be handled by the detectors: this is limited to 25 ns . The maximum number of bunches that can be injected in the LHC is also limited by the following.
o The maximum number of bunches that can be transferred safely from the SPS to the LHC due to the maximum energy that can be deposited on the injection protection absorber (TDI) in case the LHC injection kicker is not firing. The present limitation for the TDI is considered to be a maximum of 288 bunches per SPS extraction for the ultimate bunch population [6].
o The rise-time of the injection kickers in the SPS and LHC, extraction kickers in the PS and SPS, and abort gap kicker in the LHC.
o The need for injecting one train consisting of a few bunches (typically 12 nominal bunches for 25 ns spacing) before injecting one nominal train for machine protection considerations [7]. For the same reason the last train must have the maximum number of bunches.
o The constraints imposed by the experiments: the need for non-colliding bunches for background evaluation, and a sufficient number of collisions for lower luminosity experiments [1].
- The maximum bunch population N is limited in the LHC by the onset of the single bunch transverse mode coupling instability (TMCI), expected to occur at $3.5 \times 10^{11} \mathrm{p} /$ bunch [8].
- The total current of the beam circulating in the LHC, $I_{\text {beam }}=e n_{\mathrm{b}} N f_{\text {rev }}$ (where e is the proton charge), is expected to be limited to 1.1 A by the cryogenic power available to cool the beam screen. This assumes that a secondary electron yield (SEY) as low as 1.3 can be reached in the beam screen, to limit the heat load due to the electron cloud in the arcs, and additional cryogenic plants are installed in Points 1, 4 and $5[4,9]$.
- The beam brightness $B \equiv N / \varepsilon_{\mathrm{n}}$ is limited by the following considerations [4].
o The total head-on beam-beam tune shift $\Delta Q_{\text {bbho }} \propto N / \varepsilon_{\mathrm{n}}$ is expected to be limited to $0.02-0.03$ based on experience gained (from operations and dedicated experiments) during LHC Run 1. Its value is reduced in a similar fashion to the luminosity in the presence of a crossing angle [10].
o Intra-beam scattering induces transverse and longitudinal emittance blow-up, particularly at injection (low energy) but also in the acceleration, squeeze, and collision phases. The evolution of the beam emittances can be described by the equations,

$$
\begin{equation*}
\frac{1}{\tau_{\mathrm{H}}}=\frac{1}{\varepsilon_{\mathrm{nH}}} \frac{\mathrm{~d} \varepsilon_{\mathrm{nH}}}{\mathrm{~d} t} \text { and } \frac{1}{\tau_{\mathrm{L}}}=\frac{1}{\varepsilon_{\mathrm{L}}} \frac{\mathrm{~d} \varepsilon_{\mathrm{L}}}{\mathrm{~d} t} \text { with } \frac{1}{\tau_{\mathrm{d}}} \propto \frac{N}{\gamma \varepsilon_{\mathrm{nH}} \varepsilon_{\mathrm{n} \mathrm{n}} \varepsilon_{\mathrm{L}}} \text { and } d=\mathrm{H}, \mathrm{~L} \text {, } \tag{2-4}
\end{equation*}
$$

where $\varepsilon_{\mathrm{nH}, \mathrm{V}}$ are the r.m.s. normalized horizontal and vertical emittances. Here we assume that vertical dispersion and coupling are negligible so that the vertical emittance blow-up can be neglected.

The minimum $\beta^{*}$ is limited by [5]:

- The aperture at the triplet, taking into account that the maximum $\beta$ function $\beta_{\text {max }}$ at the triplet increases in inverse proportion to $\beta^{*}$, and that the crossing angle $\theta_{c}$ required to maintain a sufficiently large normalized beam-beam separation $d_{\mathrm{bb}}$ to minimize the long-range beam-beam tune spread $\Delta Q_{\mathrm{bbLR}}$ is $\theta_{\mathrm{c}}=d_{\mathrm{bb}} \sqrt{\varepsilon_{n} / \gamma \beta^{*}} ;$
- The maximum $\beta$ function at the triplet that can be matched to the regular optics of the arcs within the distance available in the matching section between the triplets and the arcs;
- The strengths of the arc sextupoles available to correct the chromaticity generated by the triplets (proportional to $\beta_{\max }$ ) and, in general, the nonlinear chromaticities and off-momentum beta beating.

For a round optics (i.e. with equal $\beta^{*}$ in the horizontal and vertical planes) in the presence of a crossing angle and at constant normalized long-range beam-beam separation $d_{\mathrm{bb}}$, the increase in luminosity saturates for values of $\beta^{*}<\sigma_{\mathrm{z}}$, as shown in Figure 2-2, because of the corresponding reduction of the luminosity reduction factor $R$. The effect of the geometric reduction due to the crossing angle can be counteracted by means of crab cavities operated at the LHC main RF frequency [11] as shown in Figure 1-6. The comparison of the two plots of Figure 2-2 also shows that the effect of crab cavities in enhancing the peak virtual luminosity becomes negligible, for $\beta^{*}$ greater than $30-40 \mathrm{~cm}$.

(b)

Figure 2-2: Parameter $R \sigma_{z} / \beta^{*}$ vs. $\beta^{*}$ for different bunch lengths for a round optics and constant normalized long-range beam-beam separation $d_{\mathrm{bb}}$ (a) without crab cavities and (b) with crab cavities. The small effect of RF curvature in the crab cavities is not included.

Even after their planned upgrades, the injectors will also constrain the parameters of the beam that can be expected in the LHC in collision. First, there is a maximum current $I_{\mathrm{RF}} \approx 2 N_{\mathrm{SPS}} e / T_{\mathrm{bb}}$ (where $N_{\mathrm{SPS}}$ is the bunch population in the SPS and $T_{\mathrm{bb}}$ is the bunch spacing) that can be accelerated per SPS cycle due to RF power limitations in the power amplifiers, power couplers and feeder lines of the main 200 MHz RF system. This maximum current is 2.6 A corresponding to $N_{\text {SPS }}=2.0 \times 10^{11}$ particles at SPS extraction [12, 13]. The total number of bunches is also limited to 288 due to the thermal load on the power lines. Second, the brightness of the LHC beam in the injectors is expected to be limited by space charge effects at injection in the PSB, PS, and SPS. From present experience it is expected that the maximum brightness of the LHC beams after the full injector upgrade will be $B_{\mathrm{sPs}} \sim 1.5 \times 10^{11} \mathrm{p} / \mu \mathrm{m}$ [13].

Table 2-1 shows the beam parameters at collision, selected on the basis of the above considerations [3, 14]. The parameters in the table are consistent with the above constraints with the exception of the requested bunch population that can be delivered within the longitudinal acceptance of the LHC at injection. To avoid longitudinal instabilities in the SPS, a controlled longitudinal emittance blow-up needs to be applied for high bunch population, which would lead to bunches that are longer than acceptable for clean capture in the LHC with the main 400 MHz RF system (even with the maximum 200 MHz RF voltage available in the SPS at extraction). The identification of the elements contributing to the longitudinal impedance in the SPS and the reduction of their impedance might allow for this limit to be increased. In that case, the requirements in terms of bunch population for the HL-LHC could be met.

Table 2-1: HL-LHC nominal parameters for 25 ns operation [14] for two production modes of the LHC beam in the injectors described in Ref. [3].

| Parameter | Nominal LHC <br> (design report) | $\begin{aligned} & \hline \text { HL-LHC } \\ & \text { (standard) } \end{aligned}$ | HL-LHC <br> (BCMS) |
| :---: | :---: | :---: | :---: |
| Beam energy in collision [TeV] | 7 | 7 | 7 |
| Particles per bunch, $N$ [ $\left.10^{11}\right]$ | 1.15 | 2.2 | 2.2 |
| Number of bunches per beam | 2808 | 2748 | 2604 |
| Number of collisions in IP1 and IP5* | 2808 | 2736 | 2592 |
| $N_{\text {tot }}\left[10^{14}\right]$ | 3.2 | 6.0 | 5.7 |
| Beam current [A] | 0.58 | 1.09 | 1.03 |
| Crossing angle in IP1 and IP5 [ $\mu \mathrm{rad}$ ] | 285 | 590 | 590 |
| Normalized long-range beam-beam separation [ $\sigma$ ] | 9.4 | 12.5 | 12.5 |
| Minimum $\beta^{*}$ [m] | 0.55 | 0.15 | 0.15 |
| $\varepsilon_{\mathrm{n}}[\mu \mathrm{m}]$ | 3.75 | 2.50 | 2.50 |
| $\varepsilon_{\mathrm{L}}[\mathrm{eVs}]$ | 2.50 | 2.50 | 2.50 |
| r.m.s. energy spread [0.0001] | 1.13 | 1.13 | 1.13 |
| r.m.s. bunch length [cm] | 7.55 | 7.55 | 7.55 |
| IBS horizontal [h] | 105 | 18.5 | 18.5 |
| IBS longitudinal [h] | 63 | 20.4 | 20.4 |
| Piwinski parameter | 0.65 | 3.14 | 3.14 |
| Total loss factor $R_{0}$ without crab cavity | 0.836 | 0.305 | 0.305 |
| Total loss factor $R_{1}$ with crab cavity | (0.981) | 0.829 | 0.829 |
| Beam-beam/IP without crab cavity | 0.0031 | 0.0033 | 0.0033 |
| Beam-beam/IP with crab cavity | 0.0038 | 0.011 | 0.011 |
| Peak luminosity without crab cavity [ $10^{34} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$ ] | 1.00 | 7.18 | 6.80 |
| Virtual luminosity with crab cavity $L_{\text {peak }} \times R_{1} / R_{0}\left[10^{34} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}\right]$ | (1.18) | 19.54 | 18.52 |
| Events/crossing without levelling and without crab cavity | 27 | 198 | 198 |
| Levelled luminosity [ $10^{34} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$ ] | - | $5.00^{\dagger}$ | $5.00^{\dagger}$ |
| Events/crossing (with levelling and crab cavities for HL-LHC) ${ }^{\ddagger}$ | 27 | 138 | 146 |
| Maximum line density of pile-up events during fill [event/mm] | 0.21 | 1.25 | 1.31 |
| Levelling time [h] (assuming no emittance growth) ${ }^{\ddagger}$ | - | 8.3 | 7.6 |
| Number of collisions in IP2/IP8 | 2808 | 2452/2524** | 2288/2396** |
| $N$ at LHC injection $\left[10^{11}\right]^{\dagger \dagger}$ | 1.20 | 2.30 | 2.30 |
| Maximum number of bunches per injection | 288 | 288 | 288 |
| $N_{\text {tot }}$ injection $\left[10^{13}\right]$ | 3.46 | 6.62 | 6.62 |
| $\varepsilon_{\mathrm{n}}$ at SPS extraction $[\mu \mathrm{m}]^{\ddagger \ddagger}$ | 3.40 | 2.00 | $<2.00{ }^{* * *}$ |

[^21]
### 2.2 Proposed systems upgrades and improvements

The high luminosity configuration requires upgrades of numerous systems. In some cases, existing systems would not be able to face the increasingly harsh conditions that the highest luminosity performance will generate. Accelerated wear and radiation damage are serious concerns. Many changes will be necessary just in order to allow the machine to continue to run in a regime of nominal or ultimate luminosity. For certain systems, replacements could be made with equipment achieving better performance, rather than with spares of the same specification. This performance 'improvement' goes well beyond the basic consolidation that is already planned for the LHC.

For other systems, replacement, although triggered by technical reasons, is the chance to carry out a complete change of layout or performance and may be considered to be a real upgrade. The most striking example is the replacement of the inner triplet magnets with new magnets of different technology based on a $\mathrm{Nb}_{3} \mathrm{Sn}$ superconductor. This will constitute the backbone of the upgrade. Another case is the replacement of a good part of the present collimation system with an improved design with lower impedance jaws.

In other cases, new equipment not included in the present LHC layout will be installed in order to increase performance, either in terms of peak luminosity or availability. The most important example is the superconducting RF crab cavities, which are of a compact design as required for the HL-LHC, comprising a completely new development and a first for a proton collider. A further example is the installation of a collimation system in the continuous cryostat in the dispersion suppressors.

In this section, we compile a list of the systems that will require an upgrade or at least a serious improvement in performance, to face the ambitious challenge of the High Luminosity LHC.

### 2.2.1 Insertion region magnets

It is expected that the LHC will reach an integrated luminosity of approximately $300 \mathrm{fb}^{-1}$ by 2022 , resulting in doses of up to 30 MGy to some components in the high luminosity interaction regions. The inner triplet quadrupoles should withstand the radiation resulting from $400 \mathrm{fb}^{-1}$ to $700 \mathrm{fb}^{-1}$, but some nested-type corrector magnets could fail at around $300 \mathrm{fb}^{-1}$. The most likely failure mode is sudden electric breakdown, entailing serious and long repairs. Replacement of the triplet must be anticipated before radiation damage reaches the level where serious failure is a significant possibility.

The replacement can be coupled with an increase in the quadrupole aperture to allow room for an increase in the luminosity via a lower $\beta^{*}$. However, larger aperture inner triplet (IT) quadrupoles and the increased luminosity, with consequent higher radiation levels, imply the redesign of the whole interaction region (IR) zone. This redesign includes larger D1 and D2 dipoles, a new electrical feedbox (DFBX), and much better access to various components for maintenance. In addition, larger aperture magnets in the matching sections will be required, as well as a redesign of the collimation system in the high luminosity insertions.

To maximize the benefit of such a long shutdown, this work must be complemented by a series of improvements and upgrades for other systems, and must be coupled with a major upgrade of the experimental
detectors. Both the machine and the detectors must be partially redesigned in order to withstand the expected level of integrated luminosity. The upgrade should allow the delivery of $3000 \mathrm{fb}^{-1}$, i.e. one order of magnitude greater than the nominal LHC design goal.

It is clear that the change of the inner triplets in the high luminosity insertions is the cornerstone of the LHC upgrade. The decision for the HL-LHC has been to rely on the success of the advanced $\mathrm{Nb}_{3} \mathrm{Sn}$ technology, which provides access to magnetic fields well beyond 9 T , allowing the maximization of the aperture of the IT quadrupoles. A 15-year-long study led by the DOE in the US under the auspices of the US LARP programme (see Chapter 1, Section 1.3.2), and more recently by other EU programmes, has shown the feasibility of $\mathrm{Nb}_{3} \mathrm{Sn}$ accelerator magnets. For the HL-LHC, some $24 \mathrm{IT} \mathrm{Nb}_{3} \mathrm{Sn}$ quadrupoles are needed: they all feature a 150 mm aperture and an operating gradient of $140 \mathrm{~T} / \mathrm{m}$, which entails more than 12 T peak field on the coils. The Q1 and Q3 quadrupoles each consist of a pair of 4 m long magnets, while Q2a and Q2b each consist of a single unit almost 7 m long (see Chapter 3, Section 3.2). The same $\mathrm{Nb}_{3} \mathrm{Sn}$ technology will be used to provide collimation in the DS, which will be achieved by replacing a number of selected main dipoles with two shorter $11 \mathrm{~T} \mathrm{Nb}_{3} \mathrm{Sn}$ dipoles (see Chapter 11 Section 11.3). A collimator will be installed between the shorter dipoles (see, for example, Ref. [15] and references therein).

In addition to the IT quadrupoles, there are four new D1/D2 separation/recombination dipole pairs, a number of matching section (MS) quadrupoles, not only in IR1 and IR5, but also in IR6, and a smaller number of lattice sextupoles that can be made using well-known Nb-Ti technology (see Tables 2-3 and 2-4). These magnets will feature a larger aperture and will be exposed to higher radiation doses if not properly protected, and thus will be more challenging than the present LHC equivalents (see Chapter 3).

The corrector packages in the IT and in the MS regions need to be significantly upgraded to increase aperture and (where needed) strength. Some 70 corrector magnets of various orders (from dipole for orbit correction to dodecapole skew correctors) and typology (from superferric to nested cos theta) have to be installed with the new larger IR magnets.

### 2.2.2 TAXS/TAXN absorbers

The change of the IT aperture will require replacement of the TAS, the first absorber on either side of the high luminosity interaction points. The TAS protects the downstream magnets from collision debris. Its aperture roughly scales with the IT aperture. The new absorber, named TAXS, will have an aperture of 54 mm (compared with 30 mm in the present TAS), and will have to withstand a flux of particles five times larger than in the present nominal design. In the current LHC, the TAS is probably the most highly activated component of the whole machine. The baseline choice at present is to replace the TAS with the TAXS during LS3 (see Chapter 8).

Given the fact that the experimental detectors have reduced the size of the vacuum chamber by nearly $50 \%$ (from 55 mm down to about 35 mm ) it is clear that all challenges at the machine-detector interface are increased. This includes keeping background radiation in the detectors at acceptable levels.

### 2.2.3 Crab cavities

Superconducting (SC) RF crab cavities (CC) in the HL-LHC are needed in order to compensate for the geometric reduction factor, thus making the very low $\beta^{*}$ fully useful for luminosity. HL-LHC crab cavities are beyond the state-of-the-art in terms of their unconventional, compact design, which cannot be achieved with the well-known geometry of an elliptical cavity. They also demand a very precise control of the phase of the RF (to better than $0.001^{\circ}$ ) so that the beam rotation given before collision is exactly cancelled on the other side of the interaction point (IP). The crab cavities will also pose new challenges for machine protection. Compact crab cavities will be installed on both sides of IP1 and IP5 without additional magnetic doglegs (as in IP4 for the accelerating cavities). Each cavity is designed to provide a transverse kick voltage of 3.4 MV. There are four crab cavities per beam on each side of the IP. They will be assembled in cryomodules, each containing two cavities. All four cavities may be used to rotate the beam in the crossing plane; alternatively, a single
cryomodule (two cavities) can be used for this task, with the cavities in the second cryomodule providing a deflection in the orthogonal plane, enabling the so-called crab kissing scheme for reducing the pile-up density [16]. At present, the baseline is to use all crab cavities for geometric compensation, i.e. rotation in the crossing plane.

The first-generation, proof-of-principle, compact crab cavities have recently been tested successfully (see Chapter 4). However, a second generation with machine-oriented characteristics are now under construction by LARP, CERN, and UK institutions (Lancaster University, STFC, and the Cockcroft Institute). A full cryomodule will be tested in the SPS before LS2, to investigate experimentally the effect on a proton beam and to gain the necessary experience in view of LHC operation.

### 2.2.4 Collimation

The collimation system has been designed for the first phase of LHC operation. It is currently operating according to design. However, the impedance of the collimation system may need to be reduced if beam instabilities are triggered at intensities close to, or just above, nominal. Hints of this behaviour have been already seen during Run 1: only operation near nominal conditions can dismiss or validate this hypothesis.

Safe handling of a beam of 1 A or more, with beta functions at collision beyond the design value, will constitute new territory. The triplet must remain protected during the large change of the collision beam parameters ( $\beta^{*}$ transition from 6 m to $10-15 \mathrm{~cm}$ ). This will be one of the most critical phases of HL-LHC operation: just the beam halo itself could be beyond the damage limit. An upgrade of the collimation system is thus required. The main additional needs associated with the upgrade are a better precision in alignment and materials capable of withstanding higher power.

A second area that will require special attention in connection with the collimation system is the dispersion suppressor (DS), where leakage of off-momentum particles into the first and second main superconducting dipoles has already been identified as a possible LHC performance limitation. The most promising concept is to substitute an LHC main dipole with a dipole of equal bending strength ( $120 \mathrm{~T} \cdot \mathrm{~m}$ ) obtained by a higher field ( 11 T ) and shorter magnetic length $(11 \mathrm{~m}$ ) than those of the LHC dipoles (8.3 T and 14.2 m ). The space gained is sufficient for the installation of special collimators. This system is already needed for Run 3 ion operation in the DS region around IP2 following the upgrade of ALICE in LS2. It might also be needed in the DS around IP7 for HL-LHC operation. The requirements in other insertion regions have yet to be assessed.

### 2.2.5 New cold powering

While a considerable effort is under way to study how to replace the radiation-sensitive electronics boards with radiation-hard cards, another solution is also being pursued for special zones: removal of the power converters and electrical feedboxes (DFBs), delicate equipment associated with the continuous cryostat, out of the tunnel. Besides improving LHC availability (fewer interruptions, faster interventions without the need for tunnel access), radiation dose to personnel would be reduced as well.

Removal of power converters and DFBs to locations far from the beam line, and possibly to the surface, is only possible through the use of a novel technology: superconducting links (SCLs) made out of hightemperature superconductors (YBCO or $\mathrm{Bi}-2223$ ) or $\mathrm{MgB}_{2}$ superconductors. Regions where this radical solution will be needed because of the high radiation load on electronics, and/or the 'as low as reasonably achievable’ principle (ALARA), have been identified.

- The long straight section of IP7 where a 500 m cable rated at 20 kA is needed.
- The high luminosity insertion regions IR1 and IR5, where much higher current cables (150 kA and 164 kA ) are needed for the IT magnets and the magnets in the MS region (i.e. from D2 to Q6). In this latter case, the superconducting cable will link the magnets with power converters on the surface, with
significant challenges to the cryogenics and system integration resulting from the 100 m or so difference in altitude.


### 2.2.6 Enhanced machine protection and remote handling

Various systems will become a bottleneck with aging of the machine and higher performance beyond the 40 $\mathrm{fb}^{-1}$ to $60 \mathrm{fb}^{-1}$ per year envisaged in the original LHC design. One such system is the quench protection system (QPS) of the superconducting magnets. The QPS should:
i) become fully redundant in case of power loss;
ii) allow low energy discharge on quench heaters and easy adaption of the detection thresholds;
iii) provide an interlock for the quench heater discharge based on a sensor for quench heater integrity.

In general, the QPS will need a complete renovation after 2020.
Machine protection will have to be improved, and not just because of the higher beam energy and energy density: it will have to cope with very fast events generated, for example, by crab cavities and by a possible increase of the events generated by falling particles (UFOs).

The LHC has not been designed specifically for remote handling. However, the level of activation from 2020, and even earlier, requires careful study and development of special equipment to allow replacement of collimators, magnets, vacuum components, etc. according to the ALARA principle. While full robotics are difficult to implement given the conditions, remote manipulation, enhanced reality, and supervision are the key to minimizing the radiation dose to personnel.

### 2.2.7 New cryogenics plants and distribution

To increase the flexibility for intervention and rapid restoration of availability (i.e. to minimize loss of integrated luminosity) it will be useful to install a new cryogenics plant in P4 for a full separation between superconducting RF and magnet cooling. This should be done during LS2, to avoid a possible weak zone for Run 3. The new plant should also be able to provide cooling to new cryogenic equipment under consideration for IP4, i.e. a new SCRF harmonic system and the hollow e-lens for halo control, which requires a superconducting solenoid. For the time being, these two systems are not in the baseline; however, they constitute interesting options under study.

A further consolidation that is deemed necessary in the long term is the separation between the cooling of the inner triplets and the few stand-alone superconducting magnets in the MS from the magnets of the arc. The present coupling of IR and arc magnets means that an intervention in the triplet region requires warm-up of the entire sector (an operation of three months, not without risk).

New power plants will be needed to cope with higher heat deposition from the high luminosity points. In particular, given the luminosity-driven heat load in the cold magnets, and the cooling of superconducting crab cavities at 1.9 K , the power (at 4.2 K ) of the new cryo-plant in IP1 and IP5 will have to be in the $15-18$ kW range. The cooling scheme includes separation, with possible interconnection, between arc and IR cryogenics to gain in flexibility.

### 2.2.8 Enhanced beam instrumentation

Improving beam instrumentation is a continuous task during routine operation of an accelerator. The HL-LHC will require improved or new equipment to monitor and act on proton beams with more challenging parameters than those of the LHC. A short illustrative list includes the following.

- New beam loss monitors for the IT quadrupoles.
- A radiation-tolerant Application-Specific Integrated Circuit (ASIC) for the beam loss monitoring system.
- A new beam position monitoring system, including a high-resolution orbit measurement system, and highdirectivity strip-line pick-ups for the insertion regions.
- Emittance measurement: while improving the present system, a new concept-based beam gas vertex emittance monitor is envisaged for the HL-LHC.
- Halo diagnostics to control the halo in order to minimize losses (and especially loss peaks) in the presence of a beam with a stored energy close to 0.7 GJ . Synchrotron radiation imaging, and possibly wire scanners, appear to be the only candidates for halo monitoring in the HL-LHC.
- Diagnostics for crab cavities: electromagnetic pick-ups and streak cameras are being studied for beam shape monitoring.
- Luminosity measurements with new radiation-hard devices (located in the new TAXN) capable of withstanding the radiation level, which will be ten times higher.


### 2.2.9 Beam transfer and kickers

The higher beam current significantly increases the beam-induced power deposited in many elements, including the injection kicker magnets in the LHC ring. New designs for several components in the dump system devices will probably be needed because of the increased energy deposition in the case of direct impact, and because of an increased radiation background, which could affect the reliability of this key machine protection system.

A non-exhaustive list of the elements that could need an improvement or a more radical upgrade (based on the experience from Run 2) is given below.

- Injector kicker magnets (better cooling of the magnets to cope with beam-induced heating, different type of ferrites with higher critical temperature, coating of ceramic tubes to reduce SEY to suppress e-cloud effects).
- Beam dump block TDE with its $\mathrm{N}_{2}$ overpressure system and window VDWB: if these are not compatible with HL-LHC intensities, extension of the dilution pattern may be the only practical and safe solution, implying the installation of additional dilution kicker systems MKB (up to 50\%).
- Injection absorber, auxiliary protection collimators, protection masks.
- Beam dump absorber system.


### 2.3 Baseline optics and layout

### 2.3.1 Basic optics and layout choices for the High Luminosity insertions

The current baseline optics design (HLLHCV1.1) has evolved from the previous LHC Upgrade Phase I project [17-19]. A realistic, cost-efficient and robust (achromatic) implementation of low $\beta^{*}$ collision optics requires the deployment of the Achromatic Telescopic Squeeze (ATS) scheme, together with the installation of insertion magnets of larger aperture [20-24]. Successful validation tests of the ATS with beam were achieved in 2011-2012 [25-29] in very specific conditions (low intensity, no crossing angle to save aperture, etc.). The corresponding number, type, and specifications of the new magnets to reach low $\beta^{*}[20,21]$ were then endorsed by the project (see, for example, [30] and references therein).

The historical development of the optics design is summarized in Ref. [31]; here, only the last three parts of this long chain are mentioned, namely the so-called SLHCV3.1b [32], HLLHCV1.0 [33], and HLLHCV1.1 (current baseline) optics. SLHCV3.1b uses ATS optics based on $150 \mathrm{~T} / \mathrm{m} \mathrm{Nb}_{3} \mathrm{Sn}$ triplets and displacement of D2 for crab cavity integration [32]. HLLHCV1.0 is similar to SLHCV3.1b, but with a new triplet layout based on $140 \mathrm{~T} / \mathrm{m} \mathrm{Nb}_{3} \mathrm{Sn}$ triplets [33]. HLLHCV1.1, the new baseline, is based on HLLHCV1.0, but with some modifications to take into account the results of design studies for D2, energy deposition studies for the passive
protection of the superconducting elements, hardware integration studies, and updated naming conventions [34, 35], and corresponding optical configurations.

Table 2-2 presents an overview of the main features of the three layouts and of the corresponding optical configurations.

Table 2-2: Main HL-LHC optics variants currently under study. The baseline collision optics corresponds to $\beta=15 \mathrm{~cm}$ in both transverse planes (round optics) with a full crossing angle of $590 \mu \mathrm{rad}$. Other collision optics are available, round or flat, for dedicated studies.

|  | SLHC V3.1b | HLLHCV1.0 | HLLHCV1.1 (Baseline) |
| :---: | :---: | :---: | :---: |
| Collision $\beta^{*}$ IP1, IP5 | Round: <br> $15 \mathrm{~cm},(10 \mathrm{~cm}, 33 \mathrm{~cm}$, 40 cm ). <br> Flat: 30/7.5cm, (20/5 cm) <br> with HV, VH crossing. | Round: 15 cm , ( 10 cm ). <br> Flat: 30/7.5cm, (20/5 cm) with HV, VH crossing. Complete squeeze. |  |
| Pre-squeeze $\beta^{*}$ IP1, IP5 | $40 \mathrm{~cm},(2 \mathrm{~m})$ | 44 cm , (3 m) transition strengths. | 44 cm |
| Injection $\beta^{*}$ IP1, IP5 | 5.5 m (11 m) | $6 \mathrm{~m},(11 \mathrm{~m}, 18 \mathrm{~m})$ | 6 m (15 m) |
| Triplet gradient | $150 \mathrm{~T} / \mathrm{m}$ | $140 \mathrm{~T} / \mathrm{m}$ | $140 \mathrm{~T} / \mathrm{m}$ |
| Triplet magnetic length | $\begin{aligned} & \text { Q1-Q3: } 7.685 \mathrm{~m} \\ & \text { Q2: } 6.577 \mathrm{~m} \\ & \hline \end{aligned}$ | $\begin{aligned} & \text { Q1-Q3: } 4.002 \mathrm{~m} \times 2 \\ & \text { Q2: } 6.792 \mathrm{~m} \end{aligned}$ | $\begin{aligned} & \text { Q1-Q3: } 4.00 \mathrm{~m} \times 2 \\ & \text { Q2: } 6.8 \mathrm{~m} \end{aligned}$ |
| Triplet corrector package | Nested triplet nonlinear corrector package with new $\mathrm{a}_{5}, \mathrm{~b}_{5}$, $\mathrm{a}_{6}$ corrector coils | Superferric, non-nested, nonlinear corrector package. |  |
| Insertion region dipoles | D2 moved towards the IP by 15 m . <br> For version HLLHCV1.1 the magnetic length of D1 [40] and D2 has been shortened. |  |  |
| Insertion region quadrupoles | MQYY type for Q4 in IR1, IP5. <br> Q5 moved towards arc by 11 m . <br> MQYL type for Q5 in IR1, IR5, IR6. <br> Additional MS in Q10 of IR1 and IR5. | MQYY type for Q4 in IR1, IR5. <br> Q5 moved towards the arc by 11 m . <br> MQYL type for Q5 in IR1, IR5, IR6. <br> Additional MS in Q10 of IR1 and IR5. | MQYY type for Q4 in IR1, IR5. <br> Q5 moved towards arc by 11 m . <br> Q4 moved towards arc by 8 m . <br> MQY at 1.9 K type for Q5 in IR1, IR5. <br> Double MQY for Q5 in IR6. <br> Additional MS in Q10 of IR1 and IR5. |
| Crab cavities | 3 |  | 4 |

The current baseline layout incorporates various optimizations, and in particular has been made compatible with the latest hardware parameters and constraints. The magnetic elements in the region between the IP and Q4 (Figure 2-3) have been positioned to optimize the strength requirements for the magnets and for ancillary equipment. For instance, moving the Q4 quadrupole changes the value of the beta functions at the location of the crab cavities, thus improving their efficiency.

In the triplet region (Figure 2-3, which is in the range of approximately 20 m to 80 m ) the Q1 and Q3 magnets are split into two and the dipole corrector magnets (used to create the crossing and separation schemes) are implemented in a nested configuration for both planes. The corrector package close to Q3 consists of superferric magnets. The specifications and performance of the non-linear correctors (used to compensate the field quality effects of the triplets and D1 separation dipoles on both sides of the IP) are reported in Refs. [36, 37]. Detailed numerical simulations indicate that additional corrector types are needed to cope with the pushed
performance of the HL-LHC, so the layout of the correctors will not be a simple carbon copy of the existing layout. Inclusion of the field quality of the D2 separation dipole has been considered, but is not trivial, due to the two-in-one structure of the D2.


Figure 2-3: Overall layout of the insertion region between the IP and Q4. The dark blue and red areas represent the $2 \sigma$ beam envelope. The light regions correspond to a $12 \sigma$ value of the beam envelope for an emittance of $3.5 \mu \mathrm{~m}$ with a tolerance of $20 \%$ for beta-beating and 2 mm of closed orbit distortion. The shaded grey areas in the triplet region represent the locations of the parasitic beam-beam encounters.

The block of two separation dipoles has been changed with respect to the nominal LHC layout, decreasing their separation. The D2 area is particularly delicate for several reasons. First, there are space constraints because of the need for protection devices such as the absorber for neutral debris from the collisions. Second, the transverse separation is not yet optimal, leading to a reduction in the amount of iron between the two apertures of the D2, as well as to reduced beam and mechanical apertures because of the large values of the beta functions at this point. Downstream of D2, the situation is not much easier, as the crab cavities impose tight constraints on the space between D2 and Q4, as well as on the values of the beta functions.

Detailed work has been performed to specify the strengths of dipole orbit correctors in the triplets and the D2 and Q4 magnets [38, 39]. Initially, the required strength needed too long correctors, mainly because of the need to close the bumps at the D2 dipole in order to avoid a non-zero closed orbit at the location of the crab cavities. Detailed analysis of the RF aspects allowed the tight constraints to be relaxed ( 0.5 mm of closed orbit distortion can be tolerated at the crab cavities when operating and $2-3 \mathrm{~mm}$ when the cavities are made transparent to the beam). The design now includes a correction scheme with magnets that are $1.5-2.5 \mathrm{~m}$ long. This makes it possible to close the orbit bumps further downstream from the D2 separation dipoles, thus reducing their overall strength. In the current layout, Q4 is a new magnet with a larger aperture, MQYY, while Q5 is a MQY-type (the Q4 of the present LHC) operating at 1.9 K to provide the required gradient.

The implementation of the ATS scheme in the HLLHCV1.0 requires hardware changes in other parts of the LHC ring. In particular, an additional lattice sextupole (MS) magnet should be installed in Q10 in IR1 and IR5. Moreover, Q5 in IR6 should be upgraded. The current baseline layout envisages the installation of a second MQY-type quadrupole close to each existing Q5.

Table 2-3 lists the key parameters of the quadrupoles (new or refurbished) to be installed in IR1 and IR5, while Table 2-4 gives the corresponding parameters for the separation dipoles and orbit correctors. Table $2-5$ gives the parameters for the multipolar correctors.

Table 2-3: New or refurbished quadrupoles for HL-LHC, all operating at 1.9 K . The orientation of the rectellipse aperture $(R)$ [40] can be changed to optimize the mechanical aperture.

|  | Inner triplet (single aperture) |  |  |  | Matching section (two-in-one) |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: |
| Magnet | Q1 | Q2 | Q3 | Q4 | Q5 | Q6 |  |
| Number | 2 | 2 | 2 | 1 | 1 | 1 |  |
| Type | MQXFA | MQXFB | MQXFA | MQYY | MQY | MQML |  |
| Magnetic length <br> $[\mathrm{m}]$ | 4.0 | 6.8 | 4.0 | 3.8 | 3.4 | 4.8 |  |
| Gradient [T/m] | 140 | 140 | 140 | 115 | 200 | 200 |  |
| Coil aperture [mm] | 150 | 150 | 150 | 90 | 70 | 56 |  |
| Aperture separation <br> [mm] | - | - | - | 194 | 194 | 194 |  |
| Beam screen (BS) <br> shape | Octagon | Octagon | Octagon | Rectellipse | Rectellipse | Rectellipse |  |
| BS aperture (H/V) <br> [mm] | $98 / 98$ | $118 / 118$ | $118 / 118$ | $64 / 74$ | $44 / 57.8$ | $35.3 / 45.1$ |  |
| Mechanical <br> tolerances (R/H/V) <br> [mm] [41] | $0.6 / 1 / 1$ | $0.6 / 1 / 1$ | $0.6 / 1 / 1$ | $0.84 / 1.26 / 0.6$ | $0.84 / 1.26 / 0.6$ | As built |  |

Table 2-4: New dipole magnets for HL-LHC, all operating at 1.9 K . The orientation of the rectellipse ( $R$ ) aperture can be changed to optimize the mechanical aperture. The orbit correctors can be nested or consecutive as indicated.

|  | Separation/recombination <br> dipoles |  |  | Orbit correctors |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: |
| Assembly | D1 | D2 | Corrector <br> package | Q2 | D2 | Q4 |  |
| Number per side per <br> insertion | 1 | 1 | 1 <br> [HV <br> nested] | 2 <br> [HV <br> nested] | 2 <br> [HV <br> consec.] | 2 <br> [HV <br> consec.] |  |
| Type | MBXF | MBRD | MCBXFA | MCBXFB | MCBRD | MCBYY |  |
| Magnetic length [m] | 6.27 | 7.78 | 2.2 | 1.2 | 1.5 | 1.5 |  |
| Integrated field [T m] | 35 | 35 | 4.5 | 2.5 | 4.5 | 4.5 |  |
| Coil aperture [mm] | 150 | 105 | 150 | 150 | 100 | 100 |  |
| Aperture separation <br> [mm] | n/a | 188 | - | - | 194 | 194 |  |
| BS shape | Octagon | Octagon | Octagon | Octagon | Octagon | Rectellipse |  |
| BS aperture (H/V) <br> $[m m]$ | $118 / 118$ | $84 / 84$ | $118 / 118$ | $118 / 118$ | $79 / 79$ | $64 / 74$ |  |
| Mechanical tolerances <br> (R/H/V) [mm] | $0.6 / 1 / 1$ | $0.84 / 1.36 / 1$ | $0.6 / 1 / 1$ | $0.6 / 1 / 1$ | $0.84 / 1.36 / 1$ | $0.84 / 1.26 /$ <br> 0.6 |  |

Table 2-5: New multipolar superferric correctors for HL-LHC, all operating at 1.9 K .

| Number | $\mathbf{1}$ | $\mathbf{1}$ | $\mathbf{1}$ | $\mathbf{1}$ | $\mathbf{1}$ | $\mathbf{1}$ | $\mathbf{1}$ | $\mathbf{1}$ | $\mathbf{1}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Number of <br> poles | 4 | 12 | 12 | 10 | 10 | 8 | 8 | 6 | 6 |
| Normal/skew | Skew | Normal | Skew | Normal | Skew | Normal | Skew | Normal | Skew |
| Type | MQSXF | MCTXF | MCTSXF | MCDXF | MCDSXF | MCOXF | MCOSXF | MCSXF | MCSSXF |
| Magnetic <br> length [m] | 0.807 | 0.43 | 0.089 | 0.095 | 0.095 | 0.087 | 0.087 | 0.111 | 0.111 |
| Integrated <br> field [mT• $]$ <br> at 50 mm | 1000 | 86 | 17 | 25 | 25 | 46 | 46 | 63 | 63 |
| Coil aperture <br> [mm] | 150 | 150 | 150 | 150 | 150 | 150 | 150 | 150 | 150 |
| BS shape | Octagon | Octagon | Octagon | Octagon | Octagon | Octagon | Octagon | Octagon | Octagon |
| BS aperture <br> (H/V) [mm] | $118 / 118$ | $118 / 118$ | $118 / 118$ | $118 / 118$ | $118 / 118$ | $118 / 118$ | $118 / 118$ | $118 / 118$ | $118 / 118$ |
| Mechanical <br> tolerances <br> (R/H/V) [mm] | $0.6 / 1 / 1$ | $0.6 / 1 / 1$ | $0.6 / 1 / 1$ | $0.6 / 1 / 1$ | $0.6 / 1 / 1$ | $0.6 / 1 / 1$ | $0.6 / 1 / 1$ | $0.6 / 1 / 1$ | $0.6 / 1 / 1$ |

As already mentioned, protection devices are required for the new layout of the IR1 and IR5 regions. The current LHC layout has only a TAS in front of Q1, to protect this magnet from collision debris, and a TAN to protect D2 from the neutrals produced at the IP. For the HL-LHC, these two devices will have to be upgraded to withstand much larger luminosities. Furthermore, additional masks are envisaged to protect other magnets in the matching section. A summary of the characteristics of these devices can be found in Table 2-6.

Table 2-6: New absorbers for HL-LHC, all operating at 1.9 K. The orientation of the rectellipse aperture can be changed to optimize the mechanical aperture.

|  | Inner triplet <br> (single aperture) | Matching section <br> (two-in-one) |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Absorber | TAS | TAN | Mask D2 | Mask Q5 | Mask Q6 |
| Aperture | 1 | 2 | 2 | 2 | 2 |
| Type | TAXS | TAXN | TCLMA | TCLMB | TCLMC |
| $L[\mathrm{~m}]$ | 1.8 | 3.5 | 0.5 | 1.0 | 1.0 |
| Aperture separation [mm] | n/a | $149-159$ | 188 | 194 | 194 |
| Aperture (H/V) [mm] | $54 / 54$ | $80 / 80$ | $84 / 84$ | $44 / 57.8$ | $35.3 / 45.1$ |
| Mechanical tolerances (R/H/V) [mm] | $2 / 0.5 / 0.5$ | $0.6 / 1 / 1$ | $0.6 / 1 / 1$ | $0.6 / 1 / 1$ | $0.6 / 1 / 1$ |

Figure 2-4 shows example optics configurations for injection and collision. Several configurations can be provided apart from the nominal (i.e. round) optics.

Table 2-7 gives the main sets of $\beta^{*}$ values (including the optical parameters corresponding to the ion runs). Since IR2 and IR8 are running with increased strength of the triplets at injection, a so-called pre-squeeze has to be applied at top energy to reduce the strength of the triplets at constant value of beta function at the IP.

The transition between the various optical configurations has been studied in detail [42, 43]. The sequence of gradients during the squeeze is available, and will be used to perform first estimates of the hysteresis effects. Moreover, it will be possible to evaluate the time required to accomplish the squeeze, which is essential information to determine specifications for the required power converters. Work is in progress to address these two points; results are expected in the coming months.

Finally, it is worth mentioning additional studies that have looked at alternative layouts. Options have been studied based on triplets using $120 \mathrm{~T} / \mathrm{m}$ and $170 \mathrm{~T} / \mathrm{m}$ gradients [44, 45], and an additional Q7 for crab
cavity kick enhancements [46] without upgrading the matching section layout [47]. The latest results can be found in Ref. [48].

There are numerous constraints on the layout of components, arising from various considerations. The constraints and the associated issues are described in Chapter 15.


(b)

Figure 2-4: Optical functions at (a) injection and (b) collision. Note the different vertical scales: at collision, the beta functions in the triplets are large, to provide the low $\beta^{*}$ at the IP.

Table 2-7: Available optical configurations for the baseline layout. IR3 and IR7 are not reported here as they have static optics from injection to collision and do not take part in the ATS scheme. Some alternative configurations (other than the nominal) are also shown.

| Optics | IR1 | IR5 | IR2 | IR8 | IR4 | IR6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Injection | $\beta^{*}=6 \mathrm{~m}, \mathrm{inj}$. | $\beta^{*}=6 \mathrm{~m}$, inj. | $\beta^{*}=10 \mathrm{~m}$, inj. | $\beta^{*}=10 \mathrm{~m}, \mathrm{inj}$. | Inj. | Inj. |
| End of ramp | $\beta^{*}=6 \mathrm{~m}$ | $\beta^{*}=6 \mathrm{~m}$ | $\beta^{*}=10 \mathrm{~m}$ | $\beta^{*}=10 \mathrm{~m}$ | Inj. | Inj. |
| Pre-squeeze | $\beta^{*}=44 \mathrm{~cm}$ | $\beta^{*}=44 \mathrm{~cm}$ | $\beta^{*}=10 \mathrm{~m}$ | $\beta^{*}=3 \mathrm{~m}$ | Inj. | Inj. |
| Collision round | $\beta^{*}{ }_{\text {ATS }}=15 \mathrm{~cm}$ | $\beta^{*}{ }_{\text {ATS }}=15 \mathrm{~cm}$ | $\begin{aligned} & \beta^{*}=10 \mathrm{~m}, \mathrm{ATS} \\ & (3 \times, 3 \times) \end{aligned}$ | $\begin{aligned} & \beta^{*}=3 \mathrm{~m}, \mathrm{ATS} \\ & (3 \times, 3 \times) \end{aligned}$ | ATS $(3 \times, 3 \times)$ | ATS $(3 \times, 3 \times)$ |
| Collision ions | $\beta^{*}=44 \mathrm{~cm}$ | $\beta^{*}=44 \mathrm{~cm}$ | $\beta^{*}=50 \mathrm{~cm}$ | $\beta^{*}=50 \mathrm{~cm}$ | Inj. | Inj. |
| Collision VDM | $\beta^{*}=30 \mathrm{~m}$ | $\beta^{*}=30 \mathrm{~m}$ | In preparation | In preparation | Inj. | Inj. |
| Alternative configurations |  |  |  |  |  |  |
| Collision Flat | $\begin{aligned} & \hline \beta_{\mathrm{ATS}}^{*}= \\ & 7.5 / 30 \mathrm{~cm} \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline \beta_{\text {ATS }}^{*}= \\ & 30 / 7.5 \mathrm{~cm} \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline \beta^{*}=10 \mathrm{~m}, \\ & \text { ATS }(6 \times, 1.5 \times) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline \beta^{*}=3 \mathrm{~m}, \mathrm{ATS} \\ & (6 \times, 1.5 \times) \end{aligned}$ | ATS $(1.5 \times, 6 \times)$ | ATS $(1.5 \times, 6 \times)$ |
| Collision FlatHV | $\begin{aligned} & \hline \beta_{\text {ATS }}^{*}= \\ & 30 / 7.5 \mathrm{~cm} \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline \beta_{\text {ATS }}^{*}= \\ & 7.5 / 30 \mathrm{~cm} \end{aligned}$ | $\begin{aligned} & \beta^{*}=10 \mathrm{~m}, \\ & \operatorname{ATS}(1.5 \times, 6 \times) \end{aligned}$ | $\begin{aligned} & \beta^{*}=3 \mathrm{~m}, \mathrm{ATS} \\ & (1.5 \times, 6 \times) \end{aligned}$ | ATS $(6 \times, 1.5 \times)$ | ATS $(6 \times, 1.5 \times)$ |
| Collision sRound | $\beta^{*}{ }_{\text {ATS }}=10 \mathrm{~cm}$ | $\beta^{*}{ }_{\text {ATS }}=10 \mathrm{~cm}$ | $\begin{aligned} & \beta^{*}=10 \mathrm{~m}, \\ & \text { ATS }(4.5 \times, 4.5 \times) \end{aligned}$ | $\begin{aligned} & \beta^{*}=3 \mathrm{~m}, \text { ATS } \\ & (4.5 \times, 4.5 \times) \end{aligned}$ | ATS $(4.5 \times, 4.5 \times)$ | ATS $(4.5 \times, 4.5 \times)$ |
| Collision sFlat | $\begin{aligned} & \beta_{\text {ATS }}^{*}= \\ & 5 / 20 \mathrm{~cm} \end{aligned}$ | $\begin{aligned} & \beta_{\mathrm{ATS}}^{*}= \\ & 20 / 5 \mathrm{~cm} \\ & \hline \end{aligned}$ | $\begin{aligned} & \beta^{*}=10 \mathrm{~m}, \\ & \text { ATS }(9 \times, 4.5 \times) \end{aligned}$ | $\begin{aligned} & \beta^{*}=3 \mathrm{~m}, \\ & \text { ATS }(9 \times, 4.5 \times) \end{aligned}$ | ATS $(4.5 \times, 9 \times)$ | ATS $(4.5 \times, 9 \times)$ |
| Collision sFlatHV | $\begin{aligned} & \beta_{\mathrm{ATS}}^{*}= \\ & 20 / 5 \mathrm{~cm} \end{aligned}$ | $\begin{aligned} & \beta_{\text {ATS }}^{*}= \\ & 5 / 20 \mathrm{~cm} \\ & \hline \end{aligned}$ | $\begin{aligned} & \beta^{*}=10 \mathrm{~m}, \\ & \text { ATS }(4.5 \times, 9 \times) \\ & \hline \end{aligned}$ | $\begin{aligned} & \beta^{*}=3 \mathrm{~m}, \\ & \operatorname{ATS}(4.5 \times, 9 \times) \end{aligned}$ | ATS $(9 \times, 4.5 \times)$ | ATS $(9 \times, 4.5 \times)$ |

### 2.3.2 Target field quality and dynamic aperture

The dynamic aperture (DA) has been used since the initial steps of the design of the LHC [40] to determine the required field quality of the various magnet classes. For computation of the DA in the HL-LHC, particles are tracked over $10^{6}$ or $10^{5}$ turns, depending on whether beam-beam effects are included or neglected, respectively. The initial momentum co-ordinate is set to two-thirds of the bucket height ( $2.7 \times 10^{-4}$ and $7.5 \times 10^{-4}$ for collision and injection energy, respectively). Sixty implementations of the random components in the magnets, corresponding to sixty realizations of the LHC lattice, are considered in the numerical
simulations. Eleven phase space angles have routinely been used (although for special studies up to 59 values have been probed), while thirty particle-pairs per $2 \sigma$ amplitude step have been used. All these parameters have been specified during the design stage of the LHC. Since then, the amount of available computing power has increased, thanks to the increased CPU power of the CERN batch system and because of the use of volunteerbased computing resources [49]: this has enabled an increase of the number of directions considered in the studies, making the DA estimate more accurate. Note that the number of turns and random seeds affects the accuracy of the DA calculation, which is at least $0.1 \sigma$ in this case.

For reference, the multipole expansion used to describe the magnetic field is given as [40]:

$$
\begin{equation*}
B_{y}+i B_{x}=B_{\mathrm{ref}} \sum_{n=1}^{\infty}\left(b_{n}+\mathrm{i} a_{n}\right)\left(\frac{x+\mathrm{i} y}{r_{0}}\right)^{n-1}, \tag{2-5}
\end{equation*}
$$

where $B_{x}, B_{y}$, and $B_{\text {ref }}$ are the transverse magnetic field components and the reference field, respectively. The coefficients $a_{n}, b_{n}$ are the skew and normal field components, and $r_{0}$ is a reference radius. In the framework of the LHC studies the magnetic errors are split into three components, namely mean ( $S$ ), uncertainty ( $U$ ), and random $(R)$, such that a given multipole is obtained by:

$$
\begin{equation*}
b_{n}=b_{n_{S}}+\frac{\xi_{U}}{1.5} b_{n_{U}}+\xi_{R} b_{n_{R}} \tag{2-6}
\end{equation*}
$$

where $\xi_{U}, \xi_{R}$ are Gaussian-distributed random variables cut at $1.5 \sigma$ and $3 \sigma$, respectively. The $\xi_{U}$ variable is the same for all magnets of a given class, but changes from seed to seed and for the different multipoles. On the other hand, $\xi_{R}$ also changes from magnet to magnet.

The target value of the DA differs between injection and collision energies. At injection, where the beam-beam effects can be safely neglected, the focus is on the impact of magnetic field quality. For the LHC design [40], a target value of $12 \sigma$ (for a normalized emittance of $3.75 \mu \mathrm{~m}$ ) was assumed. The best model of the LHC, including the measured field quality of the magnets and the sorting of magnets, provides a DA slightly lower than $11 \sigma$ [50]. No signs of issues due to DA limitations have been observed during operation or dedicated studies in Run 1, although operation at high intensity has been conducted with beams with an emittance smaller than nominal ( $2-2.5 \mu \mathrm{~m}$ rather than $3.75 \mu \mathrm{~m}$ ).

At top energy, beam-beam effects cannot be neglected and the DA has to be evaluated, including both magnetic field imperfections and head-on and long-range beam-beam phenomena (see Section 2.4.2). Hence, the approach taken consists of probing the impact on DA of the field quality of the new magnets, asking that all new magnets have an impact on the DA that is in the shadow of the triplet quadrupoles. Eventually, the beam-beam effects are also included, providing the final DA value.

Studies for the field quality of the new magnets started from the top energy configuration and with an earlier version of the layout, namely the so-called SLHCV3.1b [32]. This allowed first estimates of the required field quality to be derived, which were then improved by including consideration of the injection energy, where the beam size reaches its maximum and the field quality is worse, due to the persistent current effect. The newer layout HLLHCV1.0 [33] has been used following its release.

In the numerical simulations consideration is made of the machine as built, i.e. the best knowledge of the measured magnetic errors is assigned to the magnets as installed, while, for the magnets that will be replaced according to the upgrade plans, the expected error table, with statistical assignment of errors, is used. This is the baseline configuration of the LHC ring to which magnetic field errors of other classes of magnets can be selectively added.

In these studies the acceptable minimum DA was set to about $10.5 \sigma$ at top energy, based on experience from the LHC. The DA calculation was performed using long-term tracking in SixTrack [51, 52], neglecting beam-beam effects. Determination of the required field quality based on DA computations is intrinsically a non-linear problem. The field quality obtained from electromagnetic simulations is used as an initial guess. Then, optimization of the field quality essentially involves determining the Jacobian of the DA as a function of the multipoles around the initial value of field quality. For this reason, it is of paramount importance to have
a reliable estimate of the expected field quality from detailed electromagnetic simulations and measurements (see Chapter 3). The resulting error tables can be found in the official optics repositories [53,54] and are also collected in Ref. [55].

The previous IT specifications at 7 TeV [56] were updated to take into account the additional IT correctors for $a_{5}, b_{5}, a_{6}$ errors. It is worth mentioning that in all the studies reported in this document, the IT correctors have been considered as ideal devices, i.e. exactly correcting the field quality of the IT and D1 magnets, without any error due to uncertainty in the transfer function of the correctors. These specifications will be referred to as IT_errortable_v66. An estimate of the D1 field quality is based on magnet design and referred to as D1_errortable_v1 [57]. Due to the evolution of the D2 dipole design, three versions of the D2 field quality were used in the study: these are referred to as D2_errortable_v3, _v4 [58], and _v5 [59]. The D2 low-order terms at 7 TeV are shown in Table 2-8. Estimates for the Q4 and Q5 magnets are based on a scaling of the measured field of the existing MQY quadrupole and referred to as Q4_errortable_v1 and Q5_errortable_v0, respectively.

Table 2-8: Evolution of low order terms of the estimated D 2 field quality at 7 TeV ( $r_{0}=35 \mathrm{~mm}$ ).

| $n$ | $a_{n s}$ | $a_{n U}$ | $a_{n R}$ | $b_{n s}$ | $b_{n U}$ | $b_{n R}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| D2_errortable_v3 |  |  |  |  |  |  |
| 2 | 0.0 | 0.679 | 0.679 | 65.0 | 3.000 | 3.000 |
| 3 | 0.0 | 0.282 | 0.282 | -30.0 | 5.000 | 5.000 |
| 4 | 0.0 | 0.444 | 0.444 | 25.0 | 1.000 | 1.000 |
| 5 | 0.0 | 0.152 | 0.152 | -4.0 | 1.000 | 1.000 |
| 6 | 0.0 | 0.176 | 0.176 | 0.0 | 0.060 | 0.060 |
| D2_errortable_v4 |  |  |  |  |  |  |
| 2 | 0.0 | 0.679 | 0.679 | 25.0 | 2.500 | 2.500 |
| 3 | 0.0 | 0.282 | 0.282 | 3.0 | 1.500 | 1.500 |
| 4 | 0.0 | 0.444 | 0.444 | 2.0 | 0.200 | 0.200 |
| 5 | 0.0 | 0.152 | 0.152 | -1.0 | 0.500 | 0.500 |
| 6 | 0.0 | 0.176 | 0.176 | 0.0 | 0.060 | 0.060 |
| D2_errortable_v5 |  |  |  |  |  |  |
| 2 | 0.0 | 0.679 | 0.679 | 1.0 | 1.000 | 1.000 |
| 3 | 0.0 | 0.282 | 0.282 | 1.0 | 1.667 | 1.667 |
| 4 | 0.0 | 0.444 | 0.444 | -3.0 | 0.600 | 0.600 |
| 5 | 0.0 | 0.152 | 0.152 | -1.0 | 0.500 | 0.500 |
| 6 | 0.0 | 0.176 | 0.176 | 2.0 | 0.060 | 0.060 |

The SLHCV3.1b collision optics features $\beta^{*}=15 \mathrm{~cm}$. The desired minimum DA (among all seeds and phase angles) at collision energy is about $10 \sigma$. Tracking simulations performed with the error table IT_errortable_v66 and without the D1, D2, Q4 and Q5 magnetic errors give $D A_{\min }=10.4 \sigma$, which is acceptable. Note that $D A_{\text {min }}$ stands for the minimum DA over all seeds and angles, while $D A_{\text {ave }}$ represents the minimum over all angles of the DA averaged over the seeds.

As a next step, the impact on DA of the field quality in the D1, D2, Q4 and Q5 magnets was verified. The Q4 and Q5 estimated magnetic errors produced negligible effect on the DA, hence their field quality is acceptable. Impact of the D1 estimated errors is mostly due to the relatively large allowed multipoles $b_{n_{S}}$. It is found that the largest DA reduction is caused by $b_{7 S}$ and $b_{9 S}$. The low-order D1 errors have negligible effect since they are compensated for by the included IT correctors of order $n$ between 3 and 6 . To reduce the impact of $b_{7 S}$ and $b_{9 S}$ while keeping them realistic, it is proposed to reduce them by a factor of 2 (to 0.2 and -0.295 , respectively) relative to D1_errortable_v1.

Two versions of the estimated D2 field quality were used for the SLHCV3.1b tracking: D2_errortable_v3 and D2_errortable_v4.These tables were produced during successive iterations of the field quality optimization. The $b_{2}$ to $b_{4}$ terms are rather large due to field saturation. These terms showed a strong impact on the DA. The $b_{2}$ affected the linear optics by increasing $\beta^{*}$, thus resulting in a too optimistic DA value. To avoid this effect,
the $b_{2}$ was set to zero for subsequent tracking campaigns, on the assumption that it can be reduced by appropriate design and that $\beta^{*}$ will be corrected after measurements. It is found that the $\mathrm{D} 2 b_{3}$ and $b_{4}$ have a strong effect on the DA. Effects of feed-down due to the orbit in the straight D1 and D2 magnets were found to be very small. To maintain the $D A_{\min }$ close to $10 \sigma, b_{3}$ and $b_{4}$ must be reduced by an order of magnitude relative to D2_errortable_v3. These terms had been, indeed, much improved in the updated error table, D2_errortable_v4 (see Table 2-8). Following the tracking results, the proposed further adjustment for D2_errortable_v4 is to reduce $b_{2}$ to about 1 unit and $b_{3 S}$ from 3.0 to 1.5. The resulting $D A_{\text {min }}$ and $D A_{\text {ave }}$ at 7 TeV , with all new magnet errors and adjustments, are $9.90 \sigma$ and $11.64 \sigma$, respectively, which is still acceptable.

The $\beta^{*}$ for SLHCV3.1b lattice at 450 GeV is 5.5 m , with peak beta functions in the IR magnets lower by a factor of 35 than those in the collision optics. Beam sizes in these magnets are also reduced even though the emittance is larger by a factor of 16 . Therefore, the impact of field errors of the new magnets will be much smaller, and the use of the IT correctors is a priori not needed: these results are confirmed by tracking studies. Hence, their field quality at injection based on the present estimates is acceptable. The resulting $\mathrm{DA}_{\text {min }}$ and $\mathrm{DA}_{\text {ave }}$ with all errors are $10.16 \sigma$ and $10.5 \sigma$, respectively, and are also acceptable. Another option of the injection optics, with $\beta^{*}$ of 11 m , was verified and showed very similar DA.

The injection DA, however, is about $1 \sigma$ smaller than the DA of the nominal LHC. Since it is not limited by the IR magnets, other improvements (e.g. in the arcs) may need to be considered. Possible options include a larger integer tune split and adjustment of the working point. Tune scans indicate an effect of the 7th order horizontal resonance close to the current tune ( $62.28,60.31$ ). Reducing the horizontal and vertical tunes by about 0.01 would increase the DA by about $0.5 \sigma$.

HLLHCV1.0 is the latest version of the HL-LHC lattice that has been considered in numerical simulations so far. Some of the differences relative to the SLHCV3.1b include: a longer IT with a lower gradient of $140 \mathrm{~T} / \mathrm{m}$ and higher peak beta function (7\%) at collision, adjusted orientation of magnets in the cryostat, new IT corrector positions, and different phase advance between IP1 and IP5. Using the previously optimized field quality of the new magnets, the collision DA of the HLLHCV1.0 lattice is reduced by about 1 $\sigma$ relative to the SLHCV3.1b, i.e. with $D A_{\min }$ and $D A_{\text {ave }}$ of $8.8 \sigma$ and $10.4 \sigma$, respectively. A stronger impact of the D2 $b_{3}$ and $b_{4}$ terms of the previously adjusted D2_errortable_v4 was noticed. Since $b_{3 S}$ had been already reduced in this table, the next step was to reduce $b_{4 S}$ by half. This improved the DA to $D A_{\text {min }}=9.1 \sigma$ and $D A_{\text {ave }}$ $=11.1 \sigma$. Further improvement was achieved when using the most recent D2 field estimate D2_errortable_v5 [59] (see Table 2-8), where the $b_{2}$ and $b_{3}$ terms are reduced at the expense of somewhat larger higher-order terms. In this case, $D A_{\text {min }}=9.8 \sigma$ and $D A_{\text {ave }}=12.5 \sigma$, as shown in Figure 2-5(a), which is acceptable and rather comparable to the DA of the SLHCV3.1b. The reasons for such noticeable improvement will need to be further analyzed.


Figure 2-5: DA of HLHCV1.0. (a) DA at 7 TeV with adjusted estimated field quality of new magnets. (b) DA at 450 GeV with estimated field quality of new magnets. The r.m.s. beam size is that corresponding to a normalized emittance of $3.75 \mu \mathrm{~m}$.

The $\beta^{*}$ at injection for HLLHCV1.0 is 6.0 m , comparable to SLHCV3.1b. The impact of the field errors in the new magnets on the DA was verified and found to be insignificant (similar to SLHCV3.1b). The resulting DA with all errors $\left(D A_{\min }=9.9 \sigma\right.$ and $\left.D A_{\text {ave }}=10.5 \sigma\right)$ is acceptable, see Figure 2-5(b).

Field quality and dynamic aperture studies will be pursued in the future along several lines, including:

- dedicated studies to assess the impact of field quality of IT, D1, D2, Q4 and Q5 on linear optics, knowing that the distortion of the optical parameters can stem from both the $b_{2}$ component and the feed-down from $b_{3}$ and $a_{3}$ via the crossing scheme bumps;
- dedicated studies (ongoing) to assess the maximum tolerable ripple in the power converters of the IT quadrupoles and magnets in the matching section [60];
- specification of crab cavity field quality: preliminary results [61-64] seem to indicate that the estimated field quality should be good enough to prevent any impact on the DA;
- assessment of the impact of fringe fields for the large aperture magnets, including the new IT quadrupoles and the separation dipoles.

Regarding fringe fields, the quadrupolar component has already been considered and found nonproblematic in Ref. [65]. Preliminary analytical results [66] indicate that, albeit small, the detuning with amplitude induced by the fringe fields is not completely negligible, thus calling for a second level of study. This should include long-term numerical simulations to study the non-linear effects generated. This opens the wide field of symplectic integration as, in the presence of 3D magnetic fields, the standard approach based on multipoles cannot be applied. Work is underway to study the best integration schemes and their implementation [67, 68], before starting the real numerical work.

### 2.4 Performance

### 2.4.1 Beam stability

The impedance in the HL-LHC, shown in Figure 2-6 [69], is not dramatically higher than in the LHC. Molybdenum-coated secondary collimators could decrease the total impedance by more than a factor of 2. However, special caution should be given to devices in high beta regions and unshielded elements.

(b)

Figure 2-6: (a) First estimate of the horizontal dipolar impedance of HL-LHC, including both crab cavities and beam-beam wire compensators. The vertical dipolar impedance is similar to the horizontal. (b) Longitudinal impedance.

Longitudinal instabilities are not expected to be an issue in the HL-LHC [70]. Single bunch measurements in the LHC at 4 TeV showed an intensity threshold at $1 \times 10^{11} \mathrm{p} / \mathrm{b}$, for an RF voltage of 12 MV and a longitudinal emittance of $1 \mathrm{eVs}(4 \sigma$ bunch length of 0.8 ns , scaled from the measurement of the full
width at half maximum). Scaling to HL-LHC parameters ( $16 \mathrm{MV}, 2.5 \mathrm{eVs}$ ) leads to an intensity threshold of $\sim 3.4 \times 10^{11} \mathrm{p} / \mathrm{b}$. A double RF system is therefore not needed for beam stability in the longitudinal plane. However, a high harmonic RF system [71-77] in bunch shortening mode could provide an additional margin for longitudinal stability; in bunch lengthening mode, by flattening the bunch profile, a high harmonic RF system could reduce intra-beam scattering (IBS) emittance growth rates, beam-induced heating, and pile-up density. A preliminary cavity design for the 800 MHz RF system exists [78]. Recently, the use of a low harmonic RF system in the LHC ( 200 MHz ) as the fundamental RF system has been suggested [79] since:

- it would allow to accept larger longitudinal emittance and therefore larger bunch population from the SPS after its upgrade;
- it could help to reduce IBS, beam-induced heating, and e-cloud effects;
- together with the existing 400 MHz RF system, it could be used for luminosity and pile-up levelling;
- it also has a beneficial effect for ions and the momentum slip-stacking scheme in the SPS [80].

A new design has been proposed for a compact superconducting cavity [81]. The compatibility of this scheme with 400 MHz crab cavities or the possibility of installing 200 MHz crab cavities needs to be studied further if this scenario is to be considered. Finally, the expected benefits of a double RF system should be weighed against the impedance increase and the possible reduced reliability.

Transverse instabilities are a concern based on the experience of the LHC Run 1, during which a transverse instability at the end of the betatron squeeze could not be cured [70]. While transverse mode coupling instabilities (TMCI) thresholds well exceed the nominal HL-LHC bunch population both at injection and at high energy, to achieve transverse single-beam stability the collimators will need to be coated with $5 \mu \mathrm{~m}$ of molybdenum [70], and the transverse damper must be able to damp coupled-bunch instabilities up to the maximum frequency ( 20 MHz ). Figure 2-7 shows the expected HL-LHC single-beam stability limits for different scenarios with a transverse damper. If the instabilities observed in 2012 are mainly single-bunch (and therefore beyond the range of the damper), we will not be able to stabilize the HL-LHC beams in the case of the standard material collimators and RF dipole crab cavities. However, beam stability could be recovered with molybdenum-coated collimators. This assumes that the transverse damper can damp all coupled-bunch modes otherwise we will not be able to stabilize the HL-LHC beams for any scenario. It is thus clear that the operation of the transverse damper is vital for HL-LHC. The situation improves with the negative polarity of the Landau octupoles but the results are qualitatively the same.

In Figure 2-7, stability thresholds are plotted versus transverse emittance, assuming the fully squeezed ATS optics (with $15 \mathrm{~cm} \beta^{*}$ in both planes) [25]. The high beta functions greatly enhance the impedance contribution from crab cavities compared to the un-squeezed flat-top situation. The design of the crab cavities has to be carefully evaluated and optimized with regard to the high-order modes (HOMs), to minimize the contribution to the coupled-bunch instabilities. The coupled-bunch modes will have to be stabilized by the transverse damper; the damper specifications will therefore have to be finalized once the design of the crab cavities is more advanced (at present, the impedance model of the crab cavities is quite coarse and needs to be improved). During the squeeze, the tune spread (providing Landau damping) could be increased if the ATS can be implemented starting from $\beta^{*}=2 \mathrm{~m}$, thanks to the enhanced beta functions in the arcs. This effect would improve very significantly the situation in terms of stability. In reality, the situation will be even less critical because of luminosity levelling, as the smallest $\beta^{*}$ will be reached only at a lower intensity. All these effects should be studied in more detail in the future.


Figure 2-7: Single-beam ( 25 ns ) intensity limit vs. transverse emittance with transverse damper (50turn damping time) at top energy, for a chromaticity $Q^{\prime} \sim 15$ for the two extreme cases (CFC collimators with ODU/SLAC crab cavities and Mo-coated collimators without crab cavities) and for positive polarity of the Landau octupoles.

With an additional 800 MHz RF system, the bunch-shortening mode should be preferred from the point of view of transverse beam stability as, even at low chromaticity, beam stability could be reached [70]. However, the operating mode that has been envisaged until now is bunch lengthening to create flat bunches; for that reason alternative scenarios (e.g. bunch flattening by band-limited RF phase noise on the main 400 MHz system) should be studied.

The effect of the electron cloud on beam stability still needs to be assessed. Induced heat loads from the electron cloud are discussed in Section 2.4.3.

Based on experience from LHC Run 1, the interplay between impedance, Landau octupoles, and beambeam is expected to play an important role in defining the stability limits. A first estimate of the stability diagram for the fully squeezed optics ( $\beta^{*}=15 \mathrm{~cm}$ ) in the presence of both octupoles and long-range beambeam can be found in Ref. [82]. The stable region with octupoles only increases for $\beta^{*}$ below 40 cm , and is about 2.5 times larger with the ATS compared to the nominal optics, due to the larger beta functions at the octupoles. As is the case for the LHC, negative octupole polarity (negative amplitude detuning) is preferred for single-beam stability. On the other hand, compensation between negative amplitude detuning from the octupoles and positive amplitude detuning from long-range beam-beam leads to a reduction of the stable region during the squeeze [83]. Below a certain beam-beam separation, positive octupole polarity starts to give larger stable regions and is therefore preferred. Some details of the simulation still need to be checked. However, the proposed operational scenario for the HL-LHC is first to bring the beams into collision, and then to squeeze. By taking advantage in this way as soon as possible of the large amount of Landau damping provided by headon beam-beam interactions, this should remove possible instability issues arising from long-range beam-beam during the betatron squeeze, while keeping negative octupole polarity (which is better for single-beam stability).

### 2.4.2 Beam-beam effects

The beam-beam interaction is known to be an important factor limiting the performance reach of present particle colliders. Two of the most significant effects of beam-beam interactions are: (i) the induced particle
losses that decrease the beam lifetime, create a high background load for physics experiments, and elevated heat and radiation load on the collimation system; and (ii) the degradation of beam quality manifesting itself through the beam size blow-up that decreases the luminosity delivered to particle physics experiments.

Owing to the extensive theoretical and simulation campaign during the design of the LHC collider, the beam-beam effects in the present machine are well controlled [84]. However, the HL-LHC represents a quantitative as well as a qualitative leap into unknown territory with respect to beam-beam effects. The baseline configuration makes use of some novel concepts that have not so far been used to their full extent in hadron colliders, and thus require careful evaluation. The concepts related to beam-beam effects are: (i) luminosity levelling by variation of the beta function at the IPs; (ii) tilting bunches in the main IPs with the use of RF crab cavities; (iii) significantly high value of the head-on beam-beam tune shift.

Hence, the expected impact of beam-beam interactions on HL-LHC machine performance has been evaluated in order to provide an insight into possible limitations. The studies were mostly performed with the use of the weak-strong approximation and employed the SixTrack and Lifetrack codes, which have been successfully used for the design and optimization of past and existing colliders [85, 86]. Both codes are capable of calculating the area of stable motion in phase space (the dynamic aperture), and hence a direct comparison of the results is possible. The performance reach for weak-strong codes is a few million turns, which is equivalent to a few minutes of machine time. Where necessary, strong-strong simulations with BeamBeam3D, COMBI and a code by K. Ohmi [87-99] were carried out.

In the evaluation of the HL-LHC, the criteria used for establishing satisfactory beam dynamics behaviour were the same as in the LHC design study. In particular, the target value for the one-million turn DA was $6 \sigma$ (for the nominal HL-LHC emittance of $2.5 \mu \mathrm{~m}$ ) or more. The motivation for the choice of such a margin is explained in Ref. [85]. In short, the beam-beam driven diffusion at small amplitudes is quite slow, and the $10^{6}$ turns of tracking typically does not represent the real long-term stability boundary. In the majority of studies, the $6 \sigma$ DA corresponds to a true stability boundary of about $4 \sigma$ with the appearance of chaotic spikes [85]. Benchmarking of the simulations with machine studies seem to indicate that losses and reduction of beam lifetime start to appear only at values of the crossing angle for which the simulated dynamic aperture is as low as $4 \sigma$ [89, 90]. However, it must be noted that other studies indicate that the simulations of the dynamic aperture of the installed LHC overestimate the dynamic aperture by 20-30\% [94].

In the baseline HL-LHC scenario ( 25 ns spacing), bunches will begin colliding with $2.2 \times 10^{11} \mathrm{p} / \mathrm{b}$ and transverse normalized emittance of $2.5 \mu \mathrm{~m}$. The bunches will be tilted by crab cavities at each of the two main IPs to ensure head-on collisions despite the trajectories crossing at an angle. The luminosity will be levelled at the constant value of $5 \times 10^{34} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$ by varying the beta function from $\sim 69 \mathrm{~cm}$ at the beginning of the fill to 15 cm at the end, in the case of constant crossing angle of $590 \mu \mathrm{rad}$. Assuming negligible transverse emittance growth, the separation of beams at parasitic crossings will thus vary from $26 \sigma$ at the beginning of the fill to $12.5 \sigma$ at the end. Hence, from the point of view of beam-beam effects, three stages can be distinguished over the course of a fill.

- Beginning of fill ( $\beta^{*}=69 \mathrm{~cm}, N=2.2 \times 10^{11} \mathrm{p} / \mathrm{b}$ ): weak long-range interactions ( $26 \sigma$ separation) and strong head-on interactions, characterized by beam-beam tune shift $\xi=0.031$ (assuming head-on collisions in LHCb), determined by beam brightness $B \sim N / \varepsilon$. Since optics with $\beta^{*}=69 \mathrm{~cm}$ were not readily available, simulations were performed with $\beta^{*}=40 \mathrm{~cm}$, which, with the nominal initial intensity, corresponds to a significantly enhanced beam-beam effect (worst-case scenario). The bunch intensity at the specified levelled luminosity is $N=1.7 \times 10^{11} \mathrm{p} / \mathrm{b}$.
- Middle of fill ( $\left.\beta^{*}=33 \mathrm{~cm}, N=1.5 \times 10^{11} \mathrm{p} / \mathrm{b}\right)$ : appreciably large long-range and head-on interactions.
- End of fill $\left(\beta^{*}=15 \mathrm{~cm}, N=1.1 \times 10^{11} \mathrm{p} / \mathrm{b}\right)$ : weak head-on $(\xi=0.015$ due to the particle burn-off in collisions) and relatively strong long-range ( $12.5 \sigma$ separation).

All simulations were performed with lattice version SLHCV3.1b. In addition to IR1 and IR5, the beams also collide with a finite angle at IR8 (LHCb), which further enhances the negative impact of the head-on
beam-beam effects on the dynamics. The long-range effects are weaker thanks to the beneficial effects of the $\beta^{*}$ levelling [92]. Multipole errors in the IR magnets were included in the simulations as specified in Ref. [94]. A parametric study was performed to establish the robustness of the baseline HL-LHC scenario [93] and in order to determine the optimal crossing angle. Figure 2-8 shows the dependence of the minimum DA value on the crossing angle at IP1 and IP5 for different bunch intensities. The dashed lines indicate the minimum target DA and the nominal crossing angle. For the operational cases described above, the DA is always largely above $6 \sigma$.


Figure 2-8: Minimum DA for (a) $\beta^{*}=40 \mathrm{~cm}$ optics and (b) $\beta^{*}=15 \mathrm{~cm}$ optics as a function of crossing angle for different bunch intensities. The r.m.s. beam size corresponds to a normalized emittance of 2.5 $\mu \mathrm{m}$.

Pacman effects [95, 97] have been evaluated and shown not to have a significant impact on DA and luminosity. The pacman effects are expected to be strongest at the end of the fill ( $\beta^{*}=15 \mathrm{~cm}$ ), and will be weaker than the nominal LHC case due to a larger beam-beam separation ( $12.5 \sigma$ compared to $9.5 \sigma$ ). With an intensity of $N=1.1 \times 10^{11} \mathrm{p} / \mathrm{b}$ and a long-range beam-beam separation of $12.5 \sigma$ one expects a maximum offset at IP1 and IP5 of about $0.15 \sigma$. The spread over the bunch train is of the same order, $0.1-0.2 \sigma$. The long-range variations at IP1 and IP5 result in a very small asymmetry in the tune footprint, and no impact on long-term tracking has been noticed [93].

The results of weak-strong simulations confirm the robustness of the baseline HL-LHC scenario with respect to beam lifetime and particle losses, and suggest that a significant margin exists that would allow either a decrease of the crossing angle to approximately $450 \mu \mathrm{rad}$, or operation at higher values of levelled luminosity [95].

Beam-beam effects can induce beam emittance growth and related luminosity lifetime degradation via a variety of mechanisms. Weak-strong simulations of multi-particle bunches were used to evaluate the emittance growth due to beam-beam related betatron resonances. The results predict that the luminosity lifetime due to beam-beam effects will be more than 80 h even in the worst case [98]. A more significant mechanism of emittance degradation can be related to the interplay between the nonlinearity of the beambeam interaction and various sources of noise. In particular, the phase errors of crab cavities and the ripple of dipole magnet power supplies lead to fluctuations in beam-beam separation. Strong-strong beam-beam simulations have been carried out for the HL-LHC parameters with a large crossing angle and crab cavity compensation [99, 100]. A detailed damper model was included in the simulations. Both $\beta^{*}$ levelling and crab cavity levelling were simulated including crab cavity noise and dipole power supply ripple [100]. For white random phase noise in the crab cavities, simulations suggest that the r.m.s. noise amplitude should be kept around the level of $3 \times 10^{-5}$ rad in order to maintain a luminosity lifetime of 24 h . This tolerance limit might over-estimate the crab cavity phase noise level since the real phase error will have some spectral distribution different from white noise. For the present studies the spectrum was sampled at a number of frequencies near the betatron frequency. Simulations suggest that strong emittance growth would occur with noise frequencies near the fractional tune of 0.30 and 0.31 . The phase errors with those frequencies should be kept as small as possible. The 600 Hz dipole noise was found to have negligible effect on the beam emittance

### 2.4.3 Beam-induced heat load on the cryogenic system

Both impedance and the e-cloud induce heat loads on the cryogenic system [70]. The impedance-induced heat loads with the HL-LHC beam parameters [14] for several key systems are summarized in Table 2-9. In the analysis it is assumed that no forward physics detectors (e.g. ALFA and TOTEM) will be installed during the HL-LHC era. The impedance-induced heat loads for the different types of beam screens vs. temperature are summarized in Table 2-10.

Electron cloud effects should be mitigated by beam-induced scrubbing in the arcs (experience from Run 2 will be vital in that respect) and by low secondary emission yield (SEY) coatings and/or clearing electrodes in the new insertion regions, intended to keep the heat loads within the cooling capacity [70]. Similar actions will be required for the beam screen of the triplets/D1 in IR2 and IR8.

Figure 2-9 shows the heat load from the e-cloud vs. bunch intensity for both an arc dipole and an arc quadrupole, for different SEYs. Provided that a low SEY is achieved, the increased bunch intensity should be acceptable for heat load, but the effect on the beam stability still needs to be assessed. The aim of the scrubbing run is to reach a SEY of $\sim 1.3$ in the arc main magnets: this applies for both LHC and HL-LHC, because the dependence of the SEY threshold on bunch intensity in the dipoles is weak. It is worth noting that the quadrupoles have a threshold below 1.1, which cannot be reached by scrubbing. The detrimental effects of the electron cloud in the LHC (heat load in cold regions and emittance blow-up) can be partly mitigated by using specially conceived filling patterns. The underlying idea is to use the flexibility of the injector complex to build bunch trains in LHC with long enough gaps interspersed, to prevent the build-up of an electron cloud along the beam. An alternative scenario (referred to as $8 \mathrm{~b}+4 \mathrm{e}$ ) based on beams with 25 ns spacing has been conceived to reduce the electron cloud effects in the HL-LHC, if needed, in its initial phase of operation following the upgrade [101] and has been considered as part of the HL-LHC operational scenarios [3]. Operation with a 200 MHz main RF system would allow for longer bunches and would have a positive impact also on the e-cloud [79]. The impact of the bunch length on the e-cloud will be studied experimentally during the coming Run 2 (e.g. to reduce emittance blow-up at low energy).

Table 2-9: Summary of the impedance-induced heat load computations for several key systems

| Element | Expected heat load [W] | Conclusion/comment |
| :--- | :--- | :--- |
| Equipment with RF <br> fingers [102] | Negligible for conforming RF fingers. | Robust mechanical and quality control required <br> during the installation phase. |
| Experimental beam <br> pipes (resonant <br> modes) [103-107] | ATLAS: no significant mode <br> expected. <br> ALICE: potentially* more than 1 kW. <br> CMS: potentially* more than 350 W. <br> LHCb: potentially* more than 250 W. | During Run 2, the temperature should be closely <br> monitored in the large-diameter regions of ALICE, <br> CMS, and LHCb. The impact of these potential <br> expected heat loads on hardware integrity and <br> outgassing should be assessed. |
| All types of beam <br> screens [104] and <br> Table 2-10 | See Table 2-10, where the power <br> losses have been computed vs. <br> temperature (between 20 K and 70 K). | The effects of the beam screen longitudinal weld, the <br> two counter-rotating beams, and the magneto- <br> resistance have been taken into account. Decoupling <br> of the cryogenics for the IR elements and the RF will <br> provide more margin for acceptable heat load in the <br> arcs. |
| Triplet beam <br> position monitors <br> [109] | $\sim 0.2 \mathrm{~W} / \mathrm{m}$ for the (most critical) 50 ns <br> beam. | This assumes no interferences between the two <br> beams’ electromagnetic fields (worst case) and <br> copper coating. |
| New collimators <br> with integrated <br> BPMs and ferrites <br> [110] | $\sim 100$ W (of which $\sim 5 \mathrm{~W}$ to 7 W <br> would be dissipated in the ferrites, and <br> $\sim 4 ~ \mathrm{~W}$ to 6 W in the RF fingers). | More thorough simulation studies as well as bench <br> measurements are under way to confirm these <br> results. This should be acceptable. |
| Injection kickers <br> (MKIs) [111, 112] | Between $\sim 125 \mathrm{~W} / \mathrm{m}$ and $\sim 191 \mathrm{~W} / \mathrm{m}$ <br> (based on measurements of 9 MKIs | It is of the order of heat loads estimated with pre-LS1 <br> parameters for the old MKI8D (i.e. before the third |


|  | upgraded to have the full complement <br> of 24 screen conductors). For <br> comparison, most of the MKIs before <br> LS1 had a power deposition of <br> $\sim 70$ W/m (which did not limit LHC <br> operation). | Technical Stop of 2012) which had a 90 ${ }^{\circ}$ twist in the <br> screen conductors and that had a power deposition of <br> $\sim 160$ W/m, based on measurements of impedance <br> during LS1. This required significant time to cool- <br> down after physics fills. For the HL-LHC we are <br> looking at: (i) further reducing the power deposition; <br> (ii) improving the cooling; (iii) using high Curie <br> point ferrites. |
| :--- | :--- | :--- |
| Crab cavities [113] | In the multi kW range if the <br> longitudinal modes overlap with beam <br> harmonic frequencies. | The design should allow detuning the longitudinal <br> modes from multiples of 20 MHz by $\sim 0.5 \mathrm{MHz}$. |
| Injection protection <br> dump (TDI) [106] | The present design already suffers <br> from beam-induced heating (in the <br> kW range for the injection settings) <br> with nominal LHC parameters due to <br> inefficient cooling. | The present design of the TDI is not compatible with <br> the HL-LHC parameters and a new design is being <br> studied, with installation foreseen for LS2. |
| Synchrotron <br> radiation monitor <br> (BSRT) [114] | The power deposited in the ferrite <br> absorbers (heated at $\sim 250^{\circ} \mathrm{C}$ to 350 ${ }^{\circ} \mathrm{C}$ <br> according to simulations and <br> measurements) during 2012 operation <br> could not be efficiently transferred, <br> leading to damage. | A new design is being studied and installed during <br> LS1. The usability of this design for HL-LHC will <br> need to be assessed after LS1. |

*If the longitudinal modes overlap with beam harmonic frequencies.
Table 2-10: Impedance-induced heat loads for the different types of beam screens (including the effects of the longitudinal weld, two counter-rotating beams, and the magneto-resistance) vs. temperature: values are given for the 25 ns beam and for the 50 ns beam (in parentheses).

| Power loss [W/m] | $\mathbf{2 0} \mathbf{K}$ | $\mathbf{3 0} \mathbf{~ K}$ | $\mathbf{4 0} \mathbf{K}$ | $\mathbf{5 0} \mathbf{K}$ | $\mathbf{6 0} \mathbf{K}$ | $\mathbf{7 0} \mathbf{K}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Q1 (49 mm, 6.9 T) | $0.23(0.28)$ | $0.24(0.31)$ | $0.28(0.35)$ | $0.34(0.43)$ | $0.40(0.51)$ | $0.47(0.59)$ |
| Q2-Q3 $(59 \mathrm{~mm}, 8.3 \mathrm{~T})$ | $0.19(0.24)$ | $0.20(0.26)$ | $0.23(0.29)$ | $0.28(0.35)$ | $0.33(0.42)$ | $0.38(0.49)$ |
| D1 (59 mm, 5.6 T) | $0.17(0.22)$ | $0.19(0.24)$ | $0.22(0.28)$ | $0.27(0.34)$ | $0.32(0.41)$ | $0.38(0.48)$ |
| D2 (42 mm, 4.5 T) | $0.25(0.32)$ | $0.27(0.34)$ | $0.32(0.40)$ | $0.39(0.50)$ | $0.47(0.59)$ | $0.54(0.69)$ |
| Q4 (32 mm, 3.7 T) | $0.34(0.43)$ | $0.37(0.47)$ | $0.44(0.56)$ | $0.54(0.68)$ | $0.64(0.81)$ | $0.74(0.94)$ |
| Q5 (22 mm, 4.4 T) | $0.59(0.74)$ | $0.63(0.80)$ | $0.72(0.91)$ | $0.86(1.09)$ | $1.01(1.28)$ | $1.16(1.46)$ |
| Q6 (17.7 mm, 3.5 T) | $0.79(0.99)$ | $0.84(1.06)$ | $0.96(1.22)$ | $1.14(1.44)$ | $1.32(1.68)$ | $1.51(1.91)$ |
| Q7 (17.2 mm, 3.4 T) | $0.82(1.03)$ | $0.87(1.11)$ | $1.00(1.26)$ | $1.18(1.49)$ | $1.37(1.74)$ | $1.56(1.98)$ |
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Figure 2-9: Heat load from e-cloud in the arc main magnets as a function of bunch intensity and SEY
Figure 2-10 shows the expected heat load along the triplet in IP1 and IP5 for different SEY values. The least efficient build-up (lower heat load) occurs at the locations of the long-range encounters (vertical dashed
lines). Note that the values in the D1 dipole are comparable to or higher than the values in the quads. The comparison of the heat load from the e-cloud for the current LHC and the future HL-LHC triplets shows that the larger bunch population and larger chamber size lead to a larger heat load by a factor $\sim 3$, for the HL-LHC [69] (for the same SEY, a similar energy of multipacting electrons, and a larger number of impacting electrons). For IP2 and IP8, scaling the results also leads to an increase of the heat load from the e-cloud by a factor ~3, but detailed simulations remain to be done. Unlike IP1 and IP5, the cryostats in IP2 and IP8 already include D1 (about 10 m long).


Figure 2-10: Heat load from the e-cloud along the future HL-LHC triplets
Understanding e-cloud build-up in the matching section requires the study of a large number of configurations (beam screen shape and dimensions, magnetic field configuration, beam size, beam position, etc.). Parametric studies will be performed to assess which of these dependencies strongly impact e-cloud build-up. Some preliminary simulations revealed that the beam size and the magnetic field have a small but non-negligible impact. The next step will be to try and disentangle these two effects. The effect of the beam position will then have to be studied in detail.

### 2.4.4 Luminosity performance

The peak performance at 7 TeV has been estimated in Table 2-1. The estimate of the integrated luminosity requires determining the luminosity evolution during a fill. The beam intensity evolution has been evaluated taking into account burn-off due to luminosity considering a total cross-section of 100 mb [115, 116], and an additional (unknown) source of intensity loss with a lifetime of 200 h (based on experience during 2012 [117]).

The emittance evolution has been determined including: intra-beam scattering (IBS) (based on Run 1 experience, no coupling has been assumed); radiation damping; and an additional (unknown) source of vertical emittance blow-up with a lifetime of 40 h (based on observations during Run 1). A finite difference method in steps of 5 min has been implemented to model the intensity evolution and the evolution of the IBS lifetime as a function of the bunch population. Figure 2-11, Figure 2-12 and Figure 2-13 show the evolution of the main parameters for two cases of levelling, corresponding to a pile-up of 140 and 210, for the standard filling scheme with parameters listed in Table 2-1. In the estimates the worst case scenario (with respect to the head on beambeam tune spread) of $\beta^{*}$ levelling in IP1, IP5, and IP8 has been considered. Full compensation of the crossing angle by crab cavities has been included for IP1 and IP5. The crossing angle is assumed to be constant during the fill. Alternative (or complementary) luminosity levelling scenarios include:

- crossing angle variation to increase the geometric reduction factor at the beginning of the fill;
- crab cavity RF voltage variation to have a partial crossing angle compensation at the beginning of the fill;
- dynamic bunch length reduction;
- controlled variation of the transverse separation of the two colliding beams.

Options 1 and 2 have the disadvantage of increasing the line pile-up density at the start of the fill.
The performance estimates for the two cases considered (pile-up 140 and 210) are listed in Table 2-11. The parameters used for the estimates of the HL-LHC integrated performance are listed in Table 2-12. The operation at the higher pile-up limit is appealing because it allows higher integrated luminosity while keeping the optimum fill length to values already obtained in 2012; however, in this case, the maximum pile-up density exceeds the target pile-up density limit of 1.3 events $/ \mathrm{mm} /$ crossing. This could be reduced by increasing the bunch length. A more elegant solution could be provided by the crab-kissing scheme [16] and/or by the implementation of flat-beam optics with a smaller crossing angle (provided that long-range effects can be kept under control, perhaps by the implementation of long-range compensation schemes). These alternative scenarios will be described below.

Table 2-11: Integrated performance estimate for levelling scenarios at pile-up levels of 140 (PU 140) and 210 (PU 210) events/crossing, respectively.

|  | Levellin <br> g time <br> [h] | Optimum <br> fill length <br> [h] | Integrated Lumi $\left[\mathbf{f b}^{\mathbf{- 1} / \mathbf{y}]}\right.$ <br> for $\boldsymbol{\eta}=\mathbf{5 0 \%}$, optimum <br> fill length <br> IP1/IP5/IP8/IP2 | Maximum mean <br> pile-up density <br> [events/mm/ <br> crossing] in <br> IP1/IP5 | Maximum mean <br> pile-up <br> [events/ crossing] in <br> IP1/IP5 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| PU 140 | 8.1 | 9.4 | $261 / 8.9 / 0.105$ | $1.25 / 140$ | 140 |
| PU 210 | 4.25 | 6 | $331 / 7.8 / 0.092$ | $1.81 / 210$ | 210 |

Table 2-12: Parameters assumed for HL-LHC performance estimate

| Scheduled physics time for p-p luminosity production/year $\left(\boldsymbol{T}_{\text {phys }}\right.$ ) [days] | $\mathbf{1 6 0}$ |
| :--- | :--- |
| Minimum turnaround time [h] | 3 |
| Performance efficiency - goal [\%] | 50 |
| Pile-up limit IP1/IP5 [events/crossing] | $140 / 200$ |
| Pile-up limit IP8 [events/crossing] | 4.5 |
| Pile-up density limit - IP1/IP5 [events/mm/crossing] | 1.3 |
| Visible cross-section IP1/IP2/IP5 [mb] | 85 |
| Visible cross-section IP8 [mb] | $75[118]$ |



Figure 2-11: Evolution of Luminosity, pile-up and pile-up density assuming levelling at 140 events/crossing ( $\mathrm{a}, \mathrm{c}, \mathrm{e}$ ) and 210 events/crossing (b, d, f) in IP1 and IP5. The small effects of RF curvature in the crab cavities is not included.


Figure 2-12: Evolution of $\beta^{*}$, emittance and long-range beam-beam normalized separation ( $d_{\mathrm{bb}}$ ) for levelling at 140 ( $\mathrm{a}, \mathrm{c}, \mathrm{e}$ ) and at 210 events/crossing ( $\mathrm{b}, \mathrm{d}, \mathrm{f}$ ) in IP1 and IP5.


Figure 2-13: Evolution of $\beta^{*}$ in IP8, head-on beam-beam tune spread assuming levelling at 140 events/crossing ( $\mathrm{a}, \mathrm{c}$ ) and at 210 events/crossing (b, d) in IP1 and IP5.

### 2.5 Variants and options

The HL-LHC project includes the study of various alternatives to the present baseline configuration with the aim either of improving the potential performance of the machine or of providing options for addressing possible limitations or changes in parameters (see Figure 2-14).


Figure 2-14: Performance expectation of different alternatives. The red markers represent the baseline scenarios (flat or round) for different target of total pile-up (140 and 200 events per crossing). In the case of the crab cavities are absent (black marker) annual integrated luminosity could be recovered by using flat optics for an increase of the peak pile-up density that can be limited with long-range compensators. The crab-kissing scheme (magenta markers) on the other hand offers the target annual luminosity with the means to control the pile-up density and to reduce it considerably with respect to the nominal scheme. Peak pile-up density can also be levelled with $\beta^{*}$ (magenta markers). If e-cloud effects needs to be mitigated, a 200 MHz RF system or the $8 \mathrm{~b}+4 \mathrm{e}$ filling schemes (green and blue markers) could be deployed.

### 2.5.1 Pile-up density management

The crab-kissing scheme ( $[16,119]$ and references therein) would allow either improvement of the data quality by reducing the peak pile-up density at a constant integrated luminosity, or an increase of the integrated luminosity at constant total pile-up or levelled luminosity (see orange markers in Figure 2-14). At present, implementation of the crab-kissing scheme would require changes to the layout of the crab cavities, to allow bunch deflections in different planes. Also, a flat optics with beam-beam long-range compensator would need to be implemented. These changes are not completely compatible with the nominal scheme because the crab cavity voltage is insufficient to provide the required deflections in both planes; however new optics solutions are being explored to keep the crab-kissing scheme and the nominal configuration mutually compatible.

If crab kissing is not available it would still be possible to level peak pile-up density using $\beta^{*}$ with different total pile-up targets (see magenta markers in Figure 2-14). In this scenario a flat longitudinal profile is assumed to be reachable through use of a second harmonic RF system or phase modulation as in the case of crab kissing. In the absence of flat longitudinal profiles one could expect an increase in the peak pile-up of about 10\%.

### 2.5.2 Alternative scenarios

A compact 200 MHz RF system could be installed ([79] and references therein) in the LHC, potentially allowing an increase in the injected intensity from the SPS, although further studies are needed to confirm what could be achieved. Such a system, together with a 400 MHz system, could offer the means to increase the bunch length (e.g. 15 cm ) to reduce electron cloud effects, reduce IBS growth rates, and provide flat longitudinal bunch charge density (see green markers in Figure 2-14).

If the e-cloud severely limits the beam current with 25 ns bunch spacing, the $8 \mathrm{~b}+4 \mathrm{e}$ [79] filling scheme would allow comparable beam current at the cost of lower levelled luminosity with constant total pile-up. The $8 \mathrm{~b}+4 \mathrm{e}$ scheme can provide about $2.3 \times 10^{11} \mathrm{p} / \mathrm{b}$ with 1900 bunches [3], halfway between the corresponding 50 ns and 25 ns configurations, and therefore resulting in a performance reach between those two extremes (see blue markers in Figure 2-14).

In the absence of crab cavities, it may still be possible to implement some measures to limit the loss of performance [20]. By increasing $\beta^{*}$ in the crossing plane and decreasing it in the separation plane, one could limit the impact of the geometric reduction factor thanks to the reduction of the necessary crossing angle (see rightmost black marker in Figure 2-14). However, a large crossing angle in units of $\sigma$ is still needed (12 $\sigma$ for the lower $\beta^{*}=30 \mathrm{~cm}$ ) because of the partial loss of the IR1/IR5 long-range beam-beam (LRBB) interaction compensation (i.e. passive compensation from the non-symmetric alternating crossing between IP1 and IP5). However, an LRBB compensator could potentially allow $10 \sigma$ separation, therefore restoring the luminosity compared to the nominal scenario at the cost of some increase in pile-up density (see the leftmost black marker in Figure 2-14). Similarly, a staged upgrade scenario for which the replacement of the matching section is postponed (see Refs. [120, 47] and references therein) could still benefit from flat beam optics, although with a limited reach of $\beta^{*}$ in the non-crossing plane (about 20 cm ) but with the potential of reaching about $170 \mathrm{fb}^{-1}$ per year (see dark yellow markers in Figure 2-14). In this context, a design for a movable TAXN that could be adapted to different $\beta^{*}$ values would offer the best radiation protection for the downstream elements in all these scenarios, regardless of the chosen optics configurations.

### 2.6 The HL-LHC as a nucleus-nucleus collider

The LHC's second major physics programme provides nucleus-nucleus collisions to ALICE, CMS and ATLAS, and proton-nucleus collisions to these three experiments and, in addition, to LHCb. The overall goal of the programme is ultimately to accumulate $10 \mathrm{nb}^{-1}$ of $\mathrm{Pb}-\mathrm{Pb}$ luminosity during the whole LHC operating period after Run $2[80,121]$. The $\mathrm{p}-\mathrm{Pb}$ requirement will be for approximate equivalence in terms of integrated nucleon-pair luminosity [80, 122, 123]. The heavy-ion programme may also require short p-p runs at specific energies to provide reference data; the luminosity requirement will be similar (see 16.6). Nuclei other than
${ }^{208} \mathrm{~Pb}^{82+}$ have not been requested by the experiments but remain as possible options with potential performance to be evaluated.

The heavy-ion luminosity upgrade aims at increasing integrated rather than peak luminosity and is therefore focused mainly on injecting the maximum beam current possible. With the expected upgrade to remove the event rate limit of the ALICE experiment, luminosity levelling will no longer be a necessity but may be employed to mitigate the rapid luminosity decay due to the large electromagnetic cross-sections [80, 124]. Low values of $\beta^{*}$ are required at three or four interaction points so the ATS will not be used. The main elements of the heavy-ion luminosity upgrade should be in place a few years before those of the proton-proton part of the project.

Upgrades to the heavy-ion injector chain [125] would normally aim to increase the number of bunches and the intensity per bunch, but these two quantities are not independent. Injecting long trains from the SPS lengthens the injection plateau in the SPS, subjecting some bunches to higher losses from the effects of intrabeam scattering, space charge, and RF noise [126]. On the other hand, injecting a larger number of short trains from the SPS increases the average bunch intensity but leaves more gaps in the LHC bunch train and increases the LHC's injection time, reducing overall efficiency and subjecting some bunches to more emittance growth at LHC injection. In all cases, there is a broad distribution of bunch parameters in collision in the LHC. Optimization of the injection and filling schemes has to take all these interdependencies into account [126] and will likely have to be done anew each year as a function of injector performance.

The present performance estimates are nevertheless based on an injection scheme that assumes that the maximum 12 PS batches of four bunches are assembled into a batch in the SPS, with a 50 ns bunch spacing achieved by slip-stacking. This is repeated 26 times to assemble a train of 1248 bunches in the LHC (practical filling scheme details will reduce this by some percent, depending on the experiment) and yielding a distribution of individual bunch-pair luminosities at the start of colliding beams as shown in Figure 2-15. Simulation of the evolution of these individual bunches, taking into account luminosity burn-off, IBS, and radiation damping [126] leads to the total luminosity shown in Figure 2-16. Depending on the turnaround time (between beam dump and the next declaration of stable beams for physics), the fill length can be optimized to give the ideal average daily luminosity shown.


Figure 2-15: Initial luminosity for each colliding bunch pair along the full train in the LHC


Figure 2-16: (a) Total luminosity (red) and integrated luminosity (blue) during a fill starting with the bunch-pair luminosities shown in Figure 2-15. (b) Average luminosity per day as a function of turnaround time (dump to next stable beams) when fill lengths are optimized, with lengths varying between 3 h and 6 h , with the luminosity dependence shown in the left plot.

The rapid luminosity decay is due to the large cross-sections of electromagnetic processes in the collisions [126, 127]. The peak luminosity is expected to be substantially above the quench limit from losses due to the bound-free pair-production process; and new collimators are foreseen in the dispersion suppressors to absorb these secondary beams emerging from the interaction points (see Chapter 5, Section 5.2 ). Intensity limitations may also arise from losses due to collimation inefficiency, which is higher for ion beams, due to the more complicated nuclear interactions with collimators [128, 129].

The 50 ns bunch spacing introduces close parasitic beam-beam encounters near to the ALICE experiment, which may require the half-crossing angle to be increased beyond the $60 \mu \mathrm{rad}$ limit imposed for optimum operation of the zero-degree calorimeters. The minimum acceptable at the low Pb bunch charge will be determined empirically [80]. The crossing angles for ATLAS and CMS are unrestricted and can be taken over from proton operation.

The principal beam parameters determining the luminosity are summarized in Table 2-13. Other parameters will be similar to those given in Ref. [130]. Further potential gains in luminosity may come from improved injector performance and, possibly, a cooling system [131] in the LHC.

Table 2-13: Average values of principal beam parameters at start of physics

| Parameter | Value |
| :--- | :--- |
| Number of bunches per beam | 1248 |
| Normalized transverse emittance (average) | $1.6 \mu \mathrm{~m}$ |
| Optical function at interaction point | 0.5 m |
| Crossing angle at ALICE experiment | $60 \mu \mathrm{rad}$ |
| Bunch population (average) | $1.04 \times 10^{8}$ |
| Bunch length | 0.1 m |
| Peak luminosity | $4.5 \times 10^{27} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$ |
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#### Abstract

Magnetic quadrupoles are essential components of particle accelerators like the Large Hadron Collider. In order to study numerically the stability of the particle beam crossing a quadrupole, a large number of particle revolutions in the accelerator must be simulated. This requires to preserve numerically invariants of motion over a long time interval and entails a substantial computational cost, mostly related to the repeated evaluation of the magnetic vector potential. In this paper, in order to reduce this cost, we first consider a specific gauge transformation that allows to reduce significantly the number of vector potential evaluations. We then analyse the sensitivity of the numerical solution to the interpolation procedure required to compute magnetic vector potential data from gridded precomputed values at the locations required by high order time integration methods. Finally, we compare several high order integration techniques, in order to assess their accuracy and efficiency for these long term simulations. Explicit high order Lie methods are considered, along with implicit high order symplectic integrators and conventional explicit Runge-Kutta methods. Among symplectic methods, high order Lie integrators yield optimal results in terms of cost/accuracy ratios, but non-symplectic Runge-Kutta methods perform remarkably well even in very long term simulations. Furthermore, the accuracy of the field reconstruction and interpolation techniques appears to be the limiting factors for the accuracy of the particle tracking procedures.
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## 1. Introduction

Magnetic quadrupoles are key components of particle accelerators that are used to focus particle beams. In high energy circular accelerators, the quality of their magnetic fields can influence the overall beam stability. The beam stability is measured in terms of the dynamic aperture, defined as the region in the phase space outside which a particle is considered as lost from the beam. The dynamic aperture is estimated by solving numerically the Hamilton equations describing the particle trajectories for a large number of accelerator revolutions (typically, more than $10^{5}$ ). Therefore, it is important to use very efficient time integration methods which also guarantee good long-term preservation of dynamical invariants of motion. The action of a quadrupole can be approximately described using a linear combination of the position and momenta of the particles at the inlet that yields the position and momenta at the outlet [1]. This approach yields a good approximation if the particles travel near the quadrupole centre (small apertures) and it

[^22]is exact in regions where the magnetic field is constant along the longitudinal axis $z$ and only the main quadrupole field is present. In realistic cases, however, the magnetic field has a more complex structure which involves non-uniformity along $z$ and harmonics of higher order, see e.g. [2]. These inhomogeneities of the field at the quadrupole ends, known as fringe field, can lead to a nonlinear dependency of the position and momenta of the particles at the outlet from the position and momenta at the inlet. In this paper, we focus on the numerical problems encountered when modelling these nonlinear dependencies in an accurate and efficient way, as necessary for the design of the large aperture quadrupoles foreseen for the HL-LHC project [3]. The accurate numerical solution of the complete Hamilton equations is mandatory in this case. A preliminary study on the applicability of second-order methods based on the Lie algebra integrators proposed in [4] has been carried out in [5] for the case of a realistic quadrupole. A wide class of methods approximates the nonlinear effects in each element by means of transfer maps, which are functions that represent a nonlinear relation between position and momenta of the particles at the inlet and at the outlet, respectively. These methods typically introduce strong approximations on the field shape, such as the Hard Edge model, that allow then to integrate the Hamilton equations and obtain an expression for a symplectic transfer map. An example
of such method, that does not consider the $z$-dependence of the field, is the thin model used in SixTrack [6], the code developed at CERN to simulate the whole accelerator. Another example is the one introduced in [2], where only the quadrupolar component of the field is considered and modelled as a Hard Edge with a nonlinear contribution which takes into account the effect of the fringe field in the Hard Edge limit. In this work, we consider instead methods that numerically integrate the Hamilton equations. These methods are often computationally expensive and they are strongly affected by the representation of the field. In particular, a standard way of representing the field is by locally interpolating a set of sampled values on a 3D grid (see e.g. [7,8]). In this work we instead rely on the more efficient representation based on the generalized gradients [9], combined with a wide range of techniques for the integration of Hamilton equations. The aim is to accurately describe the real magnetic field (for which computed or measured field maps are required) and its effect on the particles. In particular, the focus is on critical elements for the overall beam stability, such as the final focus quadrupoles in the HL-LHC [10]. As a first step, we consider a specific gauge transformation that allows to reduce by approximately $50 \%$ the computational cost of each vector potential evaluation, thus significantly enhancing the efficiency of any numerical approximation method employed for the particle trajectory simulation. We then compare several high order integration techniques, which allow to maintain sufficiently high accuracy even with relatively large integration step values, in order to assess their accuracy and efficiency for these long-term simulations. Explicit high order Lie methods [4] are considered along with implicit high order symplectic integrators [11] and more conventional, non-symplectic explicit Runge-Kutta methods.

In the case of realistic vector potentials, the errors induced by the vector potential reconstruction and interpolation become significant and reduce the highest possible accuracy that can be attained. Furthermore, since in realistic cases the magnetic vector potential evaluation is more costly, numerical methods which require less evaluations, such as the second-order Lie method, appear to be more competitive. On the other hand, experiments with idealized fields show that, if these errors could be reduced, higher order methods could be advantageous and the speed gain obtained with the horizontal-free Coulomb gauge would enhance their efficiency. In particular, the explicit fourth-order RungeKutta appears to be the most efficient method and the fourth-order Lie the most efficient among symplectic methods. A particularly interesting aspect of the results obtained is the fact that nonsymplectic methods appear to be competitive with symplectic ones even on relatively long integrations, when stability of the computed trajectories and energy conservation are considered. Indeed, the spurious energy losses appear to be more closely related to the errors in the representation of the magnetic vector potential than to those introduced by the time integrators. This unexpected result warrants more detailed investigation.

A detailed outline of the paper is as follows. In Section 2, we introduce the Hamiltonian that describes the motion of a charged particle inside a magnetic quadrupole and the corresponding Hamilton equations. In Section 3, the numerical methods used in this work are briefly reviewed, along with the specific issues that arise when the vector potential values are only available at given sampling intervals, so that appropriate interpolation procedures must be employed if high order methods are to be applied. In Section 4, we review the approach employed to represent the magnetic vector potential. We also show how the non-uniqueness of the vector potential can be exploited to identify a gauge that allows to reduce the number of vector potential evaluations. Numerical results for a simple vector potential that can be expressed analytically are presented in Section 5. An assessment of time
integration methods on a realistic case is presented in Section 6. In Section 7, we estimate the impact of approximation errors on the accurate representation of the nonlinear relationship between outlet and inlet dynamical parameters and we compare the results with those of the thin lens model, currently used in SixTrack [6]. Finally, some conclusions are drawn in Section 8, where we also discuss possible developments of this work.

## 2. Charged particle motion in magnetic quadrupoles

Magnetic quadrupoles are devices in which a stationary magnetic field with cylindrical symmetry is generated. Near the quadrupole centre, where the particles travel, the field is a solution of the Maxwell equations in the vacuum and in absence of charges and currents

$$
\begin{align*}
\nabla \cdot \boldsymbol{E} & =0 & \nabla \cdot \boldsymbol{B} & =0 \\
\nabla \times \boldsymbol{E} & =0 & \nabla \times \boldsymbol{B} & =0 . \tag{1}
\end{align*}
$$

Since the magnetic field $\boldsymbol{B}$ is irrotational and conservative on simply connected domains, there exist a magnetic scalar potential $\psi$ and a magnetic vector potential $\boldsymbol{A}$ such that $\boldsymbol{B}=\nabla \times \boldsymbol{A}=$ $\nabla \psi$. The magnetic scalar potential is defined up to constants and the magnetic vector potential is defined up to gradients of scalar functions, so that given a scalar function $\lambda$ and defining $\boldsymbol{A}^{\prime}=$ $\boldsymbol{A}+\nabla \lambda$, one has $\nabla \times \boldsymbol{A}^{\prime}=\nabla \times(\boldsymbol{A}+\nabla \lambda)=\nabla \times \boldsymbol{A}=\boldsymbol{B}$. A gauge transformation $\boldsymbol{A}^{\prime}=\boldsymbol{A}+\nabla \lambda$ does not change the magnetic field but can yield a more convenient representation of the vector potential for specific purposes. The second Maxwell equation can be rewritten as
$0=\nabla \cdot \boldsymbol{B}=\nabla \cdot(\nabla \psi)=\Delta \psi$,
which means that the scalar potential satisfies the Laplace equation. Many high accuracy numerical methods are available to solve this equation starting from appropriate boundary conditions and taking into account also the real geometry of the accelerator, see e.g. [12,13]. However, in the approach most commonly used in accelerator physics, see e.g. [9,14], the magnetic vector potential $\boldsymbol{A}$ is represented by a power series in the transversal coordinates, whose coefficients are functions of the longitudinal coordinate. A detailed presentation of this approach is given in Section 4.

The motion of a charged particle in a magnetic quadrupole is described in terms of its position $\boldsymbol{q}(t)=(x, y, z)^{T}$ and its canonical momentum $\boldsymbol{p}(t)=\left(p_{x}, p_{y}, p_{z}\right)^{T}$. In the case of a high energy particle accelerator, the particles speed is very close to the speed of light. The relativistic Hamiltonian is given by
$\mathcal{H}(\boldsymbol{q}, \boldsymbol{p})=\sqrt{m^{2} c^{4}+c^{2}\|\boldsymbol{p}-Q \boldsymbol{A}(\boldsymbol{q})\|^{2}}$,
where $m$ denotes the rest mass of the particle, $c$ is the speed of light and $Q$ the particle charge [15]. The mechanical momenta are denoted by $\boldsymbol{p}^{M}=m \gamma \boldsymbol{v}$, where $\boldsymbol{v}$ is the particle speed and $\gamma=$ $1 / \sqrt{1-\|\boldsymbol{v}\|^{2} / c^{2}}=1 / \sqrt{1-\beta^{2}}$ is the Lorentz factor. The canonical momenta $\boldsymbol{p}$ are related to the mechanical momenta through:
$\boldsymbol{p}=\boldsymbol{p}^{M}+Q \boldsymbol{A}(\boldsymbol{q})$.
The physical trajectory in the phase space $\boldsymbol{w}(t)=(\boldsymbol{q}, \boldsymbol{p})^{T}$ is the one for which the action
$\mathcal{B}[\boldsymbol{w}]=\int \boldsymbol{p} \cdot \dot{\boldsymbol{q}}-\mathcal{H} \mathrm{d} t$
is stationary. Notice that, since the vector potential is stationary, the Hamiltonian is constant:
$\frac{\mathrm{d} \mathcal{H}}{\mathrm{d} t}=\frac{\partial \mathcal{H}}{\partial t}=0$.

As a consequence, using (4), it is possible to see that the mechanical momentum module is constant:
const $=\mathcal{H}=\sqrt{m^{2} c^{4}+c^{2}\left\|\boldsymbol{p}^{M}\right\|^{2}} \quad \rightarrow \quad\left\|\boldsymbol{p}^{M}\right\|=$ const.
As a first step, it is useful to work with dimensionless variables. We choose a reference length $L$, a reference momentum module $p^{0}$, and a reference magnetic field intensity $B$, we rescale
$\boldsymbol{Q}=\frac{\boldsymbol{q}}{L}, \quad \boldsymbol{P}=\frac{\boldsymbol{p}}{p^{0}}, \quad T=\frac{c}{L} t, \quad \widetilde{\boldsymbol{A}}=\frac{\boldsymbol{A}}{B L}$
and we consider the dimensionless action $\widetilde{\mathcal{B}}=\mathcal{B} /\left(L p^{0}\right)$ to which is associated the dimensionless Hamiltonian:
$\widetilde{\mathcal{H}}=\frac{\mathcal{H}}{p^{0} c}=\frac{\gamma}{D_{1}}=\sqrt{\frac{1}{D_{1}^{2}}+\left\|\boldsymbol{P}-D_{2} \widetilde{\boldsymbol{A}}\right\|^{2}}$,
where $D_{1}$ and $D_{2}$ are two dimensionless coefficients:
$D_{1}=\frac{p^{0}}{m c}, \quad D_{2}=\frac{Q B L}{p^{0}}$.
Exploiting (4), it is possible to introduce another constant quantity $\delta$, which is the relative deviation of the mechanical momentum module with respect to the reference momentum $p^{0}$ :
$\delta=\frac{\left\|\boldsymbol{p}^{M}\right\|-p^{0}}{p^{0}}=\sqrt{\frac{D_{1}^{2} \widetilde{\mathcal{H}}^{2}-1}{D_{1}^{2}}}-1$.
Introducing the state vector $\boldsymbol{w}=\left(\boldsymbol{Q}^{T}, \boldsymbol{P}^{T}\right)^{T}$, the relativistic Hamilton equations can be written as

$$
\begin{align*}
\dot{\boldsymbol{w}} & =\boldsymbol{J} \nabla \tilde{\mathcal{H}}(\boldsymbol{w}) \\
& =\left[\begin{array}{l}
\frac{\left(\boldsymbol{P}-D_{2} \widetilde{\boldsymbol{A}}(\boldsymbol{Q})\right)}{\sqrt{1 / D_{1}^{2}+\left\|\boldsymbol{P}-D_{2} \widetilde{\boldsymbol{A}}(\boldsymbol{Q})\right\|^{2}}} \\
\frac{D_{2}}{\sqrt{1 / D_{1}^{2}+\left\|\boldsymbol{P}-D_{2} \widetilde{\boldsymbol{A}}(\boldsymbol{Q})\right\|^{2}}} \mathcal{J}_{\widetilde{\boldsymbol{A}}}^{\boldsymbol{Q}}(\boldsymbol{Q})^{T}\left(\boldsymbol{P}-D_{2} \widetilde{\boldsymbol{A}}(\boldsymbol{Q})\right)
\end{array}\right] . \tag{12}
\end{align*}
$$

Here the dot denotes the total derivative with respect to $T$, we denote $\mathcal{J}_{\widetilde{\boldsymbol{A}}}^{\boldsymbol{Q}}(\mathbf{Q})=\partial \widetilde{\boldsymbol{A}} / \partial \mathbf{Q}$ and we set
$\boldsymbol{J}=\left[\begin{array}{cc}\mathbf{0} & \mathbf{I} \\ -\mathbf{I} & \mathbf{0}\end{array}\right]$,
where $\mathbf{0}$, I are the zero and identity matrix, respectively. For the specific problem at hand, it is convenient to assume that the $Z$ axis is the symmetry axis of the quadrupole and to use the longitudinal coordinate $Z$ as independent variable instead of time. To see this change of independent variable it is useful to consider the action
$\widetilde{\mathcal{B}}=\int_{T_{0}}^{T_{f}}\left[P_{x} \frac{\mathrm{~d} X}{\mathrm{~d} T}+P_{y} \frac{\mathrm{~d} Y}{\mathrm{~d} T}+P_{z} \frac{\mathrm{~d} Z}{\mathrm{~d} T}-\widetilde{\mathcal{H}}\right] \mathrm{d} T$.
Since the particle travels at high speed in the $Z$ direction, $\frac{\mathrm{d} Z}{\mathrm{~d} T} \neq 0$ and a change of integration variable can be done:
$\int_{Z_{0}}^{Z_{f}}\left[P_{x} \frac{\mathrm{~d} X}{\mathrm{~d} Z}+P_{y} \frac{\mathrm{~d} Y}{\mathrm{~d} Z}+P_{z}-\widetilde{\mathcal{H}} \frac{\mathrm{d} T}{\mathrm{~d} Z}\right] \mathrm{d} Z$.
Using (9), it is possible to express $P_{z}$ as a function of the other variables:
$P_{z}=\sqrt{\widetilde{\mathcal{H}}^{2}-\frac{1}{D_{1}^{2}}-\left(P_{x}-D_{2} \widetilde{A}_{x}\right)^{2}-\left(P_{y}-D_{2} \widetilde{A}_{y}\right)^{2}}+D_{2} \widetilde{A}_{z}$
and to consider $-P_{z}$ as a new Hamiltonian $\mathcal{F}$ and $(T,-\widetilde{\mathcal{H}})$ as a canonical pair. For our purposes, it is more convenient to use the
momentum deviation variable $\delta(11)$ instead of $-\widetilde{\mathcal{H}}$, we therefore apply a canonical transformation using the following generating function:
$G_{2}\left(X, Y, T, P_{x}, P_{y}, \delta ; Z\right)=X P_{x}+Y P_{y}+\delta\left(Z-\frac{\gamma}{D_{1} \delta} T\right)$.
Recalling that
$(\delta+1)^{2}=\frac{\left\|\boldsymbol{p}^{M}\right\|^{2}}{\left(p^{0}\right)^{2}}=\frac{\gamma^{2} \beta^{2}}{D_{1}^{2}}=\frac{\gamma^{2}-1}{D_{1}^{2}}$,
we see that

$$
\begin{align*}
\gamma & =\sqrt{D_{1}^{2}(\delta+1)^{2}+1}, \\
-\tilde{\mathcal{H}} & =\frac{\partial G_{2}}{\partial T}=-\frac{\gamma}{D_{1}}, \\
\ell & =\frac{\partial G_{2}}{\partial \delta}=Z-\frac{D_{1}(\delta+1)}{\gamma} T=Z-\beta T,  \tag{19}\\
\mathcal{F}_{2} & =\mathcal{F}+\frac{\partial G_{2}}{\partial Z}=\mathcal{F}+\delta .
\end{align*}
$$

So, we end up with a system ruled by the following Hamiltonian:

$$
\begin{align*}
\mathcal{F}_{2}(\boldsymbol{w} ; Z)= & -\sqrt{(\delta+1)^{2}-\left(P_{x}-D_{2} \widetilde{A}_{x}\right)^{2}-\left(P_{y}-D_{2} \widetilde{A}_{y}\right)^{2}} \\
& -D_{2} \widetilde{A}_{z}+\delta \tag{20}
\end{align*}
$$

where $\boldsymbol{w}=\left(X, Y, \ell, P_{x}, P_{y}, \delta\right)$ are the dynamical variables. The system associated to the Hamiltonian $\mathcal{F}_{2}$ is not autonomous anymore since such Hamiltonian explicitly depends on the independent variable $Z$ through the vector potential $\widetilde{\boldsymbol{A}}(X, Y, Z)$. In order to study an equivalent autonomous system, we can use a trivial change of independent variable $\sigma(Z)=Z$ and introduce another action
$\mathcal{C}[\boldsymbol{w}]=\int_{\sigma_{0}}^{\sigma_{f}}\left[P_{x} \frac{\mathrm{~d} X}{\mathrm{~d} \sigma}+P_{y} \frac{\mathrm{~d} Y}{\mathrm{~d} \sigma}+\delta \frac{\mathrm{d} \ell}{\mathrm{d} \sigma}+P_{z} \frac{\mathrm{~d} Z}{\mathrm{~d} \sigma}-\widetilde{\mathcal{K}}\right] \mathrm{d} \sigma$,
where

$$
\begin{align*}
\widetilde{\mathcal{K}}(\boldsymbol{w} ; \sigma)= & -\sqrt{(\delta+1)^{2}-\left(P_{x}-D_{2} \widetilde{A}_{x}\right)^{2}-\left(P_{y}-D_{2} \widetilde{A}_{y}\right)^{2}}-D_{2} \widetilde{A}_{z} \\
& +P_{z}+\delta \tag{22}
\end{align*}
$$

and $\boldsymbol{w}=\left(X, Y, \ell, Z, P_{x}, P_{y}, \delta, P_{z}\right)$. For relativistic particles, the momenta in the transversal plane are much smaller than the total momentum module, i.e.
$(1+\delta)^{2} \gg\left(P_{x}-\widetilde{A}_{x}\right)^{2}+\left(P_{y}-\widetilde{A}_{y}\right)^{2}$.
Therefore, the so called paraxial approximation can be introduced, that amounts to substituting the square root in Eq. (22) with its Taylor expansion truncated at the first order:

$$
\begin{align*}
\widetilde{\mathcal{K}}= & -\sqrt{(\delta+1)^{2}-\left(P_{x}-D_{2} \widetilde{A}_{x}\right)^{2}-\left(P_{y}-D_{2} \widetilde{A}_{y}\right)^{2}}-D_{2} \widetilde{A}_{z} \\
& +P_{z}+\delta \\
= & -(\delta+1) \sqrt{1-\frac{\left(P_{x}-D_{2} \widetilde{A}_{x}\right)^{2}}{(\delta+1)^{2}}-\frac{\left(P_{y}-D_{2} \widetilde{A}_{y}\right)^{2}}{(\delta+1)^{2}}}-D_{2} \widetilde{A}_{z} \\
& +P_{z}+\delta \\
\approx & -(\delta+1)\left(1-\frac{\left(P_{x}-D_{2} \widetilde{A}_{x}\right)^{2}}{2(\delta+1)^{2}}-\frac{\left(P_{y}-D_{2} \widetilde{A}_{y}\right)^{2}}{2(\delta+1)^{2}}\right)-D_{2} \widetilde{A}_{z} \\
& +P_{z}+\delta \\
= & -1+\frac{\left(P_{x}-D_{2} \widetilde{A}_{x}\right)^{2}}{2(\delta+1)}+\frac{\left(P_{y}-D_{2} \widetilde{A}_{y}\right)^{2}}{2(\delta+1)}-D_{2} \widetilde{A}_{z}+P_{z}=\mathcal{K} . \tag{23}
\end{align*}
$$

In this work, we will use a reference length $L=1 \mathrm{~m}$, a reference field magnitude $B$ such that the dimensionless coefficient $D_{2}=1$ and we will use as a reference the momentum of a proton with rest mass $m_{0} \sim 938 \mathrm{MeV} / \mathrm{c}^{2} \sim 1.67 \times 10^{-27} \mathrm{~kg}$ and total energy $E=7 \mathrm{TeV} \sim 1.12 \times 10^{-6} \mathrm{~J}$. Therefore the reference momentum module is given by:
$p^{0}=7 \mathrm{TeV} \beta / \mathrm{c} \sim 3.74 \times 10^{-15} \mathrm{~kg} \mathrm{~m} / \mathrm{s}$.
Considering the approximate Hamiltonian (23) and $D_{2}=1$, the resulting Hamilton equations are:

$$
\dot{\boldsymbol{w}}=\boldsymbol{J} \nabla \mathcal{K}=\left[\begin{array}{c}
\frac{P_{x}-\widetilde{A}_{x}}{\delta+1}  \tag{25}\\
\frac{P_{y}-\widetilde{A}_{y}}{\delta+1} \\
-\frac{\left(P_{x}-\widetilde{A}_{x}\right)^{2}}{2(\delta+1)^{2}}-\frac{\left(P_{y}-\widetilde{A}_{y}\right)^{2}}{2(\delta+1)^{2}} \\
\frac{\partial \widetilde{A}_{x}}{\partial X} \frac{\left(P_{x}-\widetilde{A}_{x}\right)}{\delta+1}+\frac{\partial \widetilde{A}_{y}}{\partial X} \frac{\left(P_{y}-\widetilde{A}_{y}\right)}{\delta+1}+\frac{\partial \widetilde{A}_{z}}{\partial X} \\
\frac{\partial \widetilde{A}_{x}}{\partial Y} \frac{\left(P_{x}-\widetilde{A}_{x}\right)}{\delta+1}+\frac{\partial \widetilde{A}_{y}}{\partial Y} \frac{\left(P_{y}-\widetilde{A}_{y}\right)}{\delta+1}+\frac{\partial \widetilde{A}_{z}}{\partial Y} \\
\frac{\partial \widetilde{A}_{x}}{\partial Z} \frac{\left(P_{x}-\widetilde{A}_{x}\right)}{\delta+1}+\frac{\partial}{\partial Z} \frac{\partial \widetilde{A}_{y}}{\partial Z} \frac{\left(P_{y}-\widetilde{A}_{y}\right)}{\delta+1}+\frac{\partial \widetilde{A}_{z}}{\partial Z}
\end{array}\right]
$$

Moreover, it can be noticed that the Hamiltonian does not depend on $\ell$, so that the partial derivative of $\mathcal{K}$ with respect to $\ell$ is zero. As a consequence, $\delta$ is a constant of motion, equal to the initial value, denoted by the subscript $0, \delta_{0}$. If the evolution of the variable $\ell$ is not needed, the canonical pair $(\ell, \delta)$ can be neglected, considering $\delta_{0}$ as a parameter and reducing again the size of the phase space. In this case, the Hamiltonian is still given by (23) but, since the dynamical variables are now $\boldsymbol{w}=\left(X, Y, Z, P_{x}, P_{y}, P_{z}\right)$, the Hamilton equations become:

$$
\dot{\boldsymbol{w}}=\boldsymbol{J} \nabla \mathcal{K}=\left[\begin{array}{c}
\frac{P_{x}-\widetilde{A}_{x}}{\delta_{0}+1}  \tag{26}\\
\frac{P_{y}-\widetilde{A}_{y}}{\delta_{0}+1} \\
\frac{\partial \widetilde{A}_{x}}{\partial X} \frac{\left(P_{x}-\widetilde{A}_{x}\right)}{\delta_{0}+1}+\frac{\partial \widetilde{A}_{y}}{\partial X} \frac{\left(P_{y}-\widetilde{A}_{y}\right)}{\delta_{0}+1}+\frac{\partial \widetilde{A}_{z}}{\partial X} \\
\frac{\partial \widetilde{A}_{x}}{\partial Y} \frac{\left(\widetilde{A}_{x}-\widetilde{A}_{x}\right)}{\delta_{0}+1}+\frac{\partial \widetilde{A}_{y}}{\partial Y} \frac{\left(P_{y}-\widetilde{A}_{y}\right)}{\delta_{0}+1}+\frac{\partial \widetilde{A}_{z}}{\partial Y} \\
\frac{\partial \widetilde{A}_{x}}{\partial Z} \frac{\left(P_{x}-\widetilde{A}_{x}\right)}{\delta_{0}+1}+\frac{\partial \widetilde{A}_{y}}{\partial Z} \frac{\left(P_{y}-\widetilde{A}_{y}\right)}{\delta_{0}+1}+\frac{\partial \widetilde{A}_{z}}{\partial Z}
\end{array}\right]
$$

A further simplification can be achieved noticing that $P_{Z}$ is decoupled from the other dynamical variables, so that its computation can be neglected if we are only interested in the dynamics of the transversal variables, reducing the number of equations (26) to the four ones associated to $X, Y, P_{x}$ and $P_{y}$.

## 3. Review of high order numerical methods for ODE problems

In this section, some high order numerical methods for the solution of a first order system $\dot{\boldsymbol{y}}(t)=\boldsymbol{f}(t, \boldsymbol{y})$ will be reviewed, in view of their application to the solution of the Hamilton equations. A more detailed presentation of the relevant numerical methods can be found for example in [11].

An important feature of Hamiltonian flows is their symplectic property, which can be defined more precisely as follows.

Definition 3.1. A differentiable map $\boldsymbol{g}: U \rightarrow \mathbb{R}^{2 d}$, where $U \subset \mathbb{R}^{2 d}$ is an open set, is called symplectic if:
$\mathcal{J}_{g}(\boldsymbol{w})^{T} \boldsymbol{J} \mathcal{J}_{\mathbf{g}}(\boldsymbol{w})=\boldsymbol{J} \quad \forall \boldsymbol{w} \in U$,
where $\mathcal{J}_{g}$ is the Jacobian matrix of $\boldsymbol{g}$ and $\boldsymbol{J}$ is the matrix (13).
When this property is preserved by the numerical method, i.e., if the one-step map $\Phi_{\Delta t}: y_{0} \mapsto \Phi_{\Delta t}\left(y_{0}\right)=y_{1}$ is symplectic, quadratic invariants of motion are preserved, thus ensuring in principle a good behaviour for long-term simulations. The first symplectic techniques that will be considered are Runge-Kutta methods, which can be written in general as

Definition 3.2. Let $b_{i}, a_{i j}(i, j=1, \ldots, s)$ be real numbers and let $c_{i}=\sum_{j=1}^{s} a_{i j}$. A s-stage Runge-Kutta method is given by:

$$
\begin{align*}
\boldsymbol{y}_{n+1} & =\boldsymbol{y}_{n}+\Delta t \sum_{i=1}^{s} b_{i} \boldsymbol{f}\left(t_{n}+\Delta t c_{i}, \boldsymbol{u}_{i}\right) \\
\boldsymbol{u}_{i} & =\boldsymbol{y}_{n}+\Delta t \sum_{j=1}^{s} a_{i j} \boldsymbol{f}\left(t_{n}+\Delta t c_{j}, \boldsymbol{u}_{j}\right), \quad i=1, \ldots, s . \tag{27}
\end{align*}
$$

Runge-Kutta methods are often summarized via the so called Butcher tableau, in which all the coefficients are arranged as:

| $c_{1}$ | $a_{1,1}$ | $\cdots$ | $a_{1, s}$ |
| :---: | :---: | :---: | :---: |
| $\vdots$ | $\vdots$ | $\ddots$ | $\vdots$ |
| $c_{s}$ | $a_{s, 1}$ | $\cdots$ | $a_{s, s}$ |
|  | $b_{1}$ | $\cdots$ | $b_{s}$ |.

A Runge-Kutta method is explicit if $a_{i j}=0$ for $j \geq i$. The following theorem gives a sufficient condition for a Runge-Kutta method to be symplectic [11].

Theorem 1. If the coefficients of a Runge-Kutta method satisfy:

$$
\begin{equation*}
b_{i} a_{i j}+b_{j} a_{j i}=b_{i} b_{j} \quad \forall i, j=1, \ldots, s \tag{28}
\end{equation*}
$$

then the method is symplectic.
Gauss methods are particular implicit Runge-Kutta methods, some of which satisfy the condition of Theorem 1 and are thus symplectic. The midpoint method can be interpreted as the secondorder Gauss method, characterized by the Butcher tableau

| $\frac{1}{2}$ | $\frac{1}{2}$ |
| :--- | :--- |
|  | $\frac{1}{2}$ |.

The fourth-order Gauss method, considered in this paper, is characterized by the Butcher tableau

| $\frac{1}{2}-\frac{\sqrt{3}}{6}$ | $\frac{1}{4}$ | $\frac{1}{4}-\frac{\sqrt{3}}{6}$ |
| :---: | :---: | :---: |
| $\frac{1}{2}+\frac{\sqrt{3}}{6}$ | $\frac{1}{4}+\frac{\sqrt{3}}{6}$ | $\frac{1}{4}$ |
|  | $\frac{1}{2}$ | $\frac{1}{2}$ |.

The sixth-order Gauss method is instead characterized by the Butcher tableau

$$
\begin{array}{c|cccc}
\frac{1}{2}-\frac{\sqrt{15}}{10} & \frac{5}{36} & \frac{2}{9}-\frac{\sqrt{15}}{15} & \frac{5}{36}-\frac{\sqrt{15}}{30} \\
\frac{1}{2} & \frac{5}{36}+\frac{\sqrt{15}}{24} & \frac{2}{9} & \frac{5}{36}-\frac{\sqrt{15}}{24} \\
\frac{1}{2}+\frac{\sqrt{15}}{10} & \frac{5}{36}+\frac{\sqrt{15}}{30} & \frac{2}{9}-\frac{\sqrt{15}}{15} & \frac{5}{36} \\
\hline & \frac{5}{18} & \frac{4}{9} & \frac{5}{18}
\end{array}
$$

Implicit methods require the solution of a nonlinear system of equations at each time step. This can be done using either the Newton or the fixed-point method. Even though Newton's method is usually superior, numerical results show that the latter is faster. This behaviour can be justified by the fact that, for the problems at hand, both methods require a small number of iterations to achieve convergence, but the Newton method implies higher initial costs related to the evaluation of Jacobian matrix, see e.g. the discussion in [11]. Also the best known fourth-order explicit Runge-Kutta method has been considered in this work. This method is not symplectic and it is characterized by the Butcher tableau

| 0 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $\frac{1}{2}$ | $\frac{1}{2}$ |  |  |  |
| $\frac{1}{2}$ | 0 | $\frac{1}{2}$ |  |  |
| 1 | 0 | 0 | 1 |  |
|  | $\frac{1}{6}$ | $\frac{1}{3}$ | $\frac{1}{3}$ | $\frac{1}{6}$ |.

If $\mathcal{H}$ is the Hamiltonian ruling the evolution of an autonomous system, then the exact solution of the Hamilton equations can be formally represented as
$\boldsymbol{w}(t)=\exp (t:-\mathcal{H}:) \boldsymbol{w}_{0}$.
Here, the notation of Eq. (12) is used, : : denotes the Lie operator and the exponentiation of a Lie operator is called Lie transformation [9]. The methods based on Lie algebra techniques most widely applied in accelerator physics employ a second-order approximation of the Lie transformation. Higher order Lie methods are then built using the procedure introduced by Yoshida in [16] and further discussed in [4]. The first step is to split the Hamiltonian $\mathcal{H}$ into $s$ solvable parts
$\mathcal{H}=\sum_{i=1}^{s} \mathcal{H}_{i}$
such that $\exp \left(: \mathcal{H}_{i}:\right)$ can be computed exactly for $i=1, \ldots, s$. This is true if : $\mathcal{H}_{i}$ : is nilpotent of order two (i.e. : $\mathcal{H}_{i}{ }^{k} \boldsymbol{w}=\mathbf{0}$ for $k \geq 2$ ), because in this case the exponential series reduces to a finite sum. A second order approximation is then given by

$$
\begin{aligned}
\exp (\Delta t & :-\mathcal{H}:)= \\
& =\exp \left(\frac{\Delta t}{2}:-\mathcal{H}_{1}:\right) \exp \left(\frac{\Delta t}{2}:-\mathcal{H}_{2}:\right) \\
& \ldots \exp \left(\Delta t:-\mathcal{H}_{s}:\right) \exp \left(\frac{\Delta t}{2}:-\mathcal{H}_{s-1}:\right) \\
& \ldots \exp \left(\frac{\Delta t}{2}:-\mathcal{H}_{1}:\right)+o\left(\Delta t^{2}\right) .
\end{aligned}
$$

Denoting by $\mathcal{M}_{2}(\Delta t)$ the approximation (30) and by $\mathcal{M}_{2 n}(\Delta t)$ an approximation of order $2 n$, an approximation of order $2 n+2$ can be built as follows
$\mathcal{M}_{2 n+2}(\Delta t)=\mathcal{M}_{2 n}\left(\alpha_{1} \Delta t\right) \mathcal{M}_{2 n}\left(\alpha_{0} \Delta t\right) \mathcal{M}_{2 n}\left(\alpha_{1} \Delta t\right)$,
where $\alpha_{0}=-\frac{2^{1 / 2 n+1}}{2-2^{1 /(2 n+1)}}$ and $\alpha_{1}=\frac{1}{2-2^{1 /(2 n+1)}}$. In this work, methods of order 4 and 6 have been considered, with ( $\alpha_{0}, \alpha_{1}$ ) pairs given by
$\left(-\frac{2^{1 / 3}}{2-2^{1 / 3}}, \frac{1}{2-2^{1 / 3}}\right)$ and $\left(-\frac{2^{1 / 5}}{2-2^{1 / 5}}, \frac{1}{2-2^{1 / 5}}\right)$,
respectively.
Taking into account the discussion in Section 2, the map $\mathcal{M}_{2}$, applied to $\boldsymbol{w}_{n}$ yields the following algorithm


In the case of particle motion inside a magnetic quadrupole, the ODE system is given by (26). In many practical applications, only the magnetic vector potential values, sampled at equally spaced locations in $Z$, are available. On the other hand, all the methods introduced require the magnetic vector potential evaluation at $Z$ values different from the sampled ones. For some methods, like the midpoint and explicit Runge-Kutta method, only the evaluation at $Z=Z_{n}+\Delta Z / 2$ is required, so that interpolation of the sampled data can be avoided if a $\Delta Z$ is employed for computation that is twice that of the data. However, in general an interpolation is needed in order to provide the magnetic vector potential $A$ evaluated at the points needed by each specific ODE solver. This introduces a further source of error whose quantification is not a straightforward task. Some proposals to compute intermediate values will be compared in Section 5, extending the preliminary results in [17].

## 4. Representation of the magnetic vector potential

In this section, the approach used in this work for the reconstruction of the magnetic vector potential will be introduced. The reader is referred to [9] for a complete presentation of this technique. Due to the geometry of the quadrupole, it is natural to describe its magnetic field using cylindrical coordinates $(\rho, \theta, z)$. Due to the periodicity of the field in the angular variable $\theta$, it is then possible to expand the angular dependence using Fourier series
$\boldsymbol{B}(\rho, \theta, z)=\sum_{m=1}^{\infty} \boldsymbol{B}_{m}(\rho, z) \sin (m \theta)+\boldsymbol{A}_{m}(\rho, z) \cos (m \theta)$.
The field harmonics $\boldsymbol{A}_{m}$ and $\boldsymbol{B}_{m}$ are the basis of the vector potential approximation. Exploiting the quadrupole symmetries, it is possible to show that only the harmonics associated to certain
values of $m$ are different from zero, in particular those with $m=$ $2(2 j+1)$ for $j \geq 0$. The magnetic scalar potential $\psi$ satisfies the Laplace equation (2). This allows to derive from (33) the representation

$$
\begin{align*}
\psi(\rho, \theta, z) & =\sum_{m=1}^{\infty} \sin (m \theta) \sum_{\ell=0}^{\infty}(-1)^{\ell} \frac{m!}{2^{2 \ell} \ell!(\ell+m)!} \rho^{2 \ell+m} C_{m, s}^{[2 \ell]}(z) \\
& +\sum_{m=1}^{\infty} \cos (m \theta) \sum_{\ell=0}^{\infty}(-1)^{\ell} \frac{m!}{2^{2 \ell} \ell!(\ell+m)!} \rho^{2 \ell+m} C_{m, c}^{[2 \ell]}(z) \\
& =\sum_{m=1}^{\infty} \psi_{m, s}+\psi_{m, c}=\psi_{s}+\psi_{c} \tag{34}
\end{align*}
$$

where $C_{m, s}^{[2 \ell]}(z)$ (and $C_{m, c}^{[2 \ell]}(z)$ ) are known functions called normal (skew) generalized gradients. The radial component of the harmonics $A_{\rho, m}$ and $B_{\rho, m}$ (see Eq. (33)), measured at a certain radius $R_{a n}$, also known as radius of analysis, is denoted from now on simply by $A_{m}$ and $B_{m}$. They can be used to compute the generalized gradients using the following formula
$C_{m, c}^{[n]}(z)=\frac{i^{n}}{2^{m} m!} \frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} \frac{k^{m+n-1}}{I_{m}^{\prime}\left(R_{a n} k\right)} \widehat{A}_{m}\left(R_{a n}, k\right) e^{i k z} \mathrm{~d} k$,
$C_{m, s}^{[n]}(z)=\frac{i^{n}}{2^{m} m!} \frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} \frac{k^{m+n-1}}{I_{m}^{\prime}\left(R_{a n} k\right)} \widehat{B}_{m}\left(R_{a n}, k\right) e^{i k z} \mathrm{~d} k$.
Here, $I_{m}^{\prime}$ denotes the modified Bessel function of the first kind, while $\widehat{A}_{m}\left(R_{a n}, k\right)$ and $\widehat{B}_{m}\left(R_{a n}, k\right)$ denote the Fourier transforms of $A_{m}\left(R_{a n}, z\right)$ and $B_{m}\left(R_{a n}, z\right)$, respectively. It is possible to express different quantities, such as the harmonics or the magnetic potentials, using either the normal or the skew generalized gradients. Depending on which generalized gradient is used, these quantities are labelled as normal (s) or skew (c). Also the magnetic vector potential be defined using normal and skew terms:
$\boldsymbol{A}=\sum_{m=1}^{\infty}\left(\boldsymbol{A}^{m, s}+\boldsymbol{A}^{m, c}\right)$.
Using the generalized gradients, it is possible to derive the expression for a first vector potential gauge, called azimuthal-free gauge, for which $A_{\varphi} \equiv 0$ :
$A_{x}^{m, s}=\cos (\theta) \frac{\cos (m \theta)}{m} \sum_{\ell=0}^{\infty} \frac{(-1)^{\ell} m!}{2^{2 \ell} \ell!(\ell+m)!} C_{m, s}^{[2 \ell+1]}(z) \rho^{2 \ell+m+1} ;$
$A_{x}^{m, c}=-\cos (\theta) \frac{\sin (m \theta)}{m} \sum_{\ell=0}^{\infty} \frac{(-1)^{\ell} m!}{2^{2 \ell} \ell!(\ell+m)!} C_{m, c}^{[2 \ell+1]}(z) \rho^{2 \ell+m+1} ;$
$A_{y}^{m, s}=\sin (\theta) \frac{\cos (m \theta)}{m} \sum_{\ell=0}^{\infty} \frac{(-1)^{\ell} m!}{2^{2 \ell} \ell!(\ell+m)!} C_{m, s}^{[2 \ell+1]}(z) \rho^{2 \ell+m+1} ;$
$A_{y}^{m, c}=-\sin (\theta) \frac{\sin (m \theta)}{m} \sum_{\ell=0}^{\infty} \frac{(-1)^{\ell} m!}{2^{2 \ell} \ell!(\ell+m)!} C_{m, c}^{[2 \ell+1]}(z) \rho^{2 \ell+m+1} ;$
$A_{z}^{m, s}=-\frac{\cos (m \theta)}{m} \sum_{\ell=0}^{\infty}(2 \ell+m) \frac{(-1)^{\ell} m!}{2^{2 \ell} \ell!(\ell+m)!} C_{m, s}^{[2 \ell]}(z) \rho^{2 \ell+m} ;$
$A_{z}^{m, c}=\frac{\sin (m \theta)}{m} \sum_{\ell=0}^{\infty}(2 \ell+m) \frac{(-1)^{\ell} m!}{2^{2 \ell} \ell!(\ell+m)!} C_{m, c}^{[2 \ell]}(z) \rho^{2 \ell+m}$.

If we require that a vector potential is divergence-free $\nabla \cdot \widehat{\boldsymbol{A}}=0$, we obtain the so called Coulomb gauge. The symmetric Coulomb
gauge $\widehat{\boldsymbol{A}}$ belongs to this category and can be expressed as

$$
\begin{align*}
\widehat{A}_{x}^{m, s}= & \frac{\cos ((m+1) \theta)}{2} \sum_{\ell=0}^{\infty} \frac{(-1)^{\ell} m!}{2^{2 \ell} \ell!(\ell+m+1)!} C_{m, s}^{[2 \ell+1]}(z) \\
& \times \rho^{2 \ell+m+1} ; \\
\widehat{A}_{x}^{m, c}= & -\frac{\sin ((m+1) \theta)}{2} \sum_{\ell=0}^{\infty} \frac{(-1)^{\ell} m!}{2^{2 \ell} \ell!(\ell+m+1)!} C_{m, c}^{[2 \ell+1]}(z) \\
& \times \rho^{2 \ell+m+1} ; \\
\widehat{A}_{y}^{m, s}= & \frac{\sin ((m+1) \theta)}{2} \sum_{\ell=0}^{\infty} \frac{(-1)^{\ell} m!}{2^{2 \ell} \ell!(\ell+m+1)!} C_{m, s}^{[2 \ell+1]}(z) \\
& \times \rho^{2 \ell+m+1} ;  \tag{38}\\
\widehat{A}_{y}^{m, c}= & \frac{\cos ((m+1) \theta)}{2} \sum_{\ell=0}^{\infty} \frac{(-1)^{\ell} m!}{2^{2 \ell} \ell!(\ell+m+1)!} C_{m, c}^{[2 \ell+1]}(z) \\
& \times \rho^{2 \ell+m+1} ; \\
\widehat{A}_{z}^{m, s}= & -\cos (m \theta) \sum_{\ell=0}^{\infty} \frac{(-1)^{\ell} m!}{2^{2 \ell} \ell!(\ell+m)!} C_{m, s}^{[2 \ell]}(z) \rho^{2 \ell+m} ; \\
\widehat{A}_{z}^{m, c}= & \sin (m \theta) \sum_{\ell=0}^{\infty} \frac{(-1)^{\ell} m!}{2^{2 \ell} \ell!(\ell+m)!} C_{m, c}^{[2 \ell]}(z) \rho^{2 \ell+m} .
\end{align*}
$$

The $x$ and the $y$ component can be written as follows
$\widehat{A}_{x}^{\tilde{m}, s}=\cos (\widetilde{m} \theta) \sum_{\ell=0}^{\infty} \frac{(-1)^{\ell} \widetilde{m}!}{2^{2 \ell} \ell!(\ell+\widetilde{m})!} B_{\tilde{m}, s}^{[2 \ell]}(z) \rho^{2 \ell+\tilde{m}} ;$
$\widehat{A}_{x}^{\widetilde{m}, c}=\sin (\widetilde{m} \theta) \sum_{\ell=0}^{\infty} \frac{(-1)^{\ell} \widetilde{m}!}{2^{2 \ell} \ell!(\ell+\widetilde{m})!} B_{\tilde{m}, c}^{[2 \ell]}(z) \rho^{2 \ell+\tilde{m}} ;$
$\widehat{A}_{y}^{\tilde{m}, s}=\sin (\widetilde{m} \theta) \sum_{\ell=0}^{\infty} \frac{(-1)^{\ell} \widetilde{m}!}{2^{2 \ell} \ell!(\ell+\widetilde{m})!} B_{\tilde{m}, s}^{[2 \ell]}(z) \rho^{2 \ell+\tilde{m}} ;$
$\widehat{A}_{y}^{\tilde{m}, c}=-\cos (\widetilde{m} \theta) \sum_{\ell=0}^{\infty} \frac{(-1)^{\ell} \widetilde{m}!}{2^{2 \ell} \ell!(\ell+\widetilde{m})!} B_{\widetilde{m}, c}^{[2 \ell]}(z) \rho^{2 \ell+\tilde{m}}$,
where $\widetilde{m}=m+1$ and
$B_{\widetilde{m}, s}^{[2 \ell]}(z)=\frac{1}{2 \widetilde{m}} C_{\widetilde{m}-1, s}^{[2 \ell+1]}(z) ;$
$B_{\widetilde{m}, c}^{[2 \ell]}(z)=-\frac{1}{2 \widetilde{m}} C_{\widetilde{m}-1, c}^{[2 \ell+1]}(z)$.
Finally, via a gauge transformation $\overline{\boldsymbol{A}}=\widehat{\boldsymbol{A}}+\nabla \lambda$, a new form of the vector potential can be derived, such that $\bar{A}_{x} \equiv 0$. The derivation of this so called horizontal-free Coulomb gauge is described in detail [9] and summarized in the following. As it will be shown later in this section, the property $\bar{A}_{x} \equiv 0$ implies that using this representation for the vector potential leads to a significant reduction in the computational cost of each right hand side evaluation in the numerical solution of system (26).

Notice that a gauge transformation is equivalent to a canonical transformation, see e.g. [18]. In particular, if we consider a Hamiltonian $\mathcal{K}$, similar to (23), with vector potential $\boldsymbol{A}$ and dynamical variables $\boldsymbol{q}$ and $\boldsymbol{p}$ then, using a new vector potential $\boldsymbol{A}^{\prime}=\boldsymbol{A}+\nabla \lambda$ we obtain a Hamiltonian $\mathcal{K}^{\prime}$ in the same form of $\mathcal{K}$ with dynamical variables:

$$
\begin{align*}
& \mathbf{Q}=\boldsymbol{q} \\
& \boldsymbol{P}=\boldsymbol{p}+Q \nabla \lambda \tag{40}
\end{align*}
$$

where $Q$ denotes again the particle charge. To derive the horizontal free Coulomb gauge transformation, we build a harmonic function
$\lambda$ as
$\lambda=\sum_{m=0}^{\infty}\left[\sin (m \theta) \lambda_{m, c}+\cos (m \theta) \lambda_{m, s}\right]$,
where
$\lambda_{m, c}=\sum_{\ell=0}^{\infty} \frac{(-1)^{\ell} m!}{2^{2 \ell} \ell!(\ell+m)!} L_{m, c}^{[2 \ell]}(z) \rho^{2 \ell+m}$,
$\lambda_{m, s}=\sum_{\ell=0}^{\infty} \frac{(-1)^{\ell} m!}{2^{2 \ell} \ell!(\ell+m)!} L_{m, s}^{[2 \ell]}(z) \rho^{2 \ell+m}$,
and the coefficients $L_{m, s / c}^{[2 \ell]}(z)$ are related to the coefficients $C_{m, s / c}^{[2 \ell]}(z)$ by the following relations
$L_{m+1, s}^{[2 \ell]}(z)=\frac{1}{m+1}\left[\frac{1}{4 m} L_{m-1, s}^{[2 \ell+2]}(z)-B_{m, s}^{[2 \ell]}(z)\right]$
$L_{m+1, c}^{[2 \ell]}(z)=\frac{1}{m+1}\left[\frac{1}{4 m} L_{m-1, c}^{[2 \ell+2]}(z)-B_{m, c}^{[2 \ell]}(z)\right]$
and $L_{m, s / c}^{[0]}(z) \equiv 0$ for $m \leq 2$. It is possible to show that $\partial_{x} \lambda_{s / c}=$ $-\widehat{A}_{x}^{s / c}$ leading to the desired horizontal-free Coulomb gauge:
$\bar{A}_{x}^{s}=0 \quad \bar{A}_{x}^{c}=0 ;$
$\bar{A}_{y}^{s}=\widehat{A}_{y}^{s}+\partial_{y} \lambda_{s} ;$
$\bar{A}_{y}^{c}=\widehat{A}_{y}^{c}+\partial_{y} \lambda_{c} ;$
$\bar{A}_{z}^{s}=\widehat{A}_{z}^{s}+\partial_{z} \lambda_{s} ;$
$\bar{A}_{z}^{c}=\widehat{A}_{z}^{c}+\partial_{z} \lambda_{c}$,
where

$$
\begin{align*}
\partial_{y} \lambda_{m, c}= & -\sum_{\ell=0}^{\infty} \frac{(-1)^{\ell}}{2^{2 \ell} \ell!(\ell+m)!}\left\{(m+1) L_{m+1, c}^{[2 \ell]}+\frac{1}{4 m} L_{m-1, c}^{[2 \ell+2]}\right\} \\
& \times \rho^{2 \ell+m} \cos (m \theta) ; \\
\partial_{y} \lambda_{m, s}= & -\sum_{\ell=0}^{\infty} \frac{(-1)^{\ell}}{2^{2 \ell} \ell!(\ell+m)!}\left\{(m+1) L_{m+1, s}^{[2 \ell]}+\frac{1}{4 m} L_{m-1, s}^{[2 \ell+2]}\right\} \\
& \times \rho^{2 \ell+m} \sin (m \theta) \tag{44}
\end{align*}
$$

and $\partial_{z} \lambda$ is obtained from (41):

$$
\begin{align*}
\partial_{z} \lambda & =\sum_{m=0}^{\infty} \sin (m \theta) \sum_{\ell=0}^{\infty} \frac{(-1)^{\ell} m!}{2^{2 \ell} \ell!(\ell+m)!} L_{m, c}^{[2 \ell+1]}(z) \rho^{2 \ell+m} \\
& +\sum_{m=0}^{\infty} \cos (m \theta) \sum_{\ell=0}^{\infty} \frac{(-1)^{\ell} m!}{2^{2 \ell} \ell!(\ell+m)!} L_{m, s}^{[2 \ell+1]}(z) \rho^{2 \ell+m} \tag{45}
\end{align*}
$$

All the previous vector potential descriptions, when expressed in Cartesian coordinates, take the form
$\boldsymbol{A}(x, y, z)=\sum_{i, j} \boldsymbol{a}_{i, j}(z) x^{i} y^{j}$,
where the coefficients $\boldsymbol{a}_{i, j}(z)$ depend on the longitudinal coordinate $z$. In practical cases, the series expansions in the previous formulae are truncated to a finite number of terms, which depends on the number of harmonics used to describe the field, while the maximum number of generalized gradients derivatives $N D$ determines the range of the indices $i$ and $j$ in (46). Therefore, for a given $z=\widehat{z}$ value, the evaluation time of $(46)$ is proportional to the number of coefficients $\boldsymbol{a}_{i, j}(\widehat{z})$ retained, which can therefore be used to estimate the computational cost entailed by each representation.

Table 1
Number of vector potential coefficients using the harmonics $m \in\{2,6,10,14\}$, for different gauges and number of generalized gradients derivatives.

|  |  | ND $=2$ |  |  | ND $=16$ |  |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: |
|  |  | Normal | Skew |  | Normal | Skew |
| $A_{x}$ | AF | 20 | 16 | 112 | 105 |  |
|  | HFC | 0 | 0 | 0 | 0 |  |
| $A_{y}$ | AF | 20 | 16 | 112 | 105 |  |
|  | HFC | 20 | 20 | 119 | 112 |  |
| $A_{z}$ | AF | 40 | 36 | 128 | 120 |  |
|  | HFC | 44 | 32 | 135 | 113 |  |
| TOT | AF | HFC | 80 | 68 | 352 | 330 |
|  | HFC/AF | 0.80 | 52 | 254 | 225 |  |

Table 2
Number of function evaluation for each vector potential component (left) and ratio of function evaluations between horizontal free Coulomb gauge (HFC) and azimuthal free gauge (AF), for standard symplectic methods (first row) and Lie algebra based methods (second row). Numbers refer to the case of harmonics $m \in$ $\{2,6,10,14\}$ and $N D=16$ generalized gradient derivatives.

|  | Number of evaluations |  |  | Ratio HFC/AF |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $A_{x}$ | $A_{y}$ | $A_{z}$ |  | Norm | Skew |
| $\boldsymbol{J} \nabla \mathcal{K}$ | 3 | 3 | 2 |  | 0.666 | 0.646 |
| $\mathcal{M}_{2}$ | 8 | 4 | 4 |  | 0.539 | 0.517 |

Using the horizontal-free gauge, all the terms in the previous series expansions corresponding to the $x$ component of the vector potential are null, while the number of terms corresponding to the other two components is similar in the Coulomb and horizontal free gauges. A possible set of harmonics which describe the field of a quadrupole is $m \in\{2,6,10,14\}$. The number of coefficients required by the magnetic vector potential at a specific $z$ location, in different gauges, using such set of harmonics and different generalized gradient derivatives are shown in Table 1.

It can be noticed that the horizontal-free Coulomb gauge requires in general between $20 \%$ and $25 \%$ less coefficients with respect to the azimuthal-free gauge.

The effective reduction in computational cost achievable by this reformulation is however dependent on the specific features of each numerical method. Indeed, Runge-Kutta methods require the evaluation of the right hand side of Hamilton equations $\boldsymbol{J} \nabla \mathcal{K}$, while Lie methods evaluate the map $\mathcal{M}_{2}$. Therefore, the speed-up of Runge-Kutta and Lie methods, achieved with the different gauges, is related to the number of vector potential coefficients required by $\boldsymbol{J} \nabla \mathcal{K}$ and $\mathcal{M}_{2}$, respectively. In Table 2, the number of evaluations of each vector potential component required by $\boldsymbol{J} \nabla \mathcal{K}$ and by $\mathcal{M}_{2}$ are shown. Moreover, in the last columns, the ratios between the number of vector potential coefficients using the horizontal-free Coulomb gauge and the azimuthal-free gauge are shown, when considering harmonics $m \in\{2,6,10,14\}$ and $N D=16$. It can be noticed that the $\operatorname{map} \mathcal{M}_{2}$, and therefore Lie methods, benefit more from the change of gauge, because they require more evaluations of the $A_{x}$ component. The overall efficiency of each method also depends on the total number of evaluations of $\boldsymbol{J} \nabla \mathcal{K}$ or $\mathcal{M}_{2}$ required at each step. These are reported in Table 3. Moreover, it is important to notice that implicit methods require a certain number of fixed point iterations, between 5 and 8 , that increase significantly their computational cost per time step. For a comprehensive efficiency comparison, the total computational cost of each method must be compared to the accuracy level it allows to achieve and to the accuracy level that is actually required for accelerator design. This comparison will be attempted in Sections 5 and 6.

In the following sections, only normal quadrupoles will be considered (i.e. with null skew generalized gradients), so that the notation will be simplified using $C_{m}^{[n]}$ instead of $C_{m, s}^{[n]}$.


Fig. 1. Relative error in the Maxwell equation with respect to the number of generalized gradient derivatives used. Positions $\left(X_{0}, Y_{0}\right)=(0,0.01)($ left $)$ and $\left(X_{0}, Y_{0}\right)=(0,0.04)$ (right). Second order harmonic $B_{2}$ of realistic case (Section 6).

Table 3
Number of evaluations of $\boldsymbol{J} \nabla \mathcal{K}$ or $\mathcal{M}_{2}$ required by each numerical method. $N_{f p}$ denotes the number of fixed point iterations required by implicit methods.

|  | $J \nabla \mathcal{K}$ | $\mathcal{M}_{2}$ |
| :--- | :--- | :--- |
| midPoint | $1 \cdot N_{f p}$ |  |
| rk4 | 4 |  |
| gauss4 | $2 \cdot N_{f p}$ |  |
| gauss6 | $3 \cdot N_{f p}$ | 1 |
| lie2 |  | 3 |
| lie4 |  | 9 |
| lie6 |  |  |

A final remark concerns one important consequence of the previously introduced vector potential representation. The vector potential expressions (37), (38) and (43) are truncated at a finite number of terms $N D$. As a consequence, many equations that the vector potential should satisfy only hold up to terms associated to the first generalized gradient derivatives that have been neglected, i.e. $C_{m, s / c}^{[N D+1]}(z)$. If $N D$ is an even number, all the vector potential gauges produce exactly the same magnetic field, which satisfies the Maxwell equation
$\nabla \times \nabla \times \boldsymbol{A}=\boldsymbol{j}^{s P}$,
where $\boldsymbol{j}^{S P}$ is a spurious current that depends on the generalized gradients only through the generalized gradient derivatives of order $N D+1$. This implies that, generally, the largest contributions to these currents will be concentrated in the fringe field. For example, using only two derivatives of $C_{2}^{[0]}(Z)$, the spurious currents are:
$\boldsymbol{j}^{S P}=\left[\begin{array}{c}\frac{1}{6}\left(X^{3}-3 X Y^{2}\right) C_{2}^{[3]}(Z) \\ -\frac{1}{6}\left(Y^{3}+3 Y X^{2}\right) C_{2}^{[3]}(Z) \\ 0\end{array}\right]$.
The magnitude of this error can be measured using the following quantity:

$$
\begin{equation*}
\frac{\max _{Z}\left(\left\|\nabla \times \nabla \times \boldsymbol{A}\left(X_{0}, Y_{0}, Z\right)\right\|_{2}\right)}{\max _{Z}\left(\left\|\boldsymbol{A}\left(X_{0}, Y_{0}, Z\right)\right\|_{2}\right)}, \tag{48}
\end{equation*}
$$

where $\left(X_{0}, Y_{0}\right)$ refers to a fixed position in the transversal plane. In Fig. 1, we show the behaviour of the error (48) for two different transversal positions, one closer to the quadrupole axis and another further away. The results refer to vector potentials in different gauges, computed considering a second order harmonic $B_{2}$ coming from a realistic design of a quadrupole (see Section 6). It can be noticed that the error in the different gauges coincides if $N D$ is an even number, coherently with the fact that the magnetic fields
are identical. Furthermore, the error is larger at locations further from the quadrupole centre and reaches a saturation level when a sufficiently large number of generalized gradient derivatives are used. It is unclear to which extent this approximation error, which is far from negligible at larger distances from the quadrupole axis, entails a limitation for the accuracy that tracking algorithms can achieve. Mimetic methods like those presented in [13] guarantee that a discrete equivalent of $\nabla \times \nabla \times \boldsymbol{A}=0$ is exactly satisfied, so that they could represent a potentially interesting alternative to the techniques described in this section.

As a final remark we notice that, in the use of Eq. (35), particular attention has to be devoted to the computation of the input harmonics. If harmonics that do not go to zero sufficiently fast at the boundaries are employed, significant errors in the field description may result. For example, even if the harmonics vanish at the boundaries, the computed generalized gradients, and thus the vector potential, may not vanish as well, causing a discrepancy between the canonical and the mechanical momenta in a region where they should coincide. In our experience, these issues can be avoided by appropriate extension of the harmonics data by sufficiently large regions filled with zero values.

## 5. Numerical experiments with an analytic magnetic vector potential

In this section, Eqs. (26) will be solved for the case of a simple vector potential, whose expression is given by a polynomial with just a few nonzero coefficients. It is important to notice that this configuration is not completely realistic, since this vector potential does not exactly satisfy the Maxwell equation $\nabla \times \nabla \times \boldsymbol{A}=0$. As discussed in the previous section, this leads to spurious residual currents on the right hand side of this equation, which are however not accounted for in Eqs. (26). In spite of this inconsistency, this benchmark is useful to assess the impact of the interpolation procedure mentioned in Section 3, since the simple analytic expression can also be computed cheaply online and comparison between results obtained with and without interpolation can be carried out.

A set of scaled vector potentials in different gauges is built using Eqs. (37), (38) and (43) and employing only the $C_{2}^{[0]}(Z)$ function defined as follows. We first set
$\sigma(x)=\left\{\begin{array}{l}0 \\ \frac{1}{2}\left[1+\operatorname{erf}\left(\tan \frac{\pi}{2} x\right)\right] \\ 1\end{array}\right.$

$$
\begin{align*}
& x \in(-\infty,-1] \\
& x \in(-1,1)  \tag{49}\\
& x \in[1,+\infty)
\end{align*}
$$

where erf denotes the error function, defined as
$\operatorname{erf}(x)=\frac{2}{\sqrt{\pi}} \int_{0}^{x} e^{-t^{2}} \mathrm{~d} t$.

Generalized gradient


Fig. 2. Analytic generalized gradient and its derivative.

Using (49), the function $C_{2}^{[0]}(Z)$ is then defined as

$$
C_{2}^{[0]}(Z)= \begin{cases}\alpha\left[\sigma\left(-1+2 \frac{Z}{L_{1}}\right)\right. &  \tag{50}\\ \left.+\sigma\left(1-2 \frac{Z-Z_{2}}{L_{2}}\right)\right]-\alpha & Z \in\left(0, Z_{\text {MAX }}\right) \\ 0 & \text { otherwise. }\end{cases}
$$

Here, the coefficient $\alpha$ is the plateau value of $C_{2}^{[0]}(Z), Z_{\text {MAX }}$ denotes the total field length, $L_{1}, L_{2}$ are the widths of the regions in which the field is not constant and $Z_{2}$ denotes the location of the second of these regions, the first being located at $Z=0$ (see Fig. 2). In this work, the value $\alpha$ in (50) has been chosen equal to $6 \cdot 10^{-4}$ with $L_{1}=L_{2}=0.9$ and $Z_{2}=3.1$. The initial conditions for the transversal positions and momenta of the particle are set to $\boldsymbol{w}_{0}=(0.02,-0.04,0,0)$ and $\delta_{0}=0$. A reference solution is computed using the exact vector potential and the Matlab ODE solver ode 45 with a maximum $\Delta Z^{\text {ref }}=\Delta Z^{\text {data }} / 10$ and a relative error tolerance of $10^{-13}$.

In Fig. 3, the errors obtained with the different ODE methods are presented, in the case in which no interpolation is used and the magnetic vector potential is computed exactly at each required location. The errors on the $X, Y$ coordinates behave very similarly and the same is true for the corresponding moments, but the errors on transversal momenta are larger than those on positions. As long as the errors are above the tolerance chosen for the reference solution, both second and fourth order solvers behave in agreement with theoretical expectations, while sixth order solvers only seem to display the expected error decay for sufficiently small values of the interval $\Delta Z$. Furthermore, very similar errors are obtained for second and fourth order methods for the largest $\Delta Z$ employed. We attribute these facts to the poor resolution of the larger gradient areas at the beginning and at the end of the idealized quadrupole. This effect can also be seen in the numerical results of Section 6. It gives a clear indication that there is an upper limit to the value $\Delta Z$ that can be employed, independently of the accuracy of the solver employed.

In order to study the impact of different interpolation techniques in the more realistic case in which the vector potential is only available as sampled data, the analytic vector potential obtained from (50) is sampled on a fine mesh with $\Delta Z^{\text {data }}=0.002$
over the interval $[0,4]$. For each given position along the $Z$ axis where the vector potential is not available, we employ (a) the value at the last previously available gridded location (previous), (b) the value at the nearest gridded location available (nearest), (c) the average of the nearest available potential values (interval) (d) a cubic spline interpolation (spline). The results of this comparison are reported in Fig. 4. Only results obtained with the sixthorder Gauss method are displayed, since the highest order methods are those most affected by the accuracy of the field interpolation. It can be noticed that all interpolation methods limit the overall accuracy of the time integrator, to a larger or lesser extent. Ideally, an interpolator of the same order of the time integration method should be employed. On the other hand, spline interpolation seems to be sufficient to achieve errors comparable to those of the exact potential evaluation in most cases.

In order to compare the efficiencies of the methods employed, we report in Fig. 5 the behaviour of the error as a function of the CPU time required by each method for a given resolution. Since the interpolation stage is done off-line, the CPU time required does not depend on the interpolation method employed. Among the ODE methods, the fourth-order explicit Runge-Kutta method gives the best results, followed by the sixth-order Gauss method and the fourth-order Lie method. Among the symplectic methods, the fastest method is the second-order Lie one, but it has a relatively low accuracy.

As mentioned in the introduction, the beam stability assessment requires long-term simulations. In order to verify the solution quality in this framework, the phase-space orbits of a particle which travels through a sequence of focusing-defocusing quadrupole couples are measured. This test is carried out considering a sequence of 3000 consecutive quadrupole couples and an integration step of $\Delta Z=0.08$. All the numerical methods produced stable orbits in this test. As an example, in Fig. 6 the results for the fourth-order Lie method are reported. Remarkably, the non-symplectic fourth-order Runge-Kutta method gives results entirely analogous to those of the other (symplectic) methods considered, see Fig. 7.

## 6. Numerical experiments with a realistic vector potential

In this section, Eqs. (26) will be solved for the case of a magnetic vector potential that corresponds to the design of a realistic quadrupole. The harmonics $m=2,6,10,14$, at a radius of analysis of 0.05 and sampled at $\Delta Z^{\text {data }}=0.02$ (Fig. 8) are provided by numerical simulations performed by the FEM/BEM software ROXIE [19], developed at CERN to design the accelerator magnets. The presence of connectors on one side of the quadrupole causes asymmetries in the harmonics along the $Z$ axis and the presence of skew harmonics. The generalized gradients are computed using up to 16 derivatives. We will consider the case of a particle quite far from the quadrupole axis: indeed, the initial conditions for the transversal positions and momenta are set to $\boldsymbol{w}_{0}=(0.02,-0.04,0,0)$ and $\delta_{0}=0$. Using the horizontal-free Coulomb gauge, we obtain a gain in efficiency quite in agreement with the estimates given in Section 4, see Tables 4 and 5. In the following, only the results with the horizontal-free Coulomb gauge and using cubic spline interpolation of gridded data are reported.

The error comparisons are shown in Fig. 9. In order to measure the methods' accuracy, the absolute error on the positions and the momenta at the quadrupole exit are used, because these values are useful to understand if the nonlinear effects, mentioned in the introduction, can be described correctly. The trend is similar to those seen in the previous sections, but with a general worsening in accuracy. The longer integration steps imply that the fringe field region is not sampled in a sufficiently accurate way, thus


Fig. 3. Test case with analytically defined vector potential. Convergence behaviour in the $l_{\infty}$ norm of different ODE methods for $X$ (left) and $P_{y}$ (right) when exact vector potential values are employed at all intermediate steps. The straight lines in the bottom right corner denote theoretical slopes for different convergence orders.


Fig. 4. Test case with analytically defined vector potential. Convergence behaviour in the $l_{\infty}$ norm of different ODE methods for $X$ (left) and $P_{y}$ (right) when reconstructed vector potential values are employed at all intermediate steps. The straight lines in the bottom right corner denote theoretical slopes for different convergence orders.


Fig. 5. Analytic case, no interpolation. Efficiency comparison between ODE methods for $X$ (left) and $P_{y}$ (right).


Fig. 6. Analytic case, cubic spline interpolation. Phase-space trajectories in the ( $X, P_{x}$ ) (left) and $\left(Y, P_{y}\right)$ (right) planes, $X_{0}=-0.02, Y_{0}=0.04$. Fourth-order Lie method.


Fig. 7. Analytic case, cubic spline interpolation. Phase-space trajectories in the ( $X, P_{x}$ ) (left) and ( $Y, P_{y}$ ) (right) planes, $X_{0}=-0.02, Y_{0}=0.04$. Fourth-order explicit Runge-Kutta method.

## Table 4

Realistic case. CPU time and speed-up obtained using different vector potential gauges and the fourth-order explicit Runge-Kutta method.

| $\Delta Z[-]$ | Time $[\mathrm{s}]$ |  | Ratio [-] |
| :--- | :--- | :--- | :--- |
|  | AF | HFC | $\mathrm{HFC} / \mathrm{AF}$ |
| 0.02 | 0.0599 | 0.0341 | 0.5704 |
| 0.04 | 0.0271 | 0.0166 | 0.6131 |
| 0.08 | 0.0133 | 0.0084 | 0.6348 |
| 0.16 | 0.0071 | 0.0043 | 0.6041 |
| Average |  | $\mathbf{0 . 6 0 6}$ |  |

preventing the correct description of the field and the achievement of the theoretical convergence orders for the numerical methods. The final error drop in the high-order methods can be due to the fact that the reference solution has been computed using the same

## Table 5

Realistic case. CPU time and speed-up obtained using different vector potential gauges and the fourth-order Lie method.

| $\Delta Z[-]$ | Time [s] |  | Ratio [-] <br>  <br>  <br>  <br> AF |
| :--- | :--- | :--- | :--- |
| 0.02 | 0.0966 | HFC | 0.0548 |
| 0.0474 | 0.0256 | 0.5680 |  |
| 0.04 | 0.0474 | 0.0132 | 0.5477 |
| 0.16 | 0.0241 | 0.0068 | 0.5726 |
| Average | 0.0118 |  | $\mathbf{0 . 5 5 7}$ |

starting vector potential data and only a finer mesh of interpolated values. In order to compare the efficiencies of the methods employed, we plot in Fig. 10 the behaviour of the error as a function of the CPU time required by each method for a given resolution.


Fig. 8. Realistic case. Normal harmonics sampled at $\Delta z^{\text {data }}=0.02 \mathrm{~m}$. Courtesy of E. Todesco and S. Izquierdo Bermudez.

In this case, as discussed before, the large $\Delta Z^{\text {data }}$ of the input data limits the possibility of achieving high accuracies, therefore there is no clear advantage in the use of high order methods and the second-order Lie method is the most efficient.

Finally, we check the beam stability looking at the phase-space orbits of a particle which travels through a sequence of focusingdefocusing quadrupole couples. This test is carried out considering a sequence of 24000 consecutive quadrupole couples and an integration step of $\Delta Z=0.04$. In this case it is possible to notice, see Figs. 11 and 12, that the numerically approximated trajectories, rather than identifying a well defined orbit, span a wide region in the $\left(X, P_{\chi}\right)$ phase space.

We attribute this inaccuracy to the numerical errors induced by evaluation of vector potential polynomial terms with high degree, which result from using various harmonics and many generalized gradient derivatives. In fact, using only the second order harmonic and two generalized gradient derivatives (Fig. 13), or considering a motion closer to the quadrupole axis (Fig. 14), where the high degree polynomial terms are less important, it is possible to obtain stable orbits similar to the ones obtained in the analytical case presented in Section 5. It is especially noteworthy that, in spite of its lack of symplectic properties, the classical fourth order RK method does not appear to behave differently from the symplectic ones (Figs. 15 and 16).

In order to study the long term behaviour of the numerical methods, we also simulate the motion of a particle through 50000 focusing-defocusing quadrupole pairs using an integration step



Fig. 9. Realistic case, cubic spline interpolation. Error comparison between ODE methods for $X$ (left) and $P_{y}$ (right). The straight lines in the bottom right corner correspond to the theoretical slopes of the error curves for different convergence orders.


Fig. 10. Realistic case, cubic spline interpolation. Efficiency comparison between ODE methods for $X$ (left) and $P_{y}$ (right).


Fig. 11. Realistic case, cubic spline interpolation. Phase-space trajectories in the $\left(X, P_{x}\right)$ (left) and $\left(Y, P_{y}\right)$ (right) planes, $X_{0}=0.02, Y_{0}=-0.04$. Fourth-order Lie method.


Fig. 12. Realistic case, cubic spline interpolation. Phase-space trajectories in the ( $X, P_{x}$ ) (left) and ( $Y, P_{y}$ ) (right) planes, $X_{0}=0.02, Y_{0}=-0.04$. Fourth-order explicit Runge-Kutta method.
$\Delta Z=0.04$. To check the stability of the motion, we consider the mechanical momentum $P_{x}^{M}$, plotted in Fig. 17 (left) for the different numerical methods. Notice that, in this and in the following plots of this section, the value of $P_{x}^{M}$ computed at the end of the quadrupole is reported, sampling only one every 300 quadrupole couples. Similar results are obtained considering the mechanical momentum in the other transversal direction $P_{y}^{M}$. It can be noticed that all the methods produce the same oscillating trend. While all methods appear to compute stable orbits, the computed values of $P_{x}^{M}$ and the resulting particle trajectories display significant differences. This can be seen better in Fig. 17 (right), where the differences with respect to the mechanical momentum computed using the reference sixth-order Gauss method are shown. In this case, it is apparent that larger deviations are obtained with the lower order methods. As in the shorter integration discussed previously, the
differences in computed mechanical momentum values between the various numerical methods can be reduced either considering a particle travelling closer to the quadrupole axis, see Fig. 18 (left) or using a smaller integration step, see Fig. 18 (right). The size of the deviations of $P_{x}^{M}$ from the reference values appears to be related more to the order of convergence of each method than to whether the specific method has symplectic properties or not.

A final test has been carried out, comparing the symplectic second and fourth-order Lie methods and the non-symplectic fourthorder Runge-Kutta method on a longer sequence of 1500000 focusing-defocusing quadrupole couples, using an integration step $\Delta Z=0.04$. The results are shown in Fig. 19. In this case, the value of $P_{x}^{M}$ computed at the end of the quadrupole is reported, sampling only one every 6000 quadrupole couples. Even in this very long integration, no unstable trends appear and the both symplectic


Fig. 13. Realistic case, second order harmonic, two generalized gradient derivatives, cubic spline interpolation. Phase-space trajectories in the ( $X, P_{x}$ ) (left) and ( $Y, P_{y}$ ) (right) planes, $X_{0}=-0.02, Y_{0}=0.04$. Fourth-order Lie method.


Fig. 14. Realistic case, cubic spline interpolation. Phase-space trajectories in the $\left(X, P_{x}\right)$ (left) and $\left(Y, P_{y}\right)$ (right) planes, $X_{0}=-0.02, Y_{0}=0.01$. Fourth-order Lie method.
and non symplectic methods appear to behave in a qualitatively analogous fashion.

## 7. Nonlinear dependencies of exit positions and momenta on the initial values

The net effect of the quadrupole on charged particles crossing it can be approximately described by a linear relationship between the initial and final particle positions and momenta. Denoting quantities at the entrance of the quadrupole by the subscript in and quantities at the exit of the quadrupole by the subscript out, we can express the linear dependence as:
$\boldsymbol{w}_{\text {out }}^{\text {lin }}=\boldsymbol{M} \boldsymbol{w}_{\text {in }}$.
Here, $\boldsymbol{M}$ denotes a matrix computed using the slicing algorithm and thin quadrupole approximation described in [20]. Nonlinear effects
are much smaller in amplitude and are mainly due to the regions in which the field is not constant in $Z$. In order to highlight these nonlinear effects, we compute the particle trajectories through the quadrupole and we then subtract the linear contribution determined using (51). Reference trajectories are computed by a sixthorder symplectic Gauss method with $\Delta Z=\Delta Z^{\text {data }} / 10$ and cubic spline interpolation of the vector potential data (reconstructed using $N D=16$ generalized gradient derivatives as in Section 6). In the following figures, the nonlinear trend of the reference trajectory will be represented by a purple line. We have considered again the vector potential of the realistic case of Section 6. Note that, since a reference length $L=1 \mathrm{~m}$ has been used to normalize the longitudinal coordinate $z$, the numerical values of $\Delta z$ and $\Delta Z$ coincide. In Fig. 20, the nonlinear trend of $X$ and $P_{x}$ is shown, as computed from the reference trajectories of particles entering the quadrupole at different positions in the transversal plane and


Fig. 15. Realistic case, second order harmonic, two generalized gradient derivatives, cubic spline interpolation. Phase-space trajectories in the ( $X, P_{x}$ ) (left) and ( $Y, P_{y}$ ) (right) planes, $X_{0}=-0.02, Y_{0}=0.04$. Fourth-order explicit Runge-Kutta method.


Fig. 16. Realistic case, cubic spline interpolation. Phase-space trajectories in the ( $X, P_{x}$ ) (left) and ( $Y, P_{y}$ ) (right) planes, $X_{0}=-0.02$, $Y_{0}=0.01$. Fourth-order explicit Runge-Kutta method.
having null transversal momenta. Therefore, the particles are moving initially in a direction parallel to the longitudinal axis $Z$. It can be seen that the nonlinear effects are much stronger away from the quadrupole axis. Based on the previous results in this section, this is exactly the region in which the inaccuracies due to the field reconstruction procedure are most relevant. Therefore, a significant impact of the field reconstruction method on the accuracy of the approximation of nonlinear effects has to be expected for particles with initial data far from the quadrupole axis and that the shape and magnitude of the nonlinearities on the positions are different with respect to the ones on the momenta. As we will see later, this difference is due to the asymmetry of the field with respect to $z$.

In order to compare the various numerical methods with respect to their rendering of nonlinear effects, in the following test
we then consider a set of particles whose initial positions, at the entrance of the quadrupole, are equally spaced along the $Y$-axis between -0.04 and 0.04 and whose initial momenta are $P_{x}=$ $P_{y}=0$. The nonlinear effects computed with cubic spline interpolation and second order Lie method, fourth order Lie method and fourth order Runge-Kutta method are displayed in Figs. 2123 , respectively. It can be seen that all methods converge to the reference result for decreasing $\Delta Z$ and for sufficiently small initial distances from the quadrupole axis. On the other hand, large values of the integration step result in big errors on the approximation of the nonlinear effects, thus showing again that sufficiently high resolution of the fringe field region is essential. Furthermore, as already mentioned in the discussion of Fig. 20, nonlinear effects become more relevant away from the axis and, in that region, the


Fig. 17. Realistic case, cubic spline interpolation, 50000 quadrupole couples, $X_{0}=0.02, Y_{0}=-0.04, \Delta Z=0.04$. Trend of $P_{x}^{M}$ (left) and deviations of $P_{x}^{M}$ with respect to the one computed with the sixth-order Gauss method (right) for the various numerical methods. Second-order Lie method and Midpoint method appear as superposed.


Fig. 18. Realistic case, cubic spline interpolation, 50000 quadrupole couples, $X_{0}=-0.02, Y_{0}=0.03, \Delta Z=0.04$ (left) and $\Delta Z=0.02$ (right). Deviations of $P_{x}^{M}$ with respect to the one computed with the sixth-order Gauss method for the second and fourth-order Lie methods and the non-symplectic fourth-order Runge-Kutta method. Second-order Lie method and Midpoint method appear as superposed.


Fig. 19. Realistic case, cubic spline interpolation, $\Delta Z=0.04,1500000$ quadrupole couples, $X_{0}=0.02, Y_{0}=-0.04$. $P_{x}^{M}$ trend (one point each 6000 quadrupole couples) computed with second and fourth-order Lie methods and the non-symplectic fourth-order Runge-Kutta method.
quality of their approximation may suffer more from the errors on the reconstructed or interpolated field than from the error induced by the numerical integrator employed.

We then compare one of the methods used previously (specifically, the sixth order symplectic Gauss method) with the thin lens model currently used in SixTrack [6], which is based on integrated multipoles and therefore neglects the $z$-dependence of the field. The version of the thin lens method employed uses 500
slices. In Fig. 24, it can be seen that there is a good agreement between the two models the momentum nonlinearities, where the two lines are superposed, while the position nonlinearities are different. We attribute this difference to the asymmetry of the field in the $z$ direction, which cannot be taken into account using integrated multipoles. Considering a set of particles starting at different positions in the transversal plane, it can be noticed that the thin model describe the position nonlinearities similarly to


Fig. 20. Realistic case, nonlinearities of $X$ and $P_{x}$ for a set of particles starting at different positions in the transversal plane and null transversal momenta.


Fig. 21. Realistic case, cubic spline interpolation. Nonlinear part of positions (left) and momenta (right) computed using the second-order Lie method.
the momentum nonlinearities, whereas the ones computed by the reference method have a smaller magnitude and a more complex behaviour (see Fig. 25). If we instead consider a symmetric field, for example adding a specular quadrupole immediately after the first one, we obtain again comparable results for the position nonlinearities too, as can be seen in Fig. 26. In this latter case, where the field is symmetric and the results seem to be comparable, we can compute the differences between the two models. If we compare the maximum of the differences to the maximum of the nonlinearities, we see a difference of $\sim 5-10 \%$, but the maxima correspond to different initial positions in the transversal plane, so that there is no fixed correspondence, for each entrance position, between the magnitude of the nonlinearities and the magnitude of the differences.

## 8. Conclusions and future developments

We have discussed and analysed several issues that arise in the numerical approximation of charged particles trajectories in magnetic quadrupoles.

We have shown that a specific gauge transformation allows to reduce by approximately $50 \%$ the computational cost of each
vector potential evaluation, thus significantly enhancing the efficiency of any numerical approximation method for the trajectory simulation. The impact of the interpolation technique employed to compute magnetic vector potential values at arbitrary locations from gridded data has also been assessed, highlighting potential limitations in accuracy induced by insufficiently accurate interpolation methods, if high order time integration techniques are to be applied. However, cubic spline interpolation was found to be sufficient for preserving the accuracy of all the methods considered in this work over a wide range of values for the integration step.

We have then compared several high order integration techniques, which allow to maintain high accuracy even with relatively large integration step values, in order to assess their accuracy and efficiency for long-term simulations. Explicit high order Lie methods have been considered, along with implicit high order symplectic integrators and a more conventional, non-symplectic, explicit Runge-Kutta method. The tests presented in this work show that, for realistic vector potentials, the errors induced by the vector potential representation and interpolation become significant and reduce the highest possible accuracy that can be


Fig. 22. Realistic case, cubic spline interpolation. Nonlinear part of positions (left) and momenta (right) computed using the fourth-order Lie method.


Fig. 23. Realistic case, cubic spline interpolation. Nonlinear part of positions (left) and momenta (right) computed using the fourth-order explicit Runge-Kutta method.
attained. Furthermore, since in realistic cases the magnetic vector potential evaluation is costlier, numerical methods which require less evaluations, such as the second-order Lie method, appear to be more competitive in terms of efficiency. On the other hand, if these errors could be reduced by different approaches for the vector field representation, higher order methods could be advantageous if a more precise approximation is required. The speed gain obtained by the horizontal-free Coulomb gauge would also allow to use more expensive methods. In particular, the explicit fourth-order Runge-Kutta appears to be the most efficient method and the fourth-order Lie the most efficient among symplectic methods. The results obtained also show that, for all the compared methods, even though their stability and formal accuracy properties would allow the use of large integration steps, these are to be discarded because they lead to insufficient resolution in the fringe field regions. All the methods studied in this paper yield convergent approximations of nonlinear effects, that are discarded when linear transfer maps are applied. However, the computation of these effects far from
the quadrupole axis and with too large integration steps is also affected by the poor resolution of the fringe field and the errors in the vector potential reconstruction, respectively. A comparison of the results of a symplectic, high order integrator with those of the thin lens model of SixTrack showed a significant discrepancy with respect to the position nonlinearities, which can be attributed to the asymmetry of the field in the longitudinal direction $z$. Even when symmetric field is considered, a difference between the two models of $\sim 5-10 \%$ can be observed, but this difference depends on the initial position of the particle and it is not directly related to the magnitude of the nonlinear effect. As a future perspective, it is interesting to study the effect of these differences over the longterm tracking in the full accelerator.

All the computations carried out in this work used vector potential values sampled on a uniform grid along the longitudinal axis of the quadrupole. In order to increase efficiency, using vector potentials sampled over a non-uniform grid appears to be a straightforward and necessary improvement. In such way, it could


Fig. 24. Thin lens model. Nonlinear part of positions (left) and momenta (right). For the momenta the lines are superposed.


Fig. 25. Thin lens model. Position nonlinearities computed with the thin lens model (left) and with the sixth order symplectic Gauss method (right). The position nonlinearities produced by the thin lens model are larger and similar to the momentum nonlinearities.


Fig. 26. Thin lens model, symmetric field obtained considering two adjacent specular quadrupoles. Position nonlinearities computed with the thin lens model (left) and with the sixth order symplectic Gauss method (right). In this case, where the field is symmetric with respect to the longitudinal axis $z$, the results of the two methods are comparable.
be possible to use a smaller step in the fringe field regions, where the vector potential has more complex shape, and a larger step where the field is uniform and has simpler structure.

An interesting aspect of the results obtained was the fact that non-symplectic methods appeared to be competitive with symplectic ones, even on relatively long integrations. A goal of future work is to understand whether more realistic test cases would actually highlight negative effects induced by non-symplectic methods and whether more detailed monitoring of the particle motion could be employed for this purpose. For example, in this work only the energy associated to the transverse variable was used to measure the good behaviour in long-term simulations. Other conserved quantities could also be used to compare the performance of the different methods.

Finally, given the degradation in accuracy that is induced by the vector potential approximation considered in this work, when the potential is to be computed far from the quadrupole axis, investigation of alternative approximations based on high order finite element approaches also seems an interesting possible development, in order to achieve a more reliable description of the particle trajectories in the large aperture case.
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#### Abstract

The computation of analytic and numerical beam based quantities are derived for full 3D representation of the quadrupoles magnetic field, which can be computed by finite element code or measured. The impact of this more accurate description of the non homogeneity of the field is estimated on beam based observables and non linear correctors strengths, and compared with the less accurate models in the case of HL-LHC.


## 1. Introduction

This paper presents the computation of beam based quantities (such as amplitude detuning and dynamic aperture) based on a 3D representation of the non homogeneity's of the quadrupole field, studying, in particular, the final focus quadrupoles of the high luminosity upgrade of LHC (HL-LHC [1]).

In general, allowed non linearities are stronger in the extremities than in the body of a magnet, as can be seen in Fig. 1, where the longitudinal profile of the harmonics from a short prototype of the large aperture ( 150 mm ) final focus quadrupoles of HL-LHC project is shown. The presence of connectors on one side of the magnet has also been considered since they break the longitudinal symmetry of the field. In this paper, the orientation of the magnet follow the powering scheme for HL-LHC shown in Fig. 2.

The possibility to study the impact of magnet fringe fields on non-linear beam dynamics dates back to around the 90's [2,3]. More recently, analytical functions have been used to fit magnetic field data, computed with finite element codes or measured, with application to different projects $[4,5]$. Generalized Gradients based methods are also able to include magnetic data, measured or computed, in the nonlinear transfer maps [6,7]. Its application to a photon source [8] have shown agreement of tracking simulations using magnetic field maps with tracking using machine optics model. Here, we fully link the Generalized Gradient technique to beam based observables, to study the impact of the 3 dimensional distribution of the field on the ring performance. We consider the case of HL LHC inner triplet where the gradient of the betatronic ( $\beta$ ) function in a single quadrupole is not so small and the $\beta$ function is very big. Therefore, beam based quantities like Amplitude Detuning and Dynamic Aperture, are dominated by the errors in these elements.

Combining the variation of this high $\beta$ function in the same quadrupole and a non-uniform longitudinal distribution of the harmonic alongside the magnet can have a non-negligible weight on the model prediction and explain eventual discrepancy with beam based observables. In particular, this study quantifies the level of detail in the description of the field that has significant effect on commonly used beam based quantities, such as amplitude detuning, dynamic aperture and non linear correctors evaluations. An analytical calculations of the impact of the extremities of the inner triplet magnets of HL-LHC on detuning with amplitude, using first order Hamiltonian perturbation theory, can be found in [9]. In this paper, we derived it for the first time in terms of generalized gradients of the magnetic field, including also the dodecapole harmonics, and extend it to the numerical estimates of the same quantities studied in the previous paper and of the dynamic aperture, comparing it to more simplified models for the non-linear transfer maps.

Section 2 describes the analytical calculation for the variation of the phase-space transverse angular velocity with the amplitude of the particle (Amplitude Detuning) in terms of Generalized Gradients of the quadrupole. This beam dynamic quantity is widely used to define the performance and the non-linear correction in circular accelerators [10]. Beam based measurements of amplitude detuning are essential for the LHC commissioning [11].

Section 3 introduces the symplectic and efficient (mandatory for application to large hadron storage rings) non-linear transfer maps based on Generalized Gradients and compares it to the approximated models: the classical one, in which the non-linearities of the field are integrated along the magnet and uniformly distributed, and a first approximation of the longitudinal distribution of the high order harmonics, which splits the quadrupole into three parts (i.e. the body and the two extremities). The proposed 3D non-linear transfer map,
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Fig. 1. Normal longitudinal harmonics sampled at $\Delta z=2 \mathrm{~mm}$ for the prototype of HL-LHC Inner Triplet quadrupole. Courtesy of E. Todesco and S. Izquierdo Bermudez.


Fig. 2. Single aperture elements in the HL-LHC insertion regions. The three (splitted) quadrupoles composing each inner triplet (Q1, Q2 and Q3) are in blue, blue dots represent the position of the quadrupoles connectors, the first separation dipole is in yellow and the non-linear correctors are in purple (top panel). The horizontal and vertical $\beta$ functions are shown in the bottom panel. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
called Lie2 since is derived using Lie Algebra techniques, consists of numerical integration of the two extremities using smaller steps. It has the advantage (with respect to the approximate models) to be able to take into account the derivatives of the field gradients, that are also sources of non-linearities.

Section 4 compares the analytical estimates of Amplitude Detuning (AD) with the tracking simulations using the three different transfer maps, corresponding to the models described in the previous section. This beam-based observable refers to the variation of the transverse Phase-Space angular frequency (i.e. the tune) with respect to the amplitude of the particle and it is the most direct measurement of beam non-linearities. The impact of the model on the correctors strength expected to correct this AD , is also quantified and compared to present strength specifications. Those correctors are used to correct locally non-linearities (i.e. reduce the beam Resonance Driving Terms (RDTs), Ref. [12]).

Section 5 repeats the comparison of the models on another beam dynamic quantity that is the Dynamic Aperture. It defines the region of stable motion of the particles against magnet non-linearities and is often used to define tolerances on magnets conception in the design phase of circular accelerators. Unlike Amplitude Detuning, there is no analytic calculation of Dynamic Aperture including field errors and corrections. Its computation relies on tracking simulations therefore an
accurate, symplectic and efficient non linear transfer map is necessary for large hadrons storage rings, as the LHC.

## 2. Expression of the amplitude detuning with generalized gradients

Following Ref. [13], the Amplitude and Cross Detuning as a function of the normalized amplitude $2 J_{u}(u \in\{x, y\})$ is given by:
$\Delta Q_{u}=\frac{1}{2 \pi} \oint \frac{\partial\left\langle H_{p}\right\rangle}{\partial J_{u}} \mathrm{~d} i$
with $\left\langle H_{p}\right\rangle$ the perturbative part of the Hamiltonian, describing the non-homogeneity's of the field, and $i$ the position along the ring. In this paper, the kinematic and second order terms will be neglected. Following Ref. [13], the equations for the Direct and Cross Amplitude Detuning for the harmonics $b_{4}$ and $b_{6}$ are:

$$
\begin{align*}
\Delta Q_{x}= & \frac{q}{2 \pi p_{0} c} \sum_{i}\left[\frac{3}{8}\left(\beta_{x}^{2} \bar{b}_{4}\right)_{i}\left(2 J_{x}\right)+\frac{5}{16}\left(\beta_{x}^{3} \bar{b}_{6}\right)_{i}\left(2 J_{x}\right)^{2}\right. \\
& -\frac{3}{4}\left(\beta_{x} \beta_{y} \bar{b}_{4}\right)_{i}\left(2 J_{y}\right)+\frac{15}{16}\left(\beta_{x} \beta_{y}^{2} \bar{b}_{6}\right)_{i}\left(2 J_{y}\right)^{2}  \tag{2}\\
& \left.-\frac{15}{8}\left(\beta_{x}^{2} \beta_{y} \bar{b}_{6}\right)_{i}\left(2 J_{x} 2 J_{y}\right)\right] \\
\Delta Q_{y}= & \frac{q}{2 \pi p_{0} c} \sum_{i}\left[\frac{3}{8}\left(\beta_{y}^{2} \bar{b}_{4}\right)_{i}\left(2 J_{y}\right)-\frac{5}{16}\left(\beta_{y}^{3} \bar{b}_{6}\right)_{i}\left(2 J_{y}\right)^{2}\right. \\
& -\frac{3}{4}\left(\beta_{x} \beta_{y} \bar{b}_{4}\right)_{i}\left(2 J_{x}\right)-\frac{15}{16}\left(\beta_{x}^{2} \beta_{x} \bar{b}_{6}\right)_{i}\left(2 J_{x}\right)^{2}  \tag{3}\\
& \left.+\frac{15}{8}\left(\beta_{x} \beta_{y}^{2} \bar{b}_{6}\right)_{i}\left(2 J_{x} 2 J_{y}\right)\right]
\end{align*}
$$

where the $\overline{b_{n}}$ indicates that the relative high order field harmonics are averaged for the positions $i$ belonging to the same element and are kept constant over the length of the magnet. They can be computed with finite element codes or measured with rotating coils. Using expression (14) of the Generalized Gradient and $H_{p}=-a_{z}-a_{x} p_{x}-a_{y} p_{y}$ being the perturbative Hamiltonian with the vector potential defined in Eq. (15), the previous equations can be extended to consider the gradient derivatives and different values for the field harmonics along the same element:

$$
\begin{align*}
\Delta Q_{x}= & \frac{q}{2 \pi p_{0} c} \sum_{i}\left[\frac{3}{8}\left(4 \beta_{x}^{2} C_{4, s}^{[0]}+2 \beta_{x} \alpha_{x} C_{2, s}^{[1]}-\frac{2}{3} \beta_{x}^{2} C_{2, s}^{[2]}\right)_{i}\left(2 J_{x}\right)\right. \\
& -\frac{3}{4}\left(4 \beta_{x} \beta_{y} C_{4, s}^{[0]}-\frac{1}{3}\left(\beta_{x} \alpha_{y}-\beta_{y} \alpha_{x}\right) C_{2, s}^{[1]}\right)_{i}\left(2 J_{y}\right) \\
& +\frac{5}{16}\left(6 \beta_{x}^{3} C_{6, s}^{[0]}+\frac{3}{2} \beta_{x}^{2} \alpha_{x} C_{4, s}^{[1]}-\frac{9}{20} \beta_{x}^{3} C_{4, s}^{[2]}\right)_{i}\left(2 J_{x}\right)^{2}  \tag{4}\\
& +\frac{15}{16}\left(6 \beta_{x} \beta_{y}^{2} C_{6, t s}^{[0]}+\frac{1}{5} \beta_{y}\left(\frac{\beta_{y} \alpha_{x}}{2}-3 \beta_{x} \alpha_{y}\right) C_{4, s}^{[1]}+\frac{3}{20} \beta_{x} \beta_{y}^{2} C_{4, s}^{[2]}\right)_{i} \\
& \times\left(2 J_{y}\right)^{2} \\
& -\frac{15}{8}\left(6 \beta_{x}^{2} \beta_{y} C_{6, s}^{[0]}-\frac{1}{5} \beta_{x}\left(\frac{\beta_{x} \alpha_{y}}{2}-3 \beta_{y} \alpha_{x}\right) C_{4, s}^{[1]}-\frac{3}{20} \beta_{x}^{2} \beta_{y} C_{4, s}^{[2]}\right)_{i} \\
& \left.\times\left(2 J_{x} 2 J_{y}\right)\right] \\
\Delta Q_{y}= & \frac{q}{2 \pi p_{0} c} \sum_{i}\left[\frac{3}{8}\left(4 \beta_{y}^{2} C_{4, s}^{[0]}-2 \beta_{y} \alpha_{y} C_{2, s}^{[1]}+\frac{2}{3} \beta_{y}^{2} C_{2, s}^{[2]}\right)_{i}\left(2 J_{y}\right)\right. \\
& -\frac{3}{4}\left(4 \beta_{x} \beta_{y} C_{4, s}^{[0]}-\frac{1}{3}\left(\beta_{x} \alpha_{y}-\beta_{y} \alpha_{x}\right) C_{2, s}^{[1]}\right)_{i}\left(2 J_{x}\right) \\
& -\frac{5}{16}\left(6 \beta_{y}^{3} C_{6, s}^{[0]}-\frac{3}{2} \beta_{y}^{2} \alpha_{y} C_{4, s}^{[1]}+\frac{9}{20} \beta_{y}^{3} C_{4, s}^{[2]}\right)_{i}\left(2 J_{y}\right)^{2}  \tag{5}\\
& -\frac{15}{16}\left(6 \beta_{x}^{2} \beta_{y} C_{6, s}^{[0]}-\frac{1}{5} \beta_{x}\left(\frac{\beta_{x} \alpha_{y}}{2}-3 \beta_{y} \alpha_{x}\right) C_{4, s}^{[1]}-\frac{3}{20} \beta_{x}^{2} \beta_{y} C_{4, s}^{[2]}\right)_{i} \\
& \times\left(2 J_{x}\right)^{2} \\
& +\frac{15}{8}\left(6 \beta_{x} \beta_{y}^{2} C_{6, s}^{[0]}+\frac{1}{5} \beta_{y}\left(\frac{\beta_{y} \alpha_{x}}{2}-3 \beta_{x} \alpha_{y}\right) C_{4, s}^{[1]}+\frac{3}{20} \beta_{x} \beta_{y}^{2} C_{4, s}^{[2]}\right)_{i} \\
& \left.\times\left(2 J_{x} 2 J_{y}\right)\right]
\end{align*}
$$

From these equations, it appears clearly that the non-linearities act on amplitude detuning as weighted sum of the multipolar strengths with the Twiss parameters as weight powers. In regions where those weights can vary inside one magnet and/or have big values, not taking into consideration the longitudinal distribution of the non-linear harmonics can bias the prediction for the detuning with Amplitude. The same holds for the RDTs with also additional dependence on the phases advances.

## 3. The Lie2 non-linear transfer map

In order to describe the motion of the particles in a magnetic system, the transfer map of the system is required and in the case of multiturn simulations in the large hadron collider, this map needs also to be symplectic. Using Lie Algebra formalism, a non-linear and symplectic transfer map takes the following expression:

$$
\begin{equation*}
M(\Delta \sigma)=\exp (-L: K:) \tag{6}
\end{equation*}
$$

where $L$ and $K$ are respectively the length and the Hamiltonian of the system. In order to have the explicit dependence on $z$ in the Hamiltonian, we consider the 8 dimensions Hamiltonian reported in Appendix A. Since the expression of the Hamiltonian contains the terms of the type $\left(p_{x, y}-a_{x, y}\right)^{2}$, the system is not exactly solvable, so we use a transfer map approximated to the second order (that we call Lie2):

$$
\begin{align*}
M(\Delta \sigma)= & \exp \left(\frac{-\Delta \sigma}{2}: K 1:\right) \exp \left(-\frac{\Delta \sigma}{2}: K 2:\right) \\
& \exp \left(-\frac{\Delta \sigma}{2}: K 3:\right) \exp (-\Delta \sigma: K 4:) \\
& \exp \left(-\frac{\Delta \sigma}{2}: K 3:\right) \exp \left(-\frac{\Delta \sigma}{2}: K 2:\right) \\
& \exp \left(-\frac{\Delta \sigma}{2}: K 1:\right)+O\left(\Delta \sigma^{3}\right) \\
= & M 2+O\left(\Delta \sigma^{3}\right) \tag{7}
\end{align*}
$$

where $K 1=p z-\delta, K 2=a_{z}, K 3=\frac{\left(p_{x}-a_{x}\right)^{2}}{2(1+\delta)}, K 4=\frac{\left(p_{y}-a_{y}\right)^{2}}{2(1+\delta)}$, $: K: f=\langle K, f\rangle$ is the Lie operator defined by the Poisson brackets [14], and we have used the generating function given in [15] to simplify the terms K3 and K4. To optimize the computational speed this Lie2 transfer map is applied only at the two extremities of the quadrupoles magnet (which are the same of the magnet prototype). The central part of the quadrupole (called body) is treated in the hard hedge approximation since all the harmonics are expected to be constant (Refs. [16-18]). As specified in Ref. [19], this model also allows to consider the derivatives of the gradient in the simulation, another source of non-linearities which is not included in the hard edge approximation of the kicks. In the following, ND0 represents the case without derivatives of the field gradients, and ND6 the case with the derivatives up to the 6th. The impact of the number of derivatives (ND, derivative orders) is discussed in Appendix B, while details of the numerical implementation of the Lie2 transfer map and its integration in the SixTrack tracking code are reported in Appendix A.

This new map is compared with classical kicks models using hard hedge approximation applied on one optics configuration of the HLLHC project. The goal is to verify if the harmonics longitudinal distribution have a measurable impact on beam-based observable. A schematic view of these three models is shown in Fig. 3. As a matter of convention, we use the notation of the magnetic length $L$ and the normalized strength $b_{n}$ where $n$ is the order of the harmonic ( 2 for quadrupole, $\ldots$ ), etc, and indices $T, C S, N C$ and $B$ represent respectively the whole magnet, the connector and non-connector side, and the body.

In the Hard Edge model, called HE, the harmonic longitudinal distribution and their derivatives are neglected. The normalized integrated strength $b_{n, T} L_{T}$ is equally distributed on 16 multipolar kicks for each quadrupole.

In the model called HE +Heads, the normalized integrated strengths in the extremity (Head) of the quadrupole ( $b_{n, C S} L_{C S}$ and $b_{n, N C} L_{N C}$ ) are

HE:


Lie2:


Fig. 3. Longitudinal representation of the Models.
estimated, respectively as $L_{N C / C S}=\int_{N C / C S} \frac{B_{2}}{B_{2, \max }} \mathrm{~d} z$ and $\overline{b_{n, N C / C S}}=$ $\int_{N C / C S} \frac{B_{n}}{B_{2, \max } L_{N C / C S}} \mathrm{~d} z$, using the two halves of the longitudinal pro$N_{N C / C S} \quad B_{2, \max } L_{N C / C S}$
file of the magnet prototype (where the Lie2 integration is also applied). The residual $b_{n, B} L_{B}$ (body part) is computed from the following equation and equally distributed on 16 multipolar kicks, as in the HE method. No random integrated strength is considered in the Heads in this approach.

$$
\begin{align*}
b_{n, B} L_{B} & =b_{n, T} L_{T}-\left(b_{n, C S} L_{C S}+b_{n, N C} L_{N C}\right)  \tag{8}\\
L_{B} & =L_{T}-\left(L_{C S}+L_{N C}\right) \tag{9}
\end{align*}
$$

It is worth noticing that the integrated strength in each Head is the same as in the Lie2 model and that the total integrated strength of the magnet is preserved for all the three models, except for the derivatives of the gradient.

## 4. Amplitude detuning

The Amplitude Detuning corresponds to the variation of the phasespace angular velocity as a function of the Betatron Amplitude. In this paper, we simulate the particles motion over $10^{3}$ revolutions purely on the vertical or horizontal plane, without the dodecapole correction. The initial positions are set to be below the DA value (i.e. $0<2 \mathrm{~J}_{u} \leq 0.05 \mu \mathrm{~m}$ for a normalized emittance of $2.5 \mu \mathrm{~m}$ ), and their initial momentum offset $\delta$ is 0 . As a comparison, the maximum measured amplitude reached in the LHC is of the order of $0.3 \mu \mathrm{~m}$ for a $\beta^{*}$ of 25 cm (see Refs. [11,20,21]).

For the sake of the graphic visibility, the $b_{4}$ multipole error components have been removed from the simulation. And the linear amplitude detuning from the main sextupole second order has been subtracted in the AD using the linear coefficient C1 (about $1.8 \pm 0.1 \times 10^{-2} \mu \mathrm{~m}^{-1}$ and $1.75 \pm 0.1 \times 10^{-2} \mu \mathrm{~m}^{-1}$, in the x and y -planes respectively) compatible with the 1st order anharmonicity given by MADX PTC (Ref. [22]).

### 4.1. Amplitude detuning with all the harmonics

Fig. 4 shows the simulated Amplitude Detuning in both planes with all the non-linear errors (except for $b_{4}$ ) for all the models. The horizontal error bars correspond to the minimum and maximum amplitude over the $10^{3}$ revolutions and are centered on the initial amplitude. The vertical error bars correspond to the uncertainty of the correction for linear detuning due to second order effects from main sextupoles. Table 1 shows the fitted values with respect to the predicted ones. For each model, the simulated AD is compared to the theoretical AD from Eqs. (4) and (5). The simulated detuning with amplitude is fitted with a 4th order polynomial (motivated by using smallest degree for the best score, and its robustness over fitting procedures).

It appears clearly in Fig. 4 and Table 1 that the Amplitude Detuning is sensible to the longitudinal distribution of the harmonics in the magnet, i.e. the model. This is also confirmed by the fact that the simulations agree well with the prediction up to an amplitude of $\sim 3.0 \times$ $10^{-2} \mu \mathrm{~m}$.

The good agreement between the HE Heads and the Lie2 ND0 model shows that one additional kick in each of the extremity gives a good approximation of the longitudinal distribution of the expected non-linearities. Nevertheless, the Lie2 model yields the best representation, if accuracy is more important than computational cost.

The discrepancy between the Lie2 models with and without derivatives (ND0 and ND6, respectively) shows an additional linear detuning generated by the 1 st and 2 nd derivatives of the $b_{2}$ harmonics, as expected from Eqs. (4) and (5). We just note that this effect is of the same order as the effect due to the 2nd-order Sextupoles for the ATS optics [23] with $15 \mathrm{~cm} \beta^{*}$, foreseen for HL-LHC project.

### 4.2. Amplitude detuning for only the $b_{6}$ harmonics

In order to understand the origin of the discrepancy for amplitude higher than $3.0 \times 10^{-2} \mu \mathrm{~m}$ in Fig. 4, the same analysis is repeated considering only the $b_{6}$ harmonics error in the final focus quadrupoles. Since the error are generated using random number as explained in 3 , the second order AD will be different from the previous section. The results are shown in Fig. 5 and Table 2.

In this case, there is no discrepancy between the theory and the simulation for all the models. This comforts us in the idea that the previous discrepancy comes from higher order harmonics that are not taken into consideration in the analytic calculation.

### 4.3. Correction of the non-linearities

As mentioned in the previous section, the Detuning with Amplitude and similarly all the RDTs are sensitive to the longitudinal distribution of the high order field harmonics. Since the non-linear corrections are computed in order to cancel the main RDTs, as a result, the correctors strength used to correct them is also sensitive to the longitudinal distribution of the non-linearities.

In HL-LHC, there is one corrector on each side of each IP and their strength is computed using (Ref. [12]):

$$
\binom{K_{n, \text { Left }} L}{K_{n, \text { Right }} L}=\left(\begin{array}{cc}
\beta_{x, \text { Left }}^{n / 2} & \beta_{x, \text { Right }}^{n / 2}  \tag{10}\\
\beta_{y, \text { Left }}^{n / 2} & \beta_{y, \text { Right }}^{n / 2}
\end{array}\right)^{-1} \sum_{i \in I P} b_{n, i} K_{r, i} L_{i}\binom{\beta_{x, i}^{n / 2}}{\beta_{y, i}^{n / 2}}
$$

As the exact values of the strength of each of the magnets errors are not known yet, the strength of the octupole and dodecapole correctors are computed for 60 different seeds, in which the uncertainty and random component of the errors for each magnets can vary according to Eq. (11).
$b_{n}=b_{n_{S}}+\frac{\xi_{U}}{1.5} b_{n_{U}}+\xi_{R} b_{n_{R}}$
It represents the sum of a systematic part $b_{n_{S}}$ and two random parts $b_{n_{U}}$ and $b_{n_{R}}$, normalized with respect to the reference magnet strength [24].
$\xi_{U}$ and $\xi_{R}$ denote random variables with Gaussian distribution truncated at 1.5 and $3 \sigma$, respectively. In particular, the $\xi_{U}$ is kept constant for all the inner triplet magnets of the same type (to account for systematic errors coming from different production chains), while $\xi_{R}$ changes for each magnet (to describe differences between each magnets).

Fig. 6 shows the correlation of the non-linear correctors strength at both sides of the high luminosity IPs for these 60 seeds. Since only the systematic component of the error as a longitudinal distribution (while the uncertainty and random component are equally distributed), it results in a systematic shift between the HE model and the others.

The octupole-like generated by $b_{2}^{\prime}$ and $b_{2}^{\prime \prime}$ produces a systematic shift in the octupole corrector strength of about $4 \%$ with respect to the $b_{4}$ corrector specification given in Ref. [12]. In the case of $b_{6}$ correction, the systematic shift is around $13 \%$, always with respect to the present corrector specification.

The shift stays within the correctors specification also for the dodecapole corrector. The difference between the shift for the HE +Heads and the Lie2 models, as well as the effect of the gradients derivatives, is negligible in this case.

It is worth noticing that only the longitudinal distribution of the systematic part of the errors is studied in this paper. The random part of the harmonics is considered equally distributed in the magnet, since this random component is computed using 2D Monte Carlo simulations. Therefore, measurements of the longitudinal profile for all the harmonics (above all the ones that do not have a systematic component) is essential to be able to model them accurately in the calculation of the correction.

## 5. Dynamic aperture

Dynamic aperture (DA) is a quantity often used to define the performance of an accelerator against magnets imperfections. It is defined as the area of the stable phase-space region spanned by a particle in an accelerator and it is evaluated using particle tracking simulations [25] or measured by different techniques [26].

In this part, we study the impact of the three different models described in Section 3 on the computation of DA, focusing in particular on the effect of the $\mathrm{b}_{6}$ correctors. The DA is computed simulating the particles motion over $10^{4}$ revolutions with initial conditions distributed on a polar grid, so as to have 30 pairs of particles (different initial conditions) for each interval of 2 sigma (beam size) from 0 to 28 . Eleven angles in the $x-y$ phase space are scanned, where $x$ and $y$ are in units of linear beam dimensions. The initial momentum offset $\delta$ is set to $27 . \mathrm{e}^{-5}$ (which is equivalent to $2 / 3$ of the LHC RF bucket design). The DA values are defined as the initial amplitudes (in number of beam size $\sigma$ ) of particles lost in $10^{4}$ turns. This procedure for the DA simulations is the same used for LHC DA studies [27] and it was found to provide a precision of about 0.5 beam $\sigma$ at $10^{5}$ turns [28]. Since in the machine configurations we study in this paper the DA converges very quickly to its asymptotic value, we expect the same type of precision in the DA results of this comparison between models. The tracking simulations in the Lie2 case are performed considering up to two derivatives of the generalized gradient, since there is no significant difference in the tracking with two, four or six number of derivatives of the generalized gradients, see Appendix B.

### 5.1. DA as a function of angles in the $x-y$ phase space

The DA values for the eleven phase space angles scanned in the simulations are shown in Fig. 7 for one configuration of the machine. The cases without and with $b_{6}$ correction are compared. DA without $b_{6}$ correction is pretty similar for all the model in the x and y plane, while it can differ up to $3 \sigma$ at around $40^{\circ}$. The impact of $b_{6}$ correction is different according to the model considered. There is no improvement in DA for the HE theads model while can be significant for the HE or Lie2, according to the angle.


Fig. 4. Amplitude detuning for the horizontal (left) and the vertical plane (right).


Fig. 5. Amplitude detuning for the horizontal plane (left) and the vertical plane (right).

Table 1
Amplitude detuning coefficients from Fig. 4 fitted with a 4th-order polynomial and for an Amplitude in $\mu \mathrm{m}$.

|  | Analytic |  | Theory |  |
| :--- | :--- | :--- | :--- | :--- |
| Case | $\partial Q_{x} / \partial\left(2 J_{x}\right)$ | $\partial^{2} Q_{x} / 2 \partial\left(2 J_{x}\right)^{2}$ | $\partial Q_{x} / \partial\left(2 J_{x}\right)$ | $\partial^{2} Q_{x} / 2 \partial\left(2 J_{x}\right)^{2}$ |
| HE | $(0.1 \pm 0.3) \times 10^{-3}$ | $0.08 \pm 0.03$ | 0 | 0.11 |
| HE +Heads | $(0.1 \pm 0.4) \times 10^{-3}$ | $0.38 \pm 0.03$ | 0 | 0.39 |
| Lie2 ND0 | $(0.9 \pm 0.4) \times 10^{-3}$ | $0.22 \pm 0.03$ | 0 | 0.33 |
| Lie2 ND6 | $(9.2 \pm 0.4) \times 10^{-3}$ | $0.25 \pm 0.03$ | $10.9 \times 10^{-3}$ | 0.33 |
| Case | $\partial Q_{y} / \partial\left(2 J_{y}\right)$ | $\partial^{2} Q_{y} / 2 \partial\left(2 J_{y}\right)^{2}$ | $\partial Q_{y} / \partial\left(2 J_{y}\right)$ | $\partial^{2} Q_{y} / 2 \partial\left(2 J_{y}\right)^{2}$ |
| HE | $(0.2 \pm 0.4) \times 10^{-3}$ | $-0.98 \pm 0.05$ | 0 | -0.90 |
| HE Heads | $(0.0 \pm 0.4) \times 10^{-3}$ | $-0.63 \pm 0.05$ | -0.62 |  |
| Lie2 ND0 | $(0.4 \pm 0.5) \times 10^{-3}$ | $-0.79 \pm 0.06$ | -0.67 |  |
| Lie2 ND6 | $(10.7 \pm 0.4) \times 10^{-3}$ | $-0.67 \pm 0.05$ | 0 | -0.67 |

Table 2
Amplitude detuning coefficients from Fig. 5 fitted with a 4th-order polynomial and for an Amplitude in $\mu \mathrm{m}$.

|  | Analytic | Theory |  |  |
| :--- | :--- | :--- | :--- | :--- |
| Case | $\partial Q_{x} / \partial\left(2 J_{x}\right)$ | $\partial^{2} Q_{x} / 2 \partial\left(2 J_{x}\right)^{2}$ | $\partial Q_{x} / \partial\left(2 J_{x}\right)$ | $\partial^{2} Q_{x} / 2 \partial\left(2 J_{x}\right)^{2}$ |
| HE | $(0.8 \pm 0.3) \times 10^{-3}$ | $-0.64 \pm 0.03$ | 0 | -0.58 |
| HE +Heads | $(0.6 \pm 0.3) \times 10^{-3}$ | $0.38 \pm 0.03$ | 0 | 0.39 |
| Lie2 ND0 | $(0.7 \pm 0.4) \times 10^{-3}$ | $0.28 \pm 0.03$ | 0 | 0.33 |
| Lie2 ND6 | $(11.4 \pm 0.4) \times 10^{-3}$ | $0.34 \pm 0.04$ | $10.9 \times 10^{-3}$ | 0.33 |
| Case | $\partial Q_{y} / \partial\left(2 J_{y}\right)$ | $\partial^{2} Q_{y} / 2 \partial\left(2 J_{y}\right)^{2}$ | $\partial Q_{y} / \partial\left(2 J_{y}\right)$ | $\partial^{2} Q_{y} / 2 \partial\left(2 J_{y}\right)^{2}$ |
| HE | $(-0.2 \pm 0.5) \times 10^{-3}$ | $-1.64 \pm 0.07$ | 0 | -1.59 |
| HE +Heads | $(-0.5 \pm 0.5) \times 10^{-3}$ | $-0.59 \pm 0.06$ | 0 | -0.62 |
| Lie2 ND0 | $(-0.3 \pm 0.5) \times 10^{-3}$ | $-0.74 \pm 0.07$ | 0 | -0.67 |
| Lie2 ND6 | $(11.0 \pm 0.4) \times 10^{-3}$ | $-0.80 \pm 0.05$ | $10.9 \times 10^{-3}$ | -0.67 |



Fig. 6. Integrated strength of the $b_{4}$ (called K3L, left) and $b_{6}$ (called K5L right) corrector computed for different models in IR1 and IR5, with 60 seeds.


Fig. 7. DA at $10^{4}$ as a function of phase space angles with $b_{6}$ correctors OFF (left), and with $b_{6}$ correctors ON (right) for one configuration of the machine. The HE Heads model has been used to compute correction of $\mathrm{b}_{6}$ in the case of Lie2 ND2 tracking.


Fig. 8. DA at $10^{4}$ as a function of phase space angles with $b_{6}$ correctors OFF (left), and with $b_{6}$ correctors ON (right). Dots represents the 60 different configurations of the machine according to random component of the magnets errors.

The statistics of all the 60 different configurations of the machine simulated is shown in Fig. 8. Dots represent the values corresponding to the 60 seeds, while the continuous line joins the minimum DA values for each angle. All high order fields errors are considered and correction for $b_{3}, b_{4}, b_{5}, a_{3}, a_{4}, a_{5}$ of the inner triplets, as well as $b_{3}, b_{4}, b_{5}$ of the arc dipole, are applied. The $\mathrm{b}_{6}$ correction is included in the results shown in the right panel of Fig. 8. Its effect on DA is slightly different according to the angle and the model. A major positive impact of $b_{6}$ correction is visible towards the horizontal plane for the HE model. When the HE + Heads model is considered the gain in DA is smaller, and in particular the correction does not improve DA for angles around
$40^{\circ}$. In the case of the Lie 2 model the correction gives a positive impact towards the vertical plane. Averaging over the angles the impact of the b6 correction is of $0 \sigma$ for the HE + Heads model, $1 \sigma$ for the HE model and $2 \sigma$ for the Lie 2 model. Finally, a difference between Lie2 model and the two others is visible at $40^{\circ}$ when looking at all machine configurations.

### 5.2. DA as a function of turn

Starting from the ensemble of initial amplitude of particles lost in the $x-y$ phase space, which define the DA shown in the previous section,


Fig. 9. DA as a function of particle revolutions (turns) with $b_{6}$ correctors OFF (left), and with $b_{6}$ correctors ON (right) for one machine configuration. The HE + Heads model is used to compute the correction in the Lie2 ND2 case.


Fig. 10. DA as a function of particle revolutions (turns) with $b_{6}$ correctors OFF (left), and with $b_{6}$ correctors ON (right). The minimum and maximum (dashed lines) together with the mean values (full lines) over 60 different configurations of the machine according to random component of the magnets errors are shown for each model.


Fig. 11. Comparison of the Lie2 model (for ND6) with the referential model (Gauss6) from Ref. [19] on the Amplitude Detuning for two different step sizes in z. The right plot is a zoom over the high amplitude. For each step size, the value for the model are superposed.
a normalized area of stable motion can be defined following [26]:
$D A(N)=\frac{2}{\pi} \int_{0}^{\pi / 2} r_{s}(\theta ; N) \mathrm{d} \theta$
where $N$ is the number of revolutions of the particle in the accelerator (called turns), $r_{s}$ is the last stable particle (disregarding stability islands non-connected to the origin) and $\theta$ is the angle in the $x-y$ phase space. Thus, a value of DA can be calculated for each turn, which is shown in Fig. 9 for one configuration of the machine. In this configuration of the machine (seed), the Lie2 model maintains a higher DA value for longer numbers of turns (above 2000). The impact of the $b_{6}$ correction varies
according to the model as in the case of the DA vs angle. Once again when the $\mathrm{b}_{6}$ correction is applied no improvement in the DA evolution is visible for the HE Heads model.

Fig. 10 shows statistics from the 60 different machine configurations. As for the case DA at $10^{4}$ revolutions as a function of the angle, the random part of the errors dominates over the systematic part, resulting in much less difference between the models when looking at their mean values. The only significant difference seems to be on the spread between the minimum and maximum DA values, which is reduced in the Lie2 model, as one can also glimpse in Fig. 8.


Fig. 12. Comparison of the Lie2 model (for ND6) with the referential model (Gauss6) from Ref. [19] on the Amplitude Detuning for $d z=2 \mathrm{~cm}$ (top) and 4 cm (bottom). The right plot is a zoom over the high amplitude. All the points for $d z=2 \mathrm{~cm}$ and the mean points for $d z=4 \mathrm{~cm}$ are superposed.


Fig. 13. DA as a function of phase space angles (with $b_{6}$ correction) for different numbers of gradients derivatives considered in the Lie 2 model. All the 60 seeds simulated are shown on the left, while the comparison for one configuration of the machine is shown on the right.

## 6. Conclusion

An analytic expression for Amplitude Detuning and an accurate, symplectic and efficient non linear transfer map are derived, using the generalized gradients representation of the quadrupole vector potential. It allows to quantify the impact of 3D field distribution of the quadrupoles on machine performance, taking into account magnetic field detailed data.

Applied in the case of HL-LHC project, this impact is not negligible and has to be taken into account, especially when comparing computed with beam based measured values. The impact on the $\mathrm{b}_{6}$ corrector strength can be up to about $13 \%$ with respect to the present corrector specification. The impact of the first and second derivatives of the quadrupole field (octupole-like) accounts for $4 \%$ of present octupole corrector specification. The modification to the corrector strength is in the present design specification, so no big impact is expected from the design point of view. Nevertheless, the accurate knowledge of the


Fig. 14. Horizontal (left) and vertical (Right) Amplitude Detuning for different numbers of gradients derivatives considered in the Lie2 model. The Vector Potential is computed with the Horizontal Free Coulomb gauge (see Ref. [19]).
main field and field errors distribution of the final focus magnets is important to be able to reproduce the long term stability of the machine and the beam based observables in numerical simulations. In particular, being able to reproduce accurately the longitudinal profile of each of the harmonics of the final focus magnets is more important than higher order derivatives. The impact on the computation of dynamic aperture of the $\mathrm{b}_{6}$ correction can be negligible or amount of about $2 \sigma$ at $10^{4}$ turns according to the model considered.

This impact, being weighted by the values of the betatronic function at the place where the field errors are located, is expected to be also important in the case of future hadronic circular colliders, such as FCChh [29] or more generally when the betatronic function vary a lot inside a magnet. Similarly, the impact of the longitudinal distribution of the field on feed-down effect due to crossing angle or magnet displacement, should also be studied in the future.
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## Appendix A. The Lie2 model and its interface with SixTrack

## A.1. The symplectic map

The Lie2 model developed for this study is derived from the approximated Hamiltonian (Eq. (13)) of Ref. [15].
$K=p_{z}-a_{z}-\delta+\frac{\left(p_{x}-a_{x}\right)^{2}+\left(p_{y}-a_{y}\right)^{2}}{2(1+\delta)}$
The vector potential is computed using the Generalized Gradient given by the following equation:
$C_{n, *}^{[N D]}(z)=\frac{i^{N D}}{2^{n} n!} \frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} \frac{k^{n+N D+1}}{I_{n}^{\prime}(R k)} \widehat{B}_{n, *}(R, k) e^{i k z} \mathrm{~d} k$
where the indices $s$ and $c$ correspond to the normal and skew harmonics, respectively. Using this formalism, the normalized vector potential, with respect to the charge $q$ and the total momentum $p_{0}$ of the particle, is given by:

$$
\begin{align*}
& a_{x}(x, y, z)=\frac{q}{p_{0} c} \sum_{n}^{\infty} \sum_{l}^{\infty} \frac{(-1)^{l}(n-1)!}{2^{2 l} l!(l+n)!} \\
& \\
& \times\left[\sum_{p=0}^{n / 2} \sum_{q=0}^{l}\binom{n}{2 p}\binom{l}{q}(-1)^{p} x^{n+2(l-p-q)+1} y^{2(p+q)} C_{n, s}^{[2 l+1]}(z)\right. \\
& \\
& \left.-\sum_{p=0}^{(n-1) / 2} \sum_{q=0}^{l}\binom{n}{2 p+1}\binom{l}{q}(-1)^{p} x^{n+2(l-p-q)} y^{2(p+q)+1} C_{n, c}^{[2 l+1]}(z)\right] \\
& a_{y}(x, y, z)=\frac{q}{p_{0} c} \sum_{n}^{\infty} \sum_{l}^{\infty} \frac{(-1)^{l}(n-1)!}{2^{2 l} l!(l+n)!}  \tag{15}\\
& \quad \times\left[\sum_{p=0}^{n / 2} \sum_{q=0}^{l}\binom{n}{2 p}\binom{l}{q}(-1)^{p} x^{n+2(l-p-q)} y^{2(p+q)+1} C_{n, s}^{[2 l+1]}(z)\right. \\
& \left.\quad-\sum_{p=0}^{(n-1) / 2} \sum_{q=0}^{l}\binom{n}{2 p+1}\binom{l}{q}(-1)^{p} x^{n+2(l-p-q)-1} y^{2(p+q+1)} C_{n, c}^{[2 l+1]}(z)\right] \\
& a_{z}(x, y, z)=\frac{-q}{p_{0} c} \sum_{n}^{\infty} \sum_{l}^{\infty} \frac{(-1)^{l}(n-1)!(2 l+n)}{2^{2 l} l!(l+n)!} \\
& \quad \times\left[\sum_{p=0}^{n / 2} \sum_{q=0}^{l}\binom{n}{2 p}\binom{l}{q}(-1)^{p} x^{n+2(l-p-q)} y^{2(p+q)+1} C_{n, s}^{[2 l]}(z)\right. \\
& \left.\quad-\sum_{p=0}^{(n-1) / 2} \sum_{q=0}^{l}\binom{n}{2 p+1}\binom{l}{q}(-1)^{p} x^{n+2(l-p-q)-1} y^{2(p+q)} C_{n, c}^{[2 l]}(z)\right]
\end{align*}
$$

Following the technique proposed by H. Yoshida in Ref. [30], a 4D Lie map (Eq. (16)) of second order, that we call Lie2, has been
developed.

$$
\begin{align*}
& \binom{p_{x}}{p_{y}}_{i+1 / 7}=\binom{p_{x}}{p_{y}}_{i}+\frac{d z}{2}\binom{\frac{\partial a_{z}\left(x_{i}, y_{i}, i\right)}{\partial x}}{\frac{\partial a_{z}\left(x_{i}, y_{i}, i\right)}{\partial y}}-\binom{a_{x}\left(x_{i}, y_{i}, i\right)}{\int \frac{\partial a_{x}\left(x_{i}, y_{i}, i\right)}{\partial y} \mathrm{~d} x} \\
& x_{i+2 / 7}=x_{i+1 / 7}+\frac{d z}{2} \frac{p_{x, i+1 / 7}}{1+\delta} \\
& \binom{p_{x}}{p_{y}}_{i+3 / 7}=\binom{p_{x}}{p_{y}}_{i+2 / 7}+\binom{a_{x}\left(x_{i+2 / 7}, y_{i+2 / 7}, i\right)}{\int \frac{\partial a_{x}\left(x_{i+2 / 7}, y_{i+2 / 7}, i\right)}{\partial y} \mathrm{~d} x} \\
& -\binom{\frac{\partial a_{y}\left(x_{i+2 / 7}, y_{i+2 / 7}, i\right)}{\partial x} \mathrm{~d} y}{a_{y}\left(x_{i+2 / 7}, y_{i+2 / 7}, i\right)} \\
& y_{i+4 / 7}=y_{i+3 / 7}+d z \frac{p_{y, i+3 / 7}}{1+\delta}  \tag{16}\\
& \binom{p_{x}}{p_{y}}_{i+5 / 7}=\binom{p_{x}}{p_{y}}_{i+4 / 7}+\left(\int \frac{\partial a_{y}\left(x_{i+4 / 7}, y_{i+4 / 7}, i\right)}{\partial y} \mathrm{~d} x\right) \\
& -\binom{a_{x}\left(x_{i+4 / 7}, y_{i+4 / 7}, i\right)}{\int \frac{\partial a_{x}\left(x_{i+4 / 7}, y_{i+4 / 7}, i\right)}{\partial y} \mathrm{~d} x} \\
& x_{i+6 / 7}=x_{i+5 / 7}+\frac{d z}{2} \frac{p_{x, i+5 / 7}}{1+\delta} \\
& \binom{p_{x}}{p_{y}}_{i+1}=\binom{p_{x}}{p_{y}}_{i+6 / 7}+\binom{a_{x}\left(x_{i+6 / 7}, y_{i+6 / 7}, i\right)}{\int \frac{\partial a_{x}\left(x_{i+6 / 7}, y_{i+6 / 7}, i\right)}{\partial y} \mathrm{~d} x} \\
& +\frac{d z}{2}\binom{\frac{\partial a_{z}\left(x_{i+6 / 7}, y_{i+6 / 7}, i\right)}{\partial x}}{\frac{\partial a_{z}\left(x_{i+6 / 7}, y_{i+6 / 7, i}\right)}{\partial y}}
\end{align*}
$$

With this form, the Vector Potential can be computed by slices in z and saved in files, as Horner polynomial coefficients for each step $i$ [19]. These files are then read by the SixTrack code once per simulation Refs. [31,32].

In Ref. [19] the accuracy and efficiency of different integration and interpolation methods were studied and compared, including the Lie2 model presented here. In this paper, we compare the tracking using the Lie2 transfer map with the reference model from [19], a 6th order Gauss method, using AD as figure of merit. Fig. 11 shows the impact on the AD for the two integration methods and two step sizes. A small difference of about $10^{-5}$ appears when going at amplitude higher than $0.02 \mu \mathrm{~m}$, which is due to the step size in z . The two integration methods reproduce the same detuning with amplitude for a non-linear transfer map of 2 cm step size. In Fig. 12, two interpolation methods (mean and spline) are compared for two step sizes. The mean interpolation method seems more stable, with an error of the order of $10^{-5}$ which is also the precision of frequency analysis. We conclude that the step size in $z$ has more impact on the precision of the model than the integration or the interpolation method chosen, which is also consistent with the results published in Ref. [19].

## A.2. The interface of the Lie2 map with Sixtrack

The Head is the region of the magnet in which the harmonics vary along the magnetic axis z . On the contrary the body is the region of constant field (main and higher order harmonics) along z . In other terms the Heads are defined as $\left\{z \in \mathbb{R}: B_{z}(x, y, z) \neq 0, \forall x, y \in \mathbb{R}\right\}$, i.e. $\left\{z \in \mathbb{R}: A_{x}(x, y, z) \neq 0\right.$ or $\left.A_{y}(x, y, z) \neq 0, \forall x, y \in \mathbb{R}\right\}$. With this definition, an equivalent magnetic length is computed for each Head. In Fig. 3, this length is called $L_{q, *}$ (with $*$ being "in" and "out" for each extremity of the magnet, respectively).

As mentioned previously, the Lie2 model has been implemented in SixTrack (Ref. [32]). In order to add only the non-linear effects of the Fringe Field, and to leave the modelization of the linear part to SixTrack, the first step consists in identifying the beginning of the HardEdge quadrupole ("in" in Fig. 3). From this position, the particle are
tracked back with an anti-Drift of length $L_{D, i n}=L_{f, i n}-L_{q, i n}$, where $L_{f, *}$ is the total length in $z$ of the Vector Potential Files for the first extremity ((1) in Fig. 3). The forward tracking is then done using the Lie2 map and the Horner coefficient from the first Vector Potential Files ((2) in Fig. 3). At the end of the Lie2 tracking, the linear part has to be removed by using an Half-Kick/Drift/Half-Kick anti quadrupole matrix for each step $i((3)$ in Fig. 3). The particle is back to the beginning of the Vector Potential File, a Drift of length $L_{D, i n}$ returns it to the beginning of the Hard-Edge quadrupole ((4) in Fig. 3). SixTrack takes care of the tracking in the body of the magnet. At the end of the quadrupole, the sequence is reversed (from (6) to (9) in Fig. 3) with the second Vector Potential Files.

As the tracking takes a lot of time (small step size, number of harmonics, number of gradients derivatives, etc.), the speed of the routine is a major factor in the choice of the integrator. From [19], two integrators show a low computational time. Since the 4th Runge-Kutta is not symplectic, the Lie 2 model is chosen for the SixTrack. A lot of improvements have been made in the optimization of the subroutine. In particular, since storage matrix for the vector potential coefficient (with Horner exponent as coordinate) are relatively sparse, they were saved as a Matrix Market Exchange format (Ref. [33]) also known as COO format (Ref. [34,35]). This reduces the memory size and increases the speed of Horner polynomial subroutines. Similarly, the power of the horizontal and vertical coordinates are computed beforehand in order to not repeat the same operation during tracking. This allows to multiply the speed of the tracking by a factor of two.

## Appendix B. The impact of the derivatives

As discussed in Section 3, in the case of Lie2 the numbers of gradients derivatives (derivative orders) can be specified in the reconstruction of the vector potential used for the tracking. Fig. 13 shows the impact of different number of derivatives on DA. All 60 seeds and the line joining the minimum value for each angle are shown on the left panel, while the comparison for one configuration of the machine is shown on the right. All derivatives above the second do not change DA, meaning that only the first two derivatives can be used.

Fig. 14 shows a similar comparison for the Amplitude Detuning. It appears that the 1 st derivative generates half of the 1st-order Amplitude Detuning. This is not observed for the Horizontal plane because of the Gauge used. In order to further speed-up tracking the horizontalfree Coulomb gauge is chosen, which requires in general between $20 \%$ and $25 \%$ less coefficients evaluation of the vector potential in Eq. (15) with respect to the azimuthal-free gauge [19]. Nevertheless for even number of derivatives (ND) all the gauges produce exactly the same magnetic field by definition, and as a consequence will result in the same amplitude detuning. It is also important to note that no significant discrepancy can be observed for a number of derivatives (derivative orders) higher than 2, as in the DA case.
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[^0]:    ${ }^{1}$ Hypernuclei are nuclear systems in which one or more nucleons are replaced by one or more hyperons. The most known and studied since longtime are $\Lambda$-Hypernuclei, in which a $\Lambda$ hyperon replaces one neutron of the nucleus.

[^1]:    ${ }^{2}$ With Bhabha events we mean $\left(e^{+}+e^{-} \rightarrow e^{+}+e^{-}\right)$and $\left(e^{+}+e^{-} \rightarrow e^{+}+e^{-}+\gamma\right)$, i.e. elastic and inelastic ( $e^{+}, e^{-}$) scattering.

[^2]:    ${ }^{3}$ Area of the region in the $\mathrm{p}_{x}, \mathrm{x}$ phase space occupied by the particles of a beam [18].

[^3]:    ${ }^{4}$ A triplet identify the sequence of final focusing-defocusing-focusing magnets before the beam collision, aiming to produce the target beam sizes at the interaction point. In lepton machines, with different horizontal and vertical beam sizes a doublet of focusing-defocusing quadrupole is used instead.

[^4]:    ${ }^{5} \beta$ represents the envelope of all particle trajectories at a given position $s$ in a storage ring [27].

[^5]:    ${ }^{1}$ Probability that a final state happen when two particles collide.

[^6]:    ${ }^{2}$ The sum of energies minus the sum of the momenta of two decaying particles leads to the rest mass of the mother particle.

[^7]:    ${ }^{3}$ The calorimeters consist of a number of layers in the longitudinal direction, each layer containing a tungsten disk and a segmented sensor plate. Electromagnetic (EM) showers developing in tungsten are sampled in the sensor plates [47, 48].

[^8]:    ${ }^{4}$ Radio frequency cavity used to rotate the beams in the $x-z$ plane before they collide, in order to maximise the overlap region of two bunches colliding with crossing schemes.

[^9]:    ${ }^{1}$ DFS is a technique that measures the dispersion along the line, using off-energy test beams, and corrects it to zero or to the nominal value. The energy difference of $0.1 \%$ is used to measure dispersion.

[^10]:    ${ }^{1} \mathrm{DA}$ is defined as the area of the stable phase-space region spanned by a particle in an accelerator and it is evaluated using particle tracking simulations 92 or measured by different techniques 93]. The boundary between the stable and chaotic motion is defined tracking particles with different initial conditions (distributed on a polar grid in the $x-y$ phase space) and looking at the initial amplitude that remains stable after $10^{n}$ revolutions (see for example Fig. 3.8 ) or at the evolution of the distance of nearby trajectories (lyapounov exponent).

[^11]:    ${ }^{2}$ The RF bucket is the region of phase stability in the energy-phase phase space [98].

[^12]:    ${ }^{3}$ The momentum compaction factor $\alpha_{c}$ is the ratio between the relative change in the path length $\Delta L / L$ to the relative difference in momentum $\Delta p / p$
    ${ }^{4}$ It is an integer number expressed as the ratio between the RF frequency and the particle revolution frequency

[^13]:    ${ }^{5}$ A transfer map is a set of transformations that compute the final positions and momenta of the particle after an element or a sequence of elements, given the initial ones. With non-linear transfer maps we intend a set of transformations that include the higher order harmonics $(n>2)$ of the magnetic element.
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[^16]:    ${ }^{a}$ With waist shift, no traveling focus.
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    ${ }^{\dagger}$ For the design of the HL-LHC systems (collimators, triplet magnets, etc.), a margin of $50 \%$ on the stated peak luminosity (corresponding to the ultimate levelled luminosity) has been agreed.
    \#The total number of events/crossing is calculated with an inelastic cross-section of 85 mb (also for nominal), while 100 mb is still assumed for calculating the proton burn off and the resulting levelling time.
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