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Abstract. A major goal of CMB experiments is to obtain highly sensitive CMB maps in order to extract Spherical Harmonic
Power Spectrum (SHPS) and cosmological parameters with unprecedented accuracy. We present a new map-making code
(Mirage), based on a two-phase iterative algorithm, involving low frequency drift treatment, Butterworth high-pass filtering
and conjugate gradient method. This work was strongly motivated by Archeops CMB experiment data analysis. We believe
that Archeops was a good test bench for the future Planck Surveyor data analysis, and Mirage was designed in order to be
used for Planck data processing with minimal work. A strong feature of Mirage is that it handles experimental problems in
data, such as holes in data stream, bright sources, and galaxyfsicts,evithout jeopardising speed. The other advantage is

its processing speed, allowing to run Monte Carlo simulations of Archeops data processing on a single processor workstation
overnight. Algorithms are explained. Systemati@ets on SHPS are investigated on various simulated data, including typical
Archeops observational systematics. The code is now available giatipi-dapnia.cea.fifelechargemeytel_mirage.php
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1. Introduction Hamilton 2003]). Basic relations are recalled hereafter for the
reader’'s convenience. Létbe the true sky convolved by the

5 fnstrumental lobe, assumed to be symmetrithe instrumen-
both space borne (PJan’ck MAP?) and kzalloon borne, tal noise A the pointing matrix, and eventualtythe observed
€.9. . Archeop3  [Bendt et al.2003a, Berm etal.2003b, data stream. Sky patterns are stored pj ixels. Assuming
Bendt et al.2003c], should allow for a major breakthroughy, ¢ the Time-Ordered Data (hereafter TOD) depends linearly

towards the undgrstapdlng of the earIyIUnlverse, in partlcu'l the map allows to write the fundamental relation as :
through the estimation of cosmological parameters wit

unprecedented accuracy. d=At+n Q)
Amongst various steps of the CMB data analysis pipeline, from

As d andn involve Ns, samples, the pointing matrix is
raw data treatment to angular power spectrum and eventuall : ; 2
. . . a N\sp X Npix matrix. The map-making method, if linear can be
cosmological parameters extraction, the map-making phase ) !
) i ; expressed (eq. 1) as = Wd, wheresis the reconstructed sky
enters as a crucial one, which should be handled with grea

. : o ap andW is the matrix describing the linear method.
care, in order not to induce systematics in the map, such as .
. . en computing therror map one gets s—t = [WA —I]t +
frequency striping or galaxy siddfects.

Most map-making methods rely on the assumption that tV\én with | being the identity matrix. It can be underlined that

. C . ... INe propertyWA = | is highly desirable, because, if true, the
instrumental noise is gaussian, to assure that the "optima : .

. . e . : method is unbiased and the error map does not depends on the
map is a maximum likelihood estim4tand stationary, or at

least piecewise stationar sky signal.
P Y- This allows, giver\WW and a reliable noise model, to statistically

The basic forrr_lalism of map-mal_<ing algorithm has ak, o tknown noise contributions in the analysis.
ready been described in great details (e.g. [Tegmark 19 %re simplest map-making method is t@addition:

Send gprint requests toyvon@hep.saclay.cea.fr W coad = [AtA]‘lAt

Correspondence toyvon@hep.saclay.cea.fr ) . . .
! http://astro.estec.esa.nl/Planck The operatoA' projects the timeline onto the sky map pix-
2 http://map.gsfc.nasa.gov/ els, the operatoA'A counts the sample directed toward each
% http://www.archeops.org pixel. This method is very simple, fast, and satisfies the prop-
4 It can be noticed that even if the noise is not gaussian the optingty WeoadA = | and has been shown to minimise the er-

map has the lowest residual variance. ror map variance for white noise. Unfortunately, in most ex-
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periments, the noise is not observed to be white. Definiegher to filter the data, suppressing the noise components along
N =< nn' > as the noise covariance matrix, it has been showith the signal at the corresponding scales in the sky map, or to

in [Tegmark 1997] that the optimal method is given by make a priori assumptions on the noise properties, and subtract
1 the best estimate of this noise component. In the case of the
W = (A'NTTA) TAINT? (2) MIRAGE algorithm, the filtering option has been chosen.
Then, the &ect of the Galaxy must be taken into account. The
This method satisfies the relatioWA = I, min- Galaxy is, with the planets, the brightest object of the sky.

imises the chi-squared noise towards the reconstructed Mamen filtered, the rather large galactic signal, as compared to
and is the maximum-likelihood estimate of true sl§y the expected CMB one, induces ringing on the timelines that
if the probability distribution of n is gaussian. It has gjstort the power spectrum at various angular scales.

been shown in [Tegmark 1997] to bessless i.e. to re- Ag a matter of fact, Monte Carlo simulation is compulsory to
tain all CMB information initially contained in the time- nderstand data analysis systematic and correct forffisste
line. This algorithm (MADCAP [Borrill 1999]) has beenpgqy instance, the MASTER method [Hiven al. 2002] allows
successfully applied to several CMB data sets, such @scalibrate the unwantedffects on the CMB power spec-
COBE [Bennetet al. 1996], MAXIMA [Hananyet al.2000] trym, of either the instrumental noise, high-pass filtering or
or BOOMERranG [de Bernardst al. 2000]. Nevertheless, in- any map-making induced alterations. This requires repetitive
verting the full matrix scaleslikem,where Nix is the number ponte Carlo TOD simulations, followed by the map-making
of pixels in the map, thus limiting the interest of this method tgf these data streams. Any useful map-making algorithm must

rathersmallnumber of pixels in maps. _ thus be fast enough to allow for massive Monte Carlo simula-
In the context of current and forthcoming experiments, fgfons.
which the data set are extremely large,¢N= 10", N, = Next section presents the algorithm of the Mirage map-making

8 x 1P for Archeops and B = 5x 10", Ngp = 10° qge.
for Planck), several map-making codes have been devel-
oped and published, involving either a dire&'~*A) in-
version (MADCAP [Borrill 1999]), or an iterative inver- . i
sion algorithm [Prunet 2000, Wright 1996, Natetial. 2001, 3- Mirage algorithms
Doréet al.2001, Dupaet al.2002]. FFT which scales only 3.1. General design options
as Nyplog Ns, was the fundamental tool of these fast iterative”
map-making algorithms [Wright 1996] and is used intensivelyje decided to develop two separated Map making algorithms,
in Mirage. Recent implementations of some of the quoted &lased on the same basic libraries and some specialised tools.
gorithms improve even more this scaling tg,MlogL where The first algorithm, named MirageDC, computes a sky map,
L is the useful bandwidth of the noise, a constant factor.  jthout filtering the timeline. If the data does not display low
The Mirage map-making presented in section 3 is based®8quency noise with knee frequency above the scanning (spin-
a two-phase iterative algorithm. To begin with, a quick estimging) frequency, this is the algorithm to use.
tion of the sky map is evaluated in the first phase, in which thgye second, named MirageAC, computes a sky map,
low frequency drift is removed. This map is then used as @Rering the timeline using a parametrised Butterworth
input for the second phase, a conjugate gradient method.  [Horowitz and Hill] high-pass filter. As expected, the low fre-
guency features in the timeline and in the map are filtered out.
Both algorithms work in two steps. The first step is a fast esti-
mation of the sky map in order to minimise the work left to
When applying a map-making method to real data, sevetaé iterative optimisation, which is the time consuming step
items must be carefully taken into account. of the process. The quick estimation map is thus saved and
First, data streams do have holes that should be filled propeféeds the second step, the iterative map optimisation, based on
They may be induced by low level data treatment, such aConjugate Gradient iterator. The noise properties can be re-
removal of glitches, i.e. high energy cosmic rays (mainlably extracted from the time ordered data, with no a priori.
protons) hitting the bolometer. When the noise spectrum is complex, with a strong low fre-
Instrumental noise in cryogenic experiments often preseuwfisency component, this two step method ensures faster and
low frequency systematics whose knee frequency may exceatbother convergence of the algorithms. The optimised sky
the scanning frequency. As shown in the following simulamap is saved, then subtracted from the input timeline: the best
tions, scan-synchronous low frequency systematics projestimate of the noise spectrum is computed from this noise
on the map and cannot be minimised by the map-makitigheline and saved.
algorithm. With ring-based scanning strategies (Archeogsinally speed was a constant concern in writing this code. The
Planck) annoying stripes show up on the sky maps. code is not, by far fully optimised, but all algorithms used scale
with the samples numbergas Nyplog Ngp or less, typical of
These low frequency disturbances may be subtractedFdst Fourier Transforms.These codes have been optimised for
they turn out to be correlated to some other instrumental large sky coverage scanning strategies, such as Archeops and
observational data. If no useful decorrelation data is availatitéanck, and obviously account for large signals induced by the
two options are then available (unless a better idea shows uf®alaxy.

2. Observational constraints
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3.2. Gap filling the noise is stationary, [Tegmark 1997] explains how to a very

. 00d approximation :
In order to compute a sky map, several variables are nee(?eg PP

for each sample : the time (or sample number), the bolome- N-ID = [TlF(D)]
ter pointing Galactic latitude and longitude, and the bolometer B -

signal, in physical unit on the sky. Most of the time the exper- whereF (F!) is the Fast Fourier Transform (antitransform).
iment provides also a quality indicator for the sample nam&bmputation time scales assNog Nsp and the large Matrix
flag. The flag is decoded according to the experiment : if the1 does not need to be stored.

sample should not be kept, the pointing and bolometer signal

are overridden to undefined value. Such undefined samples DecConvergence speed is improved by using a precondition-
long mostly to relatively short sets of data, but induce shajigy matrix. A first choice of the preconditioning matrix is :
discontinuities in the timelines that prevent to use Fast Fourr= [diag(A'N-1A)]"%, where the diag operator reduces the
Transforms. To overcome this problem it is necessary to implg*N-2A to its diagonal part, which can be approximated by :
ment a gap filling algorithm that has to be fast and to presempe- .. (A'A)1, square matrix whose diagonal element value
the spectrum of the timeline. Gap filling using linear predig; is the noise variance divided by the number of measure-
tion available in Numerical Recipes [Prestsal] provide sat- ments of the sky for the pixél The map making equation is
isfactory result, but scales a%ij}; Instead a simple mirroring solved in its final form :

technigue has been chosen. Undefined bolometer signal sam-

ples are replaced by the mirror of the timeline taken at the last P(A'N"!A)(r — Asp) = PAIN"}(d - o)

valid sample before the gap or the mirror of the timeline taken ) ) o )

the first valid ample after the gap. Sharp discontinuity (step) b-QtJe_l(:G method requires to provide the initial residual
tween the last (first) filled sample and the following (precedin tN_l(d — Aso) and the operators working on the skyand
timeline may then happen. Continuity is restored by addingfo™N_ A Then a stopping criterion is required. If quick esti-
the filled samples a linear interpolation of the step amplitud@2tion algorithms are well designed, little work is left to the
We then retain the mirror option of minimum variance aftéronjugate Gradient optimization and we expect quick conver-
subtraction of the interpolation between the last valid sampl€"Cce: A first choice should be to stop the optimization when
before gap and the first valid ample after gap. The algorithiff€ OPtimization algorithm converges, limited by machine pre-
computation time scales linearly with the gap sample numbgiSion and often assouajted with small OSCI||atIO!’IS in the map
Additionally, using simulated noise timeline with spectrum diesiduals. But systematic errors on the Spherical Harmonic

figure 2 with up to 20% undefined samples, the reconstruce@er Spectrum (SHPS) due to sky pixelisation (Healpix pixel

noise spectrum after gap-filling was checked to be statisticaéﬁ?"dow functions, see sec. 5.1) turns out to be enhanced by the

compatible with initial noise spectrum, thus behaving satisfa'® iterator and poor scanning strategy redundancy. Treste
tory. is difficult to correct for, if the iteration number changes from

one timeline to an other. This is why we chose to stop the it-
eration at a predefined iteration numbegNIn the following
3.3. Conjugate Gradient lterator. simulations we used { = 5, as a working choice that mini-
The Map making equation written ad'(N-A)r = AIN-1d, MiZescomputationtime. _ .
where 7 is the vector of scanned sky pixels values to be Civen the pointing matriA, operatingA andA" scales as
computed, is a set of linear equations, with each obser/dep and the CPU time used by this Conjugate Gradient iterator

pixel of the sky being a unknown. The Conjugate GradieAfa/€S as MiNsplog Nsp, thus being very ficient.
Method (CG) [Barretet al] is an iterative numerical method

widely used for solving systems of linear equations. Following 4. Classical "optimal” map-making : MirageDC
[Natoli et al. 2001], this method has been chosen. Computation

speed is improved by two methods : 341 A faSt t|mel|ne S|0W-dl’|f'[ SUbStraCtOI‘ .
1) Given an estimated slgs the map-making equation can be SlopeKillerMask
written as

The goal of the quick estimation algorithms is to provide
_ _ quickly a rough but reliable estimation of the sky to feed the
(ANTA)(T - 50) = AINTH(d - Aso) input of the Conjugate Gradient method. Quick maps have to
This variable change, suggested by [Petal.2001], be good enough to ensure that when subtracted from the time-
when used with a reasonable initial sky guess, remove mbsegs, the residual is dominated by noise.
of the signal from the remaining timeli®@ = d — Asy (Asy SlopeKillerMask assumes that the observing strategy describes
being the timeline computed when the estimatedskig ob- large circles on the sky. In particular, this is the scanning strat-
servedhrough the pointing matrix). It allows to cut the range ofgy chosen by Archeops and Planck. The most dramatic noise
numbers involved in the computation thus improving numericeffect on timeline is low frequency noise (see Figure 3b), and
stability of the algorithm. It also minimises sharp transitions adhe Galaxy. In the following low frequency noise is assumed
the timeline data, when the line of sight crosses bright objedts have negligible power above the scanning (spinning) fre-
such as the Galaxi2 is now assumed to be dominated by noisguency. Then SlopeKillerMask masks Galactic signal, com-
and is used to compute the noise spectral de@&i#ssuming putes the low frequency component of the timeline, subtracts
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it and then calculates the map by simple coaddition. bright signal before filtering. We designed an iterative algo-
SlopeKillerMask first scans the timeline pointing, looking forithm to achieve a compromise.

the maxima in Galactic latitude and store them in memory.

Data betwgen these maxima are stored in set “"m"f"@s 3.5.1. Quick map estimation: Rough Filtered

For each circle, samples pointing toward a bright region of thé !

galaxy are flagged and discarded: bright Galactic regions are Map-Making

defined as brighter than a user chosen threshold (typicallyre input timeline is kept unmodified all along the process. A
MJ/st) at a wavelength of 1Q@n using SFD Galactic model copy of the input timeline is high-pass filtered, and projected
[Finkbeineret al. 1999]. We fit over the valid Bolometer sig-in a filtered sky map. The variance of the distribution of the
nal sample values a straight line with time. T®g&setis finally  filtered sky map is computed outside the Galaxy. Filtered sky
stored as the value of the fitted line, in the middle of the circlghap pixels are then saved above a threshold of 2.5 standard de-
This is a very robust estimation of the low frequency evolutiofiations in a bright object Mapss.
of the timeline, provided the data has been properly flaggrfhking an other copy of the input timeline, we first subtract the
for glitches and cosmic rays, before the map-making procegeline obtained by observing the bright object Mép:sg .
If not, this algorithm can be made insensitive to glitches, hye filter the resulting timeline, project it, threshold it and add
running the straight fit twice: after fitting the straightline, wehe result to the bright object Map.
compute the variance of the timeline minus the fitted line. Wge loop on the process four times. Then in the last loop, we
flag samples that are 5 standard deviations from the fit. Doifg not threshold the filtered sky map, but we add it to the last
so, we found that moderate and large amplitude glitches as wslght object Map to compute the Rough Filtered Map, with
as bright point sources were flagged with adequéieiency. noise.
We then computed once more the straight line fit, and store thigis algorithm was shown tdfectively remove low frequency
fitted value in the middle of the circle. noise and suppress ringingfect on the timeline and computed
The list of Ofset is then used to compute the estimated slawaps by a factor 20. Of course, the bright sky features (Galaxy)
drift component of the timeline by simple interpolation in there high-pass filtered too, in a way that depends of the scan-
list, and this slow drift timeline is subtracted from the bolomening strategy. If the scanning strategy is complex (Archeops),
ter signal. A simple upgrade would subtract a spline functiaRe bias induced on the maps can only be studied through
of the dfset list instead of interpolations. The resulting timesimulations. This algorithm scales ag Mg Nsp, (dominated
line dsyp is then projected on the sk coaadsub = So, 9iVINg by the FFT transforms) and is thus significantly slower than
the fast rough estimation. Computation time scales as the tinige SlopeKillerMask algorithm and follows the same scaling
line sample number and is found to be negligible as compargsithe iterative optimisation. An interesting alternative to this
to the rest of the map-making process. code is thefiltering without ringing algorithm presented in
[Amblard & Hamilton 2003]. Tests need to be performed to

compare respective performances.
3.4.2. lterative Optimisation

The iterative optimisation of the map is a straightforward use §f5.2. Iterative Optimisation in MirageAC

the Conjugate Gradient iterator described in sec. 3.3. It USEST"B% iterative Optimisation follows the same ideas. The Rough

input timeline and the rough sky estimation to compute the opiitered Map issubtractedfrom a copy of the input timeline.

timised sky map. 5 Conjugate Gradient cycles are used, andii resulting timeline, assumed to be dominated by noise is

residual modulus typically gets divided by 100. This is indegstocessed by the Conjugate Gradient Iterator, that compute a

the time consuming step. It scales ag/Nsplog Nsp. Correction Map. The optimised sky Map is the sum of the
Rough Filtered Map and the Correction Map.

3.5. MirageAC 4. Simulated timeline data

When low frequency noises happen to pollute data above theorder to test and optimize the map-making method, simula-
scanning frequency, the SlopeKillerMask algorithm does ntibn tools have been developed to generate realistic timelines.
produce adequate maps. MirageAC was designed to high-pass

filter the timeline, to suppress noise as well as signal under.

the frequency cut®. The fundamental building block of such‘?' 1. Input Sky Maps

a method is a filtering tool. We chose to filter in the Fouriek CMB temperature anisotropy map is generated us-
space, taking care of edg#fects, and used the gap filling softing CMBfast [Zaldarriag®t al.2000] and  Synfast
ware to prepare the timelines. The main drawback of AC filtgfGorskiet al. 1998] codes. For this teststandard model

ing is related to the galaxy. The Galaxy center is very luminoa$ Cosmology has been used, namely :

compared to the CMB. As expected, high-pass filtering induced 3 B B B _

ringing around large features. The way out is to subtract overly Quot = 1,2 = 0.7, Qu = 0.026 Qg = 0.04, hyoo = 0.65
luminous object from the timeline before filtering. But large A galactic map is generated using a galactic dust emissivity
low frequency noise prevents to make a good estimation of timedel. The extrapolation model from [Finkbeiretral. 1999]
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is used, in particular their best fit model. This map is extrap- 1
olated from the 10@m emission and 108 240um flux ratio
maps from IRAS and COBE-DIRBE data. To take into accounts
a finite instrumental resolution, the input map is convolved witl"a 0,8
Gaussian beam, assumed to be 10' FWHM. Optical frequency
dependance of sky signal (dust, CMB, ...) is integrated on op;: 0.6
tical filter assumed to be of top hat shape, witfy f = 30%. < |
Convolved CMB maps and galactic maps are then obtained ang |
observedgiven the pointing of the instrument, to obtaisig- S 4 |
nal onlytimeline. L ‘ | !
Wi CoM w
= LM
Scanning "Kiruna" 3 ’ PP 7 “w\«wj, VA
3 W
= "ﬁ““‘w.‘. »_,A\_»‘W‘\
O 10 20 30 20 50 60 70 80
Hz

Fig. 2. Noise spectrum of what would be a strongly polluted exper-
iment, displaying large and wide noise spikes, additional to moder-
ateJf noise excess. This noise spectrum is used in simulation as tough
test of the robustness of the algorithms presented in this paper.

Redundancy in Pixel
0.0 e— e D()

trum are being used :
The first one is the classical/1 and white noise spectrum
parametrised as following :

NPA(f) = en X (1 + fynee/ ) X T/(0.002fknee+ f)

whereeg, is the high frequencylat noisepower spectrum
density andfynee is the 1 f knee frequency of the spectrum.
The termf /(0.002fy,ee + f) has been added to avoid the di-
Scanning "KS3" vergence of the integral of the Noise Power Spectral density at

Fig. 1. Mollweide projections of the two scanning strategies used |ZnerO frequency. In the following, this noise spectrum is used

this study. Kiruna scanning strategy for the Archeops missipithe unless specified. i .

label Kiruna correspond to the theoretical sky coverage of a 25 hoJrlge second model shown on figure 2 uses _the noise spe(_:trum

Archeops Flight. This sky coverage is homogeneous with timelin@§ What would be a strongly polluted experiment, displaying

cutting at large angle and no data hd#.Sky coverage of the third large and wide noise spikes, additional to a moderafenbise.

Archeops Kiruna Scientific flight (KS3): al life example. Though such an experiment is not likely to detect much of
the CMB signal, the heavy structure of the noise spectrum is
a strong test of the robustness of the algorithms presented in
this paper.

4.2. Scanning strategies The Mirage code may then be tested with various physical
inputs (CMB, galaxy), level of noise as well as various scan-

Two scanning strategies are being used. Their Mollweide piging strategies. The entire simulation tools are developed in

jections of sky coverage are shown on figure 1. The first one iga+ within the framework of SOPHYA [Ansagt al].
theoreticalKiruna 24 hour scanning strategy for the Archeops

mission, limited to 9x 10° samples, to allow quick tests on . . . )

our workstation. This is a best case sky coverage : homode#- Mirage algorithms working on simulated data

neous, with timelines cutting at large angle and no data hojgs a first test of systematics induced by our algorithms we
The second is a copy of an Archeops third Kiruna Scientifigmpute noise free timelines by reading a GalaxyCMB
Flight (KS3) bolometer pointing file, including data holes, angnisotropy sky map. We then process these timelines by Mirage
inhomogeneous sky coverage, that is an exampleaftlife ajgorithms and subtract the input sky map to produce dif-

data. ference maps. The results are shown at Figure 3. We see
that SlopeKillerMask algorithm induces little distortion while
4.3. Noise Models MirageDC optimiser minimise somehow the galaxy brightest

pixels. MirageAC quick estimation and optimiser do induce
Our models assume that noise properties are stationary. N@sme residual ringing that distorts the galactic map, but this
timelines are then added to thignal only timelingdo make the ringing is small enough to allow CMB anisotrof; estima-
input timelines of the map making. Two kinds of noise spetion, if we mask the galaxy area.
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CMB+Galaxy, no Noise, timeline coadded Difference Map, SlopeKillerMask Difference Map, MirageDC

-20 — 20

-10 1000

Difference Map, HPCoad Difference Map, Rough Filtered AC Difference Map, Mirage AC

-600 100 500 100 -600 100

Fig. 3. Mollweide projections of sky maps computed by Mirage algorithms from simulated timeliaes the Signal (CMB anisotropy

Galaxy) map to be reconstructedb); to f) are diference maps: maps processed by Mirage algorithms running on simulated timelines with
CMB + Galaxy signal only, Signal map subtracted. These maps show and sometimes enhance the systematics induced by the algorithms
processing the timelines, with signals of large amplitude (Galaxy map brightest pixel’s value is 13000). We observe that SlopeKiljerMask
induces very little distortion, while MirageD€) tends to minimise the Galaxy brightest pixel§.shows the dference map computed by
high-pass filtering and coaddition of the timeline. Large systematic shows in and around the galaxy area due to the high-pass filter and its side
effect ringing.e) andf) show the iciency of MirageAC and the rough filtered map making algorithms to minimise distortion and ringing in
maps. Still large distortions remain and MirageAC is of little use for mapping the Galaxy or other foreground, but turns out to be very useful
for CMB C, estimation when data involves noise with high frequencies and strbfrepiures.

As a second test, Figure 4 shows Mollweide projections (Figure 4c et 4d are tference maps computed from a time-
sky maps computed by Mirage algorithms using noisy simline with noise knee frequency above the scanning redundancy
lated timelines. Timelines have been generated using a Galéveguency. Figure 4c shows the optimised map computed by
+ CMB anisotropy map, Af and white noise. Mirage algo- MirageDC. It shows strong pollution by striping, due to the low
rithms process these timelines and we subtract the input $kggquency noise synchronous with observations that project on
map to produce the fierence maps shown. Figure 4a showthe sky. Figure 4d showsftierence map processed by the opti-
the diference map obtained if we use the simplest of all mapised MirageAC output map. Please note the change in scales,
making algorithm: simple projection and averaging of meand the noise amplitude variation with the scanning strategy
surements on sky pixels (coaddition) used on a timeline witedundancy.To remove striping seen in Figure 4c, we chose
noise knee frequency lower than the scanning redundancy faeMirageAC high-pass filter cutting frequency of one tenth of
quency. The map is dramatically dominated by noise-inductite noise knee frequency. The striping is dramatically reduced,
lines following the scanning path nametripes Figure 4b though still noticeable. Rising the high-pass frequency allows
shows the dterence map computed using the SlopeKillerMadk suppress stripes completely but increases at the same time
algorithm to remove low frequency drifts followed by coadfiltering of the underlying CMB signal. Thus the choice of the
dition. SlopeKillerMask as well as MirageDC optimiser profilter cutting frequency is a traddto
duce maps with no more stripping, and the noise level is
lower where the scanning frequency shows higher redundancy.
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Difference Map, VLF Noise, Coaddition Difference Map, VLF Noise, SlopeKillerMask

o 1000

Difference Map, LF Noise, MirageDC Difference Map, LF Noise, MirageAC

Fig. 4. Mollweide projections of Diference sky maps computed by Mirage algorithms from simulated timelines : The signal map simulates
the CMB anisotropy and the Galaxg) to d) are Diference maps processed by algorithms running on simulated timelines with Signal and
1/f + white noise. VLF stands for Very Low Frequency: the noise knee frequency is below the scanning redundancy frequency. LF stands
for Low Frequency: the noise knee frequency is chosen above scanning redundancy fregjusimmys the results of simple coaddition on

Very Low Frequency Noise. SlopeKillerMask and Mirageb)algorithms are veryfécient over very low frequency noise. On low frequency

noise, MirageDQ) performs better than SlopeKillerMask, but fails as expected to remove stripping from maps. MirageAC algdyitrms
necessary to remove stripes if the timeline is contaminated by low frequency noise, but induce residual ringing around the galaxy area that will
have to be masked for CM8, estimation.

5. Efficiency and systematic errors on SHPS C,. No attempt was made to de-correlate @yevalues due to
induced by Mirage algorithms the limited sky coverage.

All data presented in the following are simula
tions. This work follows [Hivoretal.2002], and then
[Amblard & Hamilton 2003] within the Archeops collabo-In the following, the Healpix pixelisation [Gorskit al. 1998]
ration where biases on SHPS induced by coaddition-badeave been widely used, as well as associated algorithms. The
algorithms are studied in details. In this paragraph we expldirst systematic error to enter when a map is used as an inter-
methods used within Mirage optimisation algorithms tmediate step before computiy power spectrum is the well
minimise its systematical errors, we quantify the algorithmgiown "pixelisation” d@fect. Healpix pixelisation provides its
efficiencies and residual biases. The SHPS is calculated simahalytically computed pixel window function that allows to
by computing the ¥, transform of the analysed map using theorrect the &ect of finite map pixel size, in the evaluation of
AnaFast algorithm [Gorslét al. 1998] and then the PseudoSHPS. It is found that an healpix resolution factqiaN= 512,

'5.1. Sky pixelisation systematic errors
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or larger, need to be used to compute SHPS with acceptable $i2. MirageDC
tortion up tof = 600. It turns out that the Conjugate Gradient o )
optimiser manipulate data in the form of pixelised maps at eaet?-1. Filtering function

|tehrat|otﬂ. we obt;servefqtthatt_the |_0|xelwmdo@r?:t IS a:mp:med In this paragraph, distorsions induced by the MirageDC are
when the number of iteralion Increases. 1he natura remeéqﬁ/timated, when used to process noiseless timelines. The in-

:/.\]ioudld be;o pri]xelised the sk”y at?higher.reslolgtion. BUt in r?ggt timeline is prepared as following: The CMB map is ob-
ife data (Archeops), as well as for our simulations, increasi rved using a Kiruna 24 Hours scanning. No noise is added.

the healpix resolution factor at 1024 would result in a typicg{,s un the MirageDC and get 3 maps, a simple coaddition
pixel measurement redu_ndancy Of. one. The large sky cover & SlopeKillerMask quick estimation, and the iteratively opti-
associated to the short flight duration prevents us to use hea Xed maps. These are, as expected, so similar that they can

resolution factor larger than 512. Therefore, in order to be a ﬂly be compared through their SHPS. Figure 5 shows the

to correct for the .ﬁe.ct of pixel window function, we d(_':‘Cide.dSHPS of the input convolved CMB map, over the SHPS of the
to run the CG optimiser for a user-defined number of 'terat'oﬁ'output maps. No distortion is seen on the SHPS

In the following all maps were pixellised using a resolution
factor N;jge = 512. We then compare the additional distortions
induced by the algorithms. 5.2.2. Noise suppression efficiency

The three above mentionned map making algorithms have all
been tested and found to be linear with respect to their inputs.
The simplest way to quantify the noise suppressifiiciency

1200 is then to run the Mirage oNoise only timelineAs a matter
- » of fact, the lowest the noise spectral amplitude, the better the
€ L ,_&,, MapMakDC suppression (and hence the algorithm). In order to compare the
2, 800 . Jﬁgﬁ“@. efficiency of diferent algorithms, we ran Mirage dipise only
- L 8, . . - . . . .
S ‘g' timelineusing 3 kinds of noise spectra and 2 kinds of scanning
3 _ strategies. The noise labelled VLF is Af 1+ white noise with
i 400 g knee frequency of 0.1 Hz. The noise spectrum labelled LF is a
o 5 1/f + white noise with knee frequency of 5 Hz. Finally thad
"f "f noise spectrum is the one presented in figure 2
= EP ' The computed SHPS are shown on figure 6. Since the noise
. spectra are very fierent in amplitude, and the scanning strate-
1200 gies are of very dferent redundancy and sky coverage, the Y
- axis amplitudes should not be compared betwegarint win-
g MapMakAC dovys. The re_Ievant information is the relatii@ency of the
~ 800 various algorithms.
G Figure 6 shows the most relevant results of these simulations.
2 We see at figure 6 a) and b) that the simple coaddition is the
i worst of the algorithm. If noise excess happen only at very
o~ 400 low frequency, a simpl&lope Killer followed by a coaddi-
’vf tion is very dficient at suppressing noise, and conjugate gra-
= > dient iterative optimisation does not improve the results. If
0 i noise excess happens to have a knee frequency above the spin-
0 200 400 600 ning frequency, MirageDC Conjugate Gradient optimisation
Multipole | significantly improves the results, for both scanning strategies.

Fig.5. a) Upper panel. Spherical Harmonic Power Spectrum oiF'na”y if the noise spectrum d'Sp,IaY strong peaks spreaded
MirageDC computed maps. All the maps have been pixelised willi Over the spectrum the CG optimisation stays the best of
Healpix resolution parametédsqe = 512. Black dots are the SHPsMirageDC algorithms.

of the reference CMB map with pixels outside the observed sky sUjow if we look closely at the reconstructed SHPS spectrum by
pressed. Red dots is SHPS of the map computed fr@dvi8 only MirageDC CG algorithm, we notice that the spread in 3 lines

timeline using the SlopeKillerMask algorithm. Green dots is the SHR$ the SHPS is present, though at a much lower level than with
extracted from same timeline with MirageDC iterative algorithm. Ngimpler algorithms.

systematics is observel) Lower panel. Same for the MirageAC al-

gorithms. Black dots are for SHPS of the input CMB map, red dots

plot SHPS of the GalaxMapMak computed map, and green dots is i.3. Is MirageDC the final word ?

SHPS extracted from MirageAC optimised Maps. ) . .
As shown above MirageDC is found to bffieient. The worst

the noise spectrum is, the morfieent is the algorithm com-
pared to simpler algorithms. But, when the low frequency noise
knee frequency happens to exceed the scanning strategy spin-
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Fig. 6. SHPS computed from maps calculated with MirageDC and MirageAC algorithms. The timelines used included no signal, were generated
from 3 differents noise spectra, and projected on the sky following two scannings strategies called Kiruna and KS3 (Sedtg.lack lines

are computed by simple coaddition, the red is the result of SlopeKillerMask algorithm, the green is the output of iterative optimisation using
Conjugate Gradient method. We see that for noise peaked at below scanning redundancy, both MirageDC algorithms do the job perfectly. For
knee frequencies low frequency noise above the scanning freqbeidirageDC optimiser improves the results compared to SlopeKillerMask
algorithm as expected, but residual stripes in maps split the SHPS curve in 3 branhahd.d) SHPS computed from MirageAC maps
algorithms working on the same low frequency noise timelines. The black lines are computed by high-pass filtering and coaddition of the
timelines, the red is the result of GalaxMapMak algorithm, the green is the output of iterative optimisation using Conjugate Gradient method.
¢) Mirage AC improve a lot the SHPS comparedbdjoand we notice that the 3 algorithms show very similar performances for low frequency
dominated noise. But if the noise spectrum/anthe scanning strategy are more complixterative optimisation of maps improves the noise
rejection.

ning frequency, excess spin synchronous noise projects ontleése will overwhelm the CMB SHPS at low frequency, we
sky producing striping on the maps and the line pattern ofiose to high-pass filter the timelines, sacrificing the low mul-
the SHPS. Though MirageDC mathematically solves the magpole SHPS information, in order to remove the striping: this
making problem by minimising the variance of noise in this MirageAC. The hope is to recover the high multipole SHPS
map optimally, it is not satisfactory for the physicist, becauseformation.

the line pattern of the pseudg-spectrum will be a big issue in

our attempts to recover the primordial CMB SHPS at all mul-

tipoles. Some other input, prior or idea is required to improve

our map-making process. Noticing that a strong low frequency
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5.3. MirageAC 5.3.3. MirageAC and the Galaxy, validation of the

5.3.1. Filtering Function method

dela? Galaxy is the largest and the brightest object of the Sky in

For this test we use the same timelines as those prepare gje few 100 GHz bands. This reality induces two additionnal

sec. 5.2.1. We run the MirageAC, with high-pass cutting fr roblems for evaluation of SHPS using maps of the sky.

quency of 0.3 Hz, and a 4 order Butterworth filter. (Figure 5 he easiest to understand is that after a large signal, any high-

presents the SHPS obtained from the 3 output maps as well gss filter rings over some period of time. The ringing fea-

the SHPS computed from the coaddition of the same timeli e.re biases the map over an area that has to be masked before
It can be seen that the 3 algorithms induce very similar systep- ; . X .
9 y Y PS estimation. Thisfiect was taken care from the start in

atics on SHPS. Systematics induced by high-pass filtering the

timelines is significant at low multipole values, and need to e MirageAC aIgorlt_hm. o _
evaluated and corrected from simulations. The second féet is a bias in the noise spectrum evalua-

tion [Amblard & Hamilton 2003]. The power radiated by the
_ _ o galaxy varies continuously as the scan moves through it. For
5.3.2. Noise Suppression efficiency noise estimation, the quick sky signal estimation is subtracted

Map-making AC is used to process the same timelines asfriﬂm 'thz noise t|mel|ne. This sky signal estimation is pixelised
finite resolution, the same as the output mapg (N 512

sec. 5.3.1. Some results are presented on Figure 6¢ and"l’i'H1

We observed that when thef & white noise knee frequencyfor this work). When the scan crosses a quickly varying region
éthe galaxy, the timeline samples digitizes a fast changing sig-

is lower or close to the High-Pass cutting frequency, Miragﬁ | and the sky estimati this sianal the pixel
AC efficiently suppress/inoise contribution to SHPS as ex- al, anc Ihe sky estimation averages this signal over the pixe
. When subtracted, the resulting timeline is contaminated

ected. The 3 outputs maps provides the same SHPS spec : ) ) . .
P P PSP P spurious bipolar features of pixel size, that consequently dis-

even for LF noise, if the scanning strategy is homogeneot s th : ¢ This biased noi ¢ drives th
(Kiruna). But if the scanning strategy is inhomogeneous (e. 1S the noise Sspectrum. 1Nis biased NoISe spectrum drives the
njugate Gradient optimisation algorithm to minimise some

Archeops), conjugate gradient optimisation does improves t ° .
ps) Jug 9 P P the CMB features. To correct this behavior, we state that

result. Finally, if the noise spectrum is peaky, the Conjuga o :
Gradient optimisation improves_the result at high_multipok_a vaﬁ%{e i';tli;e g‘;%?fitéﬁnsg)%gigSﬂ‘:’g?irr]ggisgrg?stsdsgégfuﬁalgg
ues @d)' Archeops dat_a analysis shovyed that MwageAC 'S V-érpg}tgimati(.)n subtracted, we erase the samples pointing tO\;vard a
effective, when the noise spectrum rises at high frequenci \actic area bri hter,that a threshold of 10 [&dyThe time-
this happens when deconvolution of bolometers thermal ccﬁfe is then resto?ed with the gap-filling algorithn."ny and toe
stant low-pass filtering is necessary. i ; '

P 9 y rectednoise power spectrum is eventually computed.

A final test has eventually been performed to check for ad-

400 ditional bias and validate Mirage AC. The simulated timelines
350 D Mask 3 MJy/st were prepared, using for the sky signal the sum of a simu-
- d lated CMB map and of the galaxy map observed with Archeops
S 300 scanning pattern. Noise was generated using fa 1 white
3 noise spectrum. The same noise generation was used for the
g 250 Sky + Noisel Gigna) timeline and the noise only timeline
P i Noisel In addition, a second noise timelih®ise2was gener-
% 200 ?,‘ ated with the same noise statistical properties. High-pass filter
=~ 150 & i RN cutting frequency and slope were set at 0.3 Hz and 4 poles. In
° ‘i @, vl sgi’g,i:;.%; the output maps, the areas where IRAS A00flux was larger
T 100 . 5{ "w“ X o than 3 MJsr have been put to zero.
= ;} A A4 % MirageAC processed the 3 optimised maps. In order to test
50 e A for additional bias in map-making, we first subtract from Signal
0 f } ! Map the Noisel map, and compute the SPHS. Though unreal-
0O 100 200 300 400 500 600 700 istic in real life, this is a tough test of the method bias, be-
Multipole cause we expect to recover input signal without noise nor dis-

tortion. Figure 7 shows the results: black dots are the “CMB

Fig.7. SHPS of 4 maps from Mirage AC processed timeline " : T
Simulated timelines have been generated according to text. Maps S]IQIy SHPS, processed with MapMakAC, pixelised at same

els pointing toward IRAS 100 m flux is larger than 3 StJhave been resolution, and with the S"?‘me sky coverage. Red dots are. the
put to zero. Black dots are the SHPS@IIB onlymap, pixelised at recove_re_d SHPS. Green triangles show the SHPS of the Noisel
same resolution, and with the same sky coverage. Red dots presBi@®. divided by 10 We see that the recovered SHPS fol-
SHPS ofSignalmap, Noisel map subtracted. Green triangles shol@Vs closely the CMB SHPS with a small excess at multi-
the SHPS of the Noise1 map, divided by 10. The recovered SHPS fables larger that 400. No excess power is seen, when pro-
lows closely the CMB SHPS with a small excess at multipoles largeessing a noiseless Galax@MB timeline. This excess power
that 400. Blue triangles presents rebini@&gnalMap SHPS, SHPS of is found to depend on the noise amplitude and is due to a
"Noise2” map subtracted. small error when the noise spectrum is extracted from the data
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[Amblard & Hamilton 2003]: the quick-estimation maps ar€. L. Bennettet al. 1996, Astrophys. J. Letters 464, L1

contaminated by some residual noise. When subtracted fréaBendt et al.2003a, Astron. Astrophys. 399, 25

input timeline, the noise spectrum is then underestimated. Thig3endt et al. 2003b, Astron. Astrophys. 399, 19

bias on noise amplitude is small (2% for this simulation), cafh Bendt et al.2003c, astro-pl306222, submitted to A&A

be easily corrected by Monte Carlo simulations and is found{o BOill. astro-py9911389, to be published irProceedings

be negligible compared to the statistical noise as shown in fig- °f the 5th European S@ray MPP Workshop see also

. . . http://www.nersc.gov/ borrill/cmb/madcap.html

ure 8 (blue triangles). In this way, we subtracted Noise2 SH'IDD.Sde Bermnardist al. 2000. Nature 404. 955

from _the Signal Map SHPS. The recon?’trUCt,ed SHPS (beStS.S'Dor'e et al. 2001, ’Astron. Astrlophys. 374, 358, see also

timation of experimental CMB SHPS) is noisy, and needs t0 y1p.//ulysse.iap. fr/cubsoft/mapcumba/

be rebinned (blue triangles). We see that at multipoles largerpupacet al. 2002, Mon. Not. R. Astron. Soc. 330, 497

than 400, where the bias become significant, the scatteringofp. Finkbeineret al. 1999, Astrophys. J. 524, 867, see also

recovered SHPS around the CMB SHPS is much larger. http://astron.berkeley.edu/davis/dust/

K. M. Gorski, E. Hivon & B. Wandelt 1998, Proceed. of the
MPA/ESO Conf. on Evolution of Large-Scale Structure: from
Recombination to Garching, 2-7 August 1998, eds. A.J. Banday,

Two algorithms have been developed in order to optimise the R-K. Sheth and L. Da Costa, astro/p812350, see also

sky maps computed from noisy timelines. Conjugate Gradient http://www.eso.org/science/healpix

optimisation is @icient at minimising noise in timeline. CGJ"f'ghg?;t”gné%?Aiéi‘pig}s’s'fuseéé' 321'879

is ef_ectlve on timelines displaying complex noise spec_trug_ vonet al. 2002, :Astrophys. 1 567,,2

and inhomogeneous sky coverage. If data is contamina .‘tﬂorowitz and W. Hill,The Art of ElectronicsCambridge University

by low frequency systematics with a knee frequency larger Press, ™ Edition, p. 269

then the scanning frequency, MirageDC, though beifigce p Natoliet al. 2001, Astronomy and Astrophysics 372, 346

tive at reducing noise on the SHPS, does not succeedwn presset al, Numerical Recipes in C : The Art of Scientific

removing stripes on the computed maps. This problem is Computing Cambridge University Press

shared by all “Optimal” map-making software [Borrill 1999S. Prunet 2000, astro-{f{006052

Prunet 2000, Wright 1996, Natadt al. 2001]. The MirageAC M. Tegmark 1997, Phys. Rev D 56, 4514; Astrophys. J. Letters 480,

algorithm does the job beautifully, at the cost of suppressing L87

the power spectrum at low multipoles. Thi§ezt must be cor- M. Tristram et al. 2004, astro-p,lﬁ)40§358, to appear in the proceed-

rected using Monte Carlo simulations. In this way, MirageAC 'n\?vsrigLfighgge:;?gt;%seig%%”md (Apr. 2004)

can be seen as an improvement of the MASTER ma -makib‘ : , ' R} .

method [Hivonet aI.2(I)302] (high-passed coadded tin?leline), - Zaldarriagaet al. 2000, Astrophys. J. Suppl. Series 129, 431

with optimal processing of medium and high frequency noise

features (lines and bumps in noise spectrum).

Both algorithms proved to handle experimental ddfi@iently,

including data holes and bright objects, and to be of very low

cost in CPU time. Mirage does not support nor needs paral-
lel processing. On a single processor Compaq Alpha 667 MHz

workstation, MirageDC processes & Bamples timeline in 20

s for the quick estimation, and 40 s per CG iteration.

Mirage (AC algorithm) has been used for a second estima-

tion of Archeops CMB power spectrum using a cross-spectrum

method [Tristrarret al. 2004].

6. Conclusion
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