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Abstract

This report describes the analysis of the measurement aftfi@a(n;y) reac-
tion, performed at NnTOF-CERN in 2002. The analysis prooedarobtain the
capture yield is detailed and the resulting cross sectitindmunresolved resonance
region up to 1 MeV is given. The obtained cross section ispeddent from a
reference capture measurement because of the self-npatiati by means of a
saturated resonance at low neutron energy. To check thgs@arocedure, we
performed identical steps for a gold sample measured irgiime £onditions. This
measurement is part of experiment TOFQ7 [1].

Measurement setup and conditions

The measurements were done at the CERN-nTOF installatio8] [&ith two C;Dg-
detectors [4] placed perpendicular to the neutron beam.s@h®ples were placed in a
remotely controlled sample changer [5]. The distance frioencenter of the beam was
2.9 cm and the detectors were shifted from the center of timpleaby 9.2 cm in order
to reduce the scattered photon background.

Two thorium samples obtained from IRMM-Geel have been meaktogether at CERN.
These samples have already been used at FZK-Karlsruhe fmsuraments [6]. The
thickness of sample is such that some low-energy resonameesaturated from which
the absolute normalization can be obtained. In additiorhése samples, we used a
natural lead sample to estimate the scattered photon bagkgjrand a gold sample to
verify the analysis procedure. The purity of Th sample wa$®Baccording to the
specifications. In table 1 the characteristics of the usetbtss are given.
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Figure 1: The geometry of thé’Th(n;y) measurement.

Table 1: Samples used in the experiments. For thorium ardlteltwo samples
have been used together. The purity of 99.5% for Th is aceaufar
only in the total thickness expressed in at/b.

sample diameter mass calculated thickness
(cm) (9) (at/b)

232Th 1.498 1.0262 1.511073

232Th 1.498 1.7784 2.6188)3

232Th total 2.8046 4.1093-1073

Y7AY 1.504 0.8843 1.5218073

Y7Au 1.513 0.4454 7.57910~4

97Au total 1.3297 2.2798-1073

natpp 1.5485 2.0434 3.1536)3

2. Event selection and processing

The events from the runs listed in table 2 were processed thenDST files [7] and
the amplitude and time-of-flight information for the;[Qs and silicon detectors was
extracted. A pulse height weighting was applied to th®gdata to obtain a detector
efficiency independent from the gamma-ray cascade follgweutron capture.

3. Gamma-ray energy calibration

For the calibration of the pulse height distribution of thgDg-detector we measured
the response to radioactive source$’6€s (0.662 MeV)*Co (1.173 and 1.332 MeV),
and a composite source ®fPu together with carbon, giving a 6.13 MeV gamma-ray
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Table 2: Run numbers used for the different samples.

sample filter run

thorium (no beam) - 3075 3171

no sample (no beam) - 3172

Au Al 3091 3092

Th Al 3098 3167 3168

Pb - 3152

Pb Al 3153 3156

Au - 3090 3099 3101
3106 3110
3138 3174

Th - 3093 3094 3095

3096 3097 3100
3102 3103 3109
3115 3116 3117
3118 3137 3140
3149 3150 3160

through the"*C(«, n)!O* reaction.

With MCNP [8] we simulated the energy deposit in the sciatdl volume to these
gamma rays. The simulated spectra were broadened with ssi@adsnction with a
variance of the fornrv? = ¢y + 1 F + o E? in order to take into account the effect
of the photomultiplier. We obtained best results in fittihg function on the descend-
ing slope of the Compton edge. The adapted values, ideritickloth detectors, are
co = 0,¢; = 0.00374690 MeV ™', ¢, = 0.00187140.

The measured responses as a function of chanmwele then matched to the simulated
responses as a function of energy by fitting the channel to energy relation. Although
the calibration is nearly linear, we found that the quadnagiationt’., = a, +ajc+asc?
gave a better fit at low energies.

In figure 4 we show for both detectors the simulated broadepedtra together with
part of the measured spectra after applying the channelei@gcalibration.

Table 3: Energy calibration coefficients relating chanmel anergy by
E., = ag+ ajc + axc®.

Qo aq Qo
detector 1 0.0504370 0.0246315 4.444%2°
detector2 0.0576934 0.027868 4.93112°6
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Figure 2: The simulated response functions (in blue) tagetith part of the
measured spectrum (in red) for both detectors.

4. Weighting function calculation

The weighting function has been calculated [10] by Montel&Caimulations of the
detector response to mono-energetic gamma rays, usingdiedCNP4C [8]. A fourth
order polynomial was taken for the weighting function. Theféicients for the Th setup
and the Au setup are listed in table 4. We have simulated sy@oreses to 20 mono-
energetic gamma rays up to 15 MeV in order to obtain a goodsfit al higher energies
from 7 to 10 MeV. The detector responses associated to tresraied gamma rays
have been convolved with the Gaussian broadening funcesoribed in the previous
paragraph. The responses below a threshold of 160 keV, nslee event analysis, were
not taken into account in the minimization procedure.

Table 4: Coefficients of the weighting functidti(£) = > a, E,
(with E, in MeV).

Sample ag a as as ay
Th 12.583 26.5247 33.141 -3.907 0.144
Au 8.907 34.3423 29.100 -3.415 0.140

5. Coincidence and dead time correction

The use of flash ADCs for the data acquisition should elin@reapossible dead time.
Nevertheless, a small effective dead time in the order ofnaténs of nanoseconds,
related to the software pulse extraction, is still presdtd.effect is often negligible,
except at large local count rates, like in large resonances.

To estimate this effect, we calculated the distributionhaf time between two consec-
utive events for each of the two detectors separately. Thd time can be estimated
from this distribution, shown in figure 3. We also calculatkd time distribution be-
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Figure 3: In the left panel the time distribution between twamsecutive events
for both detectors separately (blue and green) and for betéctbrs
together (in red) is shown, revealing the coincidences aaditime. In
the right panel the resulting correction factor is shownddixed dead
time of 30 ns and a threshold of 160 keV.

tween two consecutive events occurring in any of the twoalets. The distribution
shows a pronounced peak below about 25 ns, revealing cemoéd of two gamma
rays of the same capture event. The coincidence eventsigevéordouble counting of
the capture event.

In the processing of the events, we discarded all events both detectors within a
fixed timer = 30 ns after the detection of an event. In this way we count onky on
of two coincident gamma rays and we have a sharply defined tteador which can
be corrected afterwards. The observed count rate speciryiit) as a function of the
time-of-flightt has to be corrected by a factfr(t)

1
1- N%, j:_T Sobservedt)dt’

f=(t) (1)

whereN, is the number of bunches. The correction factor is shown urdid..

6. Relative normalization

The different spectra have to be normalized relative to edlolr in order to compare
them. For this purpose a quantity is needed monitoring timelau of neutrons incident
on the target, or on a black resonance filter if any.

The number of incident neutrons is supposed to be propaidtiothe number of protons
as well as the number of counts in the in-beam silicon flux t@oniThe neutron flux

measured by the SIMON detector [11] needs to be correctatddédoss of neutrons due
to a black resonance filter. If the transmission of the fikdr(E), the attenuation factor
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Figure 4: The counts per bunch as a function of ogle=detector and the number
of protons (left panel) or number of counts in the siliconedédr (right
panel).

fu(E)is

_ JT(B)2(E)Y o) (E)e(E)dE
[®(E)Y(na)(E)e(E)E

fn(E) (@)

where®(E) is the neutron fluxY(, . (E) the reaction yield in théLi-deposit anct(E)
the detection efficiency. We obtainggd = 0.7686 integrating from 0.1 eV to 100 keV.
This number is not very sensitive to small deviationsigm or Y since they cancel out
in the ratio.

Comparing the two monitors for the same samples with andowttthe Al black reso-
nance filter, we obtain a relative difference of 0.003 an@4@for the Th and Pb samples
respectively and 0.06 for the Au sample. The latter is raldwge but found to be re-
lated to erroneous proton information during the Au run,alihive could confirm by
checking the correlation of the protons and SIMON informativith the count rate in
the strong resonance at 4.9 eV. For the analysis we adopta@lttive normalization
obtained from the silicon detectors. Where needed, weegbplconstant scaling factor
to express the spectra in a standard way t@0'? protons per bunch.

In figure 4 a histogram of the number of protons and one of thetsoin the silicon
detectors versus the counts in one of thdgdetectors for each pulse is shown. In
this case with good statistics, the correlation is nearlyat@nd close to unity. For
the shorter runs however, and especially during the gold hatause of a temporary
problem of read-out of the proton information, the scatsemiuch less for the silicon
monitors than for the protons.

In our analysis procedure the relative normalization isontgmt only for the determina-
tion of the attenuation of the in-beam gamma rays by the Arfilt the beam, obtained
by the Pb measurements with and without a filter in the beamh&Ve used the silicon
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detector information for this normalization.

7. Background parametrization

Several components contribute to the background. The aatiaty of the sample has
been measured with the neutron beam switched off. The garaymspectrum of our
232Th samples have gamma-ray energies going up to 2.6 MeV atigmfrom the beta
decay of the daughter produ€TI. This presents a constant background in time and
is visible as a decreasing line when represented as a fanatithe equivalent neutron
energy. With the high instantaneous flux of th&@F installation this background is
relevant only at low neutron energies and can be easilyactiet! or fitted with the data.

The main source of background in the keV region comes frotpemm gamma rays
scattered from the sample and detected in tfi@.&letectors. Measurements have been
taken of the thorium sample with and without neutron filtershie beam. The neutron
filters remove the neutrons at specific energies, correspond large resonances of
the filters with zero transmission, the so-called black masges. We have used mea-
surements with a 30 mm thick aluminum filter. The level of tleekground in the
measurements with filters corresponds to the valleys of kheklresonances. But the
neutron filter also attenuates the in-beam photons thatateesed from the sample. In
order to obtain the level of the background in the measuréweithout filters, we have
to correct for the attenuation of the in-beam gamma-ray$eyilters.

The general shape of the background as a function of the tirftiglot ¢ was described
by the sum of three components.

B(t) = ayt" + agexp(by - ) + az exp(bs - 1) (3)

The first term, from now on denoted &%(F£), is dominant at low equivalent neutron
energiest’ while the two other terms, associated with a sample scatfgneton back-
ground and denoted &3, (£), become the most important background source in the
keV region. The two contributions to the backgrouB@F) can be written as

B(E) = Bi(E) + B,(E) (4)

In the following it is assumed that the shape of the sampliesea photon background
B, (FE) is independent of the sample. Only the level depends on tim@lsa On the
contrary the shape of the low-energy p&rt£') depends on the sample and is extracted
from the resonance region below 100 eV. With these assungotiee background in the
thorium spectrum, after correction for the radioactivigckground, can be written as
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Figure 5: The fitted shape of the background together witlthttee separate com-
ponents of each fit for the Pb sample (in blue) and for the Plpkawith
Al filter (in red) with a threshold of 160 keV.

B (E) + N Bpy, 4 (E) (5)

H(E)

wheref, (£) is the attenuation of the in-beam gamma rays due to the imBe¢aeutron
filter, and wheref; presents a scaling factor.

The shape of the background is given by a measurement ureleathe conditions us-
ing a sample of natural lead. Its capture cross sectionheréw and the reaction rate
in the keV region is almost entirely due to sample scattendaeiam photons. Measure-
ments of a lead sample have been taken with and without thesfilt the beam. After
subtraction of the expected capture yield, which is smathgared to the background,
we could fit the scattered photon background in lead with aitldowt filters Bpy, (E)
and Bppa) (E) according to eq. (3). We fitted this background function ®tiho spec-
tra of lead samples with 1.5 cm diameter with and without thel#&r in the beam. The
result of the fits is shown in figure 5.

The attenuation of the gamma-ray spectrum as a functionwbalgnt neutron energy
f+(E) can be then be found from the background in the lead specimatfre ratio
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Figure 6: The attenuation due to the Al filter of the detectadgle scattered pho-
tons background.

_ Bppaiy(E)  Bpbai(E) — Bppan(E)
fH(E) = Bevo(E)  Bpy(E) — Bopy(E) (6)

We verified this procedure by simulating the energy depoghé GDgs-detectors from

a gamma-ray spectrum incident on the samples, with and utifvaor attenuation by
the filters. We used the gamma-ray spectrum as a functionmaf-tif-flight resulting

from previous detailed simulations [12]. From the MontelG@aimulations we found
that there is no noticeable difference in the shape whemukmPb, Th or Au sample.
The measured and simulated attenuation factor, shown irefiguagree within a few
percent. In the analysis we have used the measured att@emuati

The factorf; presents the scaling, assumed to be constant, of the bacichod the lead

sampleBp,, ,(E) to the level of thorium with Al filter and can be written as

£ = Brnay(E)  Brwai(E) — Brwa(E)
| = —
Bpy~(E) Bp,(E) — Bpyp(E)

(7)

This expression contains the background of the thorium saeami of the lead sample.
While for lead this background can be easily estimated atibtraction of the expected
capture yield, for thorium we have used the black resonaifteesfi At the black reso-
nance of Al at 34.8 keV all neutrons are removed from the bezawdnat the remaining
part is the background. With the Pb sample this is not vistilece nearly all the sig-
nal is background, but with the Th sample a clear dip is wsihlthe spectrum. We
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Figure 7: Part of the spectrum of the Th sample with the Alrfikethe beam and
the fit of the 34.8 keV black resonance of Al.

calculatedf; from eq. (7) evaluated df = 34.8 keV.

We determined the level of the dip due to the black resonant®eithorium with filter
spectrum by fitting the expected shape of the resonance asualjaion on a smooth
reaction yield. The expected shape was calculated as artissien using the total cross
section of Al without the potential scattering contributidn figure 7 the spectrum of
the Th sample with the Al filter in the beam in the vicinity oktB4.8 keV resonance
of Al is shown together with the fit from which we determine teeel. The uncertainty
for this level, obtained from the fit and the variation fronffelient binnings, is about
2.5%.

The component at low energiés( £') has been determined by subtracting the expected
capture yield in the off-resonance region in the vicinitylo# first resonance of thorium.
Although this requires the use of the capture cross sectliohamve want to measure,

a rough estimate is sufficient since this component cortegto less than 10% to the
background in the keV region.

Finally we compared this background estimation with the emeimple procedure of
applying the scaling factors directly to the backgrousd”) without a separation into
two components. In the keV region this simplified procedweeasponds to within a
few %.

The resulting background is shown in figure 8 together wighuthcorrected capture rate
in the unresolved resonance region.

10/20 Internal report
DAPNIA-04-125



counts (dc/dInE)
counts (dc/dInE)

ol T B W RTTY] B A R UIT) SR RRTIT] R SR
1 10 10° 10° 10 10° 10° 1 10 10° 10° 10°* 10° 10°
neutron energy (eV) neutron energy (eV)

1\ NI R vl vl il 1\ NI R

Figure 8: The signal and background for the thorium data \&itthreshold of
160 keV (left) and 1000 keV (right).

8. Flux determination

In order to determine the capture yield, the shape of theroediux is needed. Since
the absolute normalization in our analysis is obtained feolow-energy saturated res-
onance, the absolute value of the flux is not necessary byttbealrelative energy de-
pendence. On the contrary we need the shape of the flux fronmépmtely 1 eV up
to 1 MeV.

Several measurements of the neutron flux have been perfamesttition to Monte
Carlo simulations [12]. At present, the data of two in-beam fheasurements covering

a large energy range are available. One is a measuremen2@@irwith a parallel plate
ionization chamber from the Physikalisch-Technische Bgadstalt Institut (PTB) us-
ing the fission reaction off°U. The other is the measurement of the flux by the SIMON
detectors consisting of a 2Q@y/cn? °Li deposit on a mylar foil put in the beam. The
reaction products of th&Li(n,>H)a reaction, considered a standard up to 100 keV, are
detected by 4 off-beam silicon detectors [11]. Data fronrRRACSs fission detector with
the collimation of the capture experiments have not beefoégp yet.

The data from the PTB measurement are available as a pasetneutron flux[12]. The
data from the silicon monitors have been processed to éxtractriton events [14].
An energy dependent efficiency was then applied taking intmant also the angular
distribution of thea and triton particles [13]. The reaction rate was convertethe
neutron flux using the cross section standard.

In a first attempt both measurements have been fitted with atbnaoalytical function,
multiplied by the transmission through the aluminum windiowthe beam near the
neutron source calculated on an energy grid of 5000 pointdgeade. The fit is more
or less satisfactory up to about 200 keV. At higher enerdles structures in the flux,
partly due to neutron absorption by oxygen from the water enatr, are not well
described.

By comparing the two fits of the neutron flux, with the fit of th&®N flux normalized

Internal report 11/20
DAPNIA-04-125



HH‘ T \HHH‘
—— silicons 2002

=
o
Gy

—— PTB 2001

relative neutron flux (dn/dInE)

[EEN

(@]
N
\

AHH‘ Il \\\HH‘ Il \\\HH‘ Il \\\HH‘ Il \\\HH‘ Il \HHH‘ Il \HHH‘ Il =
100 1 10 102 10° 10" 10°
neutron energy (eV)

Figure 9: Comparison of the fitted flux measured by PTB in 20t lay the SI-
MON detectors in 2002.

to the fit of the PTB flux at 4.9 eV, we observe a slightly differenergy dependence for
both data sets, shown in figure 9. Although the thermal peknb@ 1 eV coincides, the
difference in energy dependence is clearly visible in tiggorearound 10 keV where it
is about 7%. This difference can be explained by the angud#ilalition corrections to
be applied to the silicon data. Although the reaction préslace isotropic up to about
1 keV, above this energy the angular distribution is not \Wedwn.

On the other hand, the PTB data show at lower energies moteistizan the silicon
data, probably due to lack of statistics and the complexasce structure. In addition,
the dip around 300 eV due to the manganese impurity in theialumalloy window in
the beam is visible only in the silicon data but not in the PEBadas shown in the the
left panel of figure 10.

In the right panel of this figure we show again the originabdatints from the the PTB
and the silicon measurements and we have added the flux textfaom the gold data
taken in this setup, using the cross section in the 10-100rkg\n.

Finally we decided to use the flux fitted from the silicon dapate 1 keV and use the
point-wise PTB flux at higher energies.

9. Captureyield

From the experimental spectra we obtain the capture yieldeothorium measurement
by
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Figure 10: Comparison of the measured flux by PTB in 2001 anithé&sIMON
detectors in 2002.

Sth(E) — Bru(FE)

Y =N G i) < (B “

whereSt, is the thorium spectrunf3y, its background®( E) the neutron flux, an@v
the absolute normalization obtained from a low-energyragééd resonance. The factor
C(F) contains the corrections due to self absorption and mal8phttering effects in
the unresolved resonance region gjd) the fraction of incident flux corresponding
to the change of the neutron beam profile with energy.

The capture yield as a function of the neutron eneigig related to the cross sections
by

Y(E) = () (1 =) - 7 (©)

whereo, is the capture and; the total neutron cross section, and whe(&) is the
energy dependent multiple scattering correction. In tiselved resonance region the
cross section is described by resonance parameters fitted wode like SAMMY [18]
from the capture yield, taking into account the experimlesitacts.

In the unresolved resonance region the cross sectionpelltfiom the yield after cor-
rections, is usually reported as point-wise data to whictmaath curve from a Hauser-
Feshbach calculation can be fitted with a code like FITACS yadth a limited number
of average parameters like the level density, the averafiatian width and the neutron
strength functions.
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Figure 11: The correction on the capture cross section deelt@bsorption and
multiple scattering calculated from SESH [19].

10. Self absorption corrections

The average capture yield Y (F) > in the unresolved resonance region can be ex-
pressed as

<Y(E)>=nx 0,(E) x C(E) (10)

whereC'(E) is a correction that needs to be applied to account for selfrgibion and
multiple scattering effects. We used the code SESH [19] kutzte the correction to
apply too.,(£) as obtained from equation 10. Unlike a code like MCNP [8], BES
generates individual resonances, important to estimaettect, in the unresolved res-
onance region and does not use smooth cross sections. §oedlbn we have adopted
the corrections calculated from SESH, shown in figure 11tteagyavith an empirical fit
we applied to the data.

11. Beam fraction correction

The fraction of the neutron beam incident on the sample hanargy dependence due
to the change of the beam profile [15]. We calculated the bealfilgpfrom the original
simulations [12] for several energy regions [16]. From éhprofiles we calculated the
fraction of neutron incident on a circle with diameter 1.5.civhis fraction was then
fitted to obtain a smooth function as shown in figure 12.
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Figure 12: The fraction of neutrons incident on a sample ditimeter 1.5 cm.

12. Absolute normalization

We extracted the absolute normalization from low-energyrated resonances. When
fitting the resonance, the normalization is not a scalingofaof the capture kernel
but can be fitted with less correlation to the resonance patensm We used the code
SAMMY for the resonance analysis [18]. For gold, for whicle #h.9 eV resonance
Is often used because of its saturated resonance, the negoparameters from the
libraries are known not to be exact [17]. In fitting the norizaion from this resonance,
we let free also the neutron widih,, which substantially increased the quality of the
fit.

In the same way we fitted the normalization of thorium on twtuisded resonance
around 20 eV. The results of the fit are shown in figure 13. Thenabzations in
gold and thorium were fitted with a 0.3% statistical uncertiai For both samples the
normalizations were different by about 1.1% which can behaited to the threshold
corresponding to a different fraction of the gamma-ray spet.

13. The cross section in the unresolved resonance region

Performing all the steps and corrections described befeeepbtain the cross section
in the unresolved resonance region independently for hathum and, with much less
statistics, gold. In figures 15 and 14 these cross secti@engiaen for both isotopes.

Although the spectra are shown up to 1 MeV it should be notetlttie cross section
contains also contributions from inelastic scatteringr the thorium measurement the
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1000 keV) compared with some of the other measurements aha-ev
ations.

first level is at 49 keV but is excluded by the threshold of 1&¥.KThe next levels
have a lower (n, n~) cross section because of spin parity considerations. dhabout

600 keV the gamma rays from inelastic scattering becomeleign our spectrum. Re-
peating the analysis with a threshold of 1 MeV removes theritartions of the from

inelastic scattering below 1 MeV, but at the expense of agaiu of the statistics. Be-
low about 600 keV however, the resulting cross sections iretine same within the
error bars. As a final cross section we used the data with a garaynthreshold of
160 keV up to 300 keV neutron energy, and a threshold of 1 Mehigditer energies.

Then we used the code FITACS [20] to fit the cross section witinagge resonance pa-
rameters. Keeping the average radiation width and leveitleiixed with the evaluated
values, we fitted only the neutron strength functiépsS; andS,. The result of the fit
is shown in figure 16. More up-to-date values of the averadmtian width and level
density, including a missing level estimation, will folldwom the resonance analysis.

14. Uncertainties

The total uncertainty on the cross section consists of aéeentributions that can be
identified from the analysis procedure. The main sourcesecivom the background
determination and from the applied flux.

The uncertainty related to the influence of the weightingcfiom is rather small in
this case since the measurement is not relative to a ditfesetope, in which case
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Figure 16: The®*?Th(n;y) cross section in the unresolved resonance region, ob-
tained with a gamma-ray threshold of 1 MeV, together with affthe
neutron strength function$,_ 1 .

commonly about 3% is attributed. The gamma-ray spectrawate sjmilar as a function

of neutron energy, due to the large number of levels aval&i decay after capture,
The influence of the threshold may play a role, but the resyltross section with a low
or high threshold give statistically coherent results. \8&gn an uncertainty of 0.5% to
the weighting function.

The uncertainty due to background subtraction is the mdstade to estimate. The
absolute level of the background requires the determinatiohe level of the black res-
onance. The sample scattered photon background estinnatjaimes the subtraction of
the expected capture yield of lead. We applied several coatibns of fits and binnings
of the spectrum and we estimate the uncertainty on the baokgrsubtraction to 3%.
This value is also in agreement with the maximum differemceross section obtained
with a threshold of 160 keV and 1000 keV.

It is more difficult to obtain a good estimate on the precigibthe flux determination.
For the moment we adopt an uncertainty of 4% to the used netitno.
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