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Introduction

For 24 years the Tevatron proton-antiproton collider was the collider with the highest
collision energy in the world. It was in operation from 1988 to 1996 with a center-of-mass
energy of 1.8 TeV (Run I) and after numerous upgrades from 2002 to September 2011 with
a center-of-mass energy of 1.98 TeV (Run II). Two collaborations, D0 and CDF, exploited
the Tevatron facility and realized a vast physics program. The principal directions of
this program are the Higgs boson search, search for non-standard phenomena, precise
measurement of W boson mass, heavy flavor physics, QCD and top quark physics. One of
the main Tevatron achievements is the discovery in 1995 of the heaviest known elementary
particle, the top quark. From 1995 and up to now, both, D0 and CDF collaborations,
have studied the top quark in great detail.

This manuscript describes my 11 years research in the D0 experiment. In the beginning
of the Run II data taking period, my main contribution was the operation of the D0
calorimeter, development of the calorimeter on-line monitoring software, an extensive
study of the external and internal sources of noise and development of the system of the
data quality monitoring and selection [1]. Another important contribution to experiments
with the D0 detector was the work on the off-line treatment of data events prior to the
physics analysis. It particular, I contributed to the development of the common analysis
environment, used to select and process events in the standard and certified way by most
of the physics analysis at D0 [2]. In addition to my personal contribution, I participated in
the design, planning and coordination of this activity as a convener of the common samples
physics group in 2007—2009 and V+jets group in 2009—2010. The activity related to
the detector operation and to the development of the common analysis environment is
described in chapter 1.

In 2004 I started studies of the top quark, mainly in the dilepton final state. In
particular, I worked on the selection and separation of top quark-antiquark (tt̄) events
from the background events, the tt̄ production cross-section measurement, [3–7], search for
non SM decays of the top quark, e.g. search for a charged higgs boson, [7], measurement
of the ratio of the branching fractions, [8]. With increase in the integrated luminosity, the
precise measurement of the top quark properties became possible: the measurement of the
top quark mass, [9], asymmetry in the angular distributions of the top quark, [10, 11]. In
addition, I am involved in the coordination of the top quark group activity, development
of the analyses strategy, presentations and publications of results, combinations of the
Tevatron measurements, as a dilepton subgroup convener in 2007 – 2009 and as a top
group convener from 2011 and up to now. These studies and results of the measurements
are presented in the chapter 2.

My current D0 activity is focused on publishing the legacy measurements at the Teva-
tron: tt̄ asymmetry, the spin correlation strength, measurement of the top quark mass in
the dilepton channel, measurement of tt̄ production cross section.
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Chapter 1

Tools for the precision measurements

1.1 D0 detector

The D0 experiment was proposed in 1983 to study the pp̄ collisions at the center-of-mass
energy of 1.8 TeV. Between 1992 and 1996 the D0 detector [1] was used for numerous
studies including the top quark search, discovery and measurement of the top quark
mass [2, 3]. This period is usually referred by the Tevatron community as the Run I.
After the end of the data taking the essential upgrade of the Tevatron complex has been
undertaken. In the same time the D0 detector also has been upgraded to take advantage
of the Tevatron increased energy of 1.96 TeV and a higher instantaneous luminosity [4].
From 2001 and up to 2011 (so-called Run II) the Tevatron reached the instantaneous
luminosity of 4.3 · 1032 cm−2s−1 and delivered more than 11 fb−1 of integrated luminosity
for each experiment (Fig. 1.1).

The D0 detector, Fig. 1.2, is a typical particle physics detector made of a several sub-
detectors. The central-tracking system is used to measure the transverse momentum (pT )
of charged particles. It consists of a silicon microstrip tracker and a central fiber tracker,
both located within a 2 T superconducting solenoidal magnet, with designs optimized for
tracking and vertexing at pseudorapidities1 |ηdet| < 3 and |ηdet| < 2.5, respectively. A
liquid-argon and uranium calorimeter measures the energy of charged and neutral par-
ticles. It has a central section covering pseudorapidities |ηdet| up to ≈ 1.1, and two end
calorimeters that extend the coverage to |ηdet| ≈ 4.2, with all three housed in separate
cryostats. An outer muon system, at |ηdet| < 2, is used for the muon identification. it
constructed from layers of tracking detectors and scintillation trigger counters in front
of 1.8 T toroid, followed by two similar layers after the toroid. A schematic view of the
detector is shown in Figure 1.2.

1.1.1 D0 Calorimeters

The D0 calorimeters [4, 5] were designed to work in the absence of the magnetic field
for the Run I of the Tevatron. The calorimeters themselves are unchanged from Run I,
[1], see Fig. 1.3. The central calorimeter (CC) covers |ηdet| . 1.1 and the two end-cap
calorimeters (EC), north and south, extend the coverage to |ηdet| . 4. Each calorimeter
contains an electromagnetic (EM) section closest to the interaction region followed by fine

1In the following ηdet denotes detector pseudorapidity defined as ηdet = − ln(tan θ

2
), where θ is the

polar angle relative to the center of the detector. η denotes pseudorapidity of the particle, defined as
η = − ln(tan θPV

2
), where the polar angle of the particle θPV is calculated relative to the primary vertex

of the event.
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CHAPTER 1. TOOLS FOR THE PRECISION MEASUREMENTS

(a) Instantaneous luminosity (b) Integrated luminosity

Figure 1.1: Tevatron luminosity as a function of time.

Figure 1.2: D0 detector.
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1.1. D0 DETECTOR

Figure 1.3: D0 calorimeters.

Figure 1.4: D0 calorimeter layers structure.
Figure 1.5: Schematic view of the
calorimeter cell.

and coarse hadronic sections.
Different absorber plates are used in different locations. The EM sections use thin

plates (3 or 4 mm in the CC and EC, respectively), made from nearly pure depleted
uranium. The fine hadronic sections are made from 6-mm-thick uranium-niobium 2%
alloy. The coarse hadronic modules contain relatively thick (46.5 mm) plates of copper
(in the CC) or stainless steel (EC). The schematic view of a calorimeter cell is shown in
Fig. 1.5. The typical electric field is about +2.0 kV, applied to the resistive surfaces of the
signal boards, while the metal absorber plates are connected to ground. The electron drift
time across the 2.3 mm liquid argon gap is approximately 450 ns. Calorimeter readout
cells form pseudo-projective towers as shown in Fig. 1.4, with each tower subdivided in
depth. There are four separate depth layers for the EM modules in the CC and EC. The
layers thickness are approximately 1.4, 2.0, 6.8, and 9.8X0

2. in CC and approximately 1.6,
2.6, 7.9, and 9.3X0 in EC. The amount of material before the first EM layer is about 4.0X0

2X0 stands for radiation (electromagnetic) interaction length.
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Figure 1.6: Readout chain of the D0 calorimeter.

at ηdet = 0 and about 4.4X0 at ηdet = 2.0. The thickness of the fine hadronic modules in
CC is about 1.3, 1.0, and 0.76λI

3 and about 3.2λI for a single CC coarse hadronic module.
In the inner EC module, four fine hadronic layers have the thickness of about 1.1λI and
the coarse hadronic part is 4.1λI . In the middle EC module, four fine hadronic layers have
the thickness of about 0.9λI and the coarse hadronic one is 4.4λI . The outer hadronic
EC modules are made from stainless steel plates, the maximum thickness is 6.0λI . The
transverse sizes of the readout cells are comparable to the transverse sizes of showers:
1.2 cm for EM showers and about 10 cm for hadronic showers. Towers in both EM and
hadronic modules are ∆ηdet = 0.1 and ∆φ = 2π/64 ≈ 0.1. The third EM layer is located
at the EM shower maximum and is segmented twice as finely in both ηdet and φ to allow
more precise location of EM shower centroids.

There are 47 032 calorimeter electronic channels to be read out. The readout contains
three mains components: charge preamplifiers located on the cryostats, baseline subtrac-
tor and storage circuitry (BLS) and analog-to-digital converters (ADC), see Fig. 1.6. The
signal from the readout chain then enters the data acquisition system for the Level 3
trigger decision and storage to tape. Electron drift time across the 2.3 mm liquid-argon
gap remains approximately 450 ns at 2.0 kV for Run II, which provides a challenge for
signal charge integration with beam crossings occurring every 396 ns. The calorimeter
electronics were designed to maintain the good signal-to-noise ratio in the high instanta-
neous luminosity environment of the original Tevatron Run II design, with a minimum
bunch crossing time of 132 ns.

The signals after preamplification are routed from the calorimeter over approximately
25 m of twisted-pair cable to the BLSs located below the cryostats. The BLSs use switched
capacitor arrays (SCA) as analog storage devices to hold the signal for about 4 µs until
the Level 1 trigger decision is made, and for an additional 2 µs until the Level 2 trigger
decision is made. They also provide a baseline subtraction to remove any low-frequency
noise or pileup from the signal. In addition, faster shaped analog sums of the signals
are picked off to provide prompt inputs to the calorimeter trigger system for both the
Level 1 and Level 2 calorimeter trigger decisions. To minimize the effects of pile-up4, only
two-thirds of the charge collected by the preamplifier circuit, corresponding to the first
260 ns of signal collection from the gap, is used in the shaper circuit. Shaped signals are
sampled every 132 ns. To subtract the baseline, the signal earlier by 396 ns is subtracted
by the BLS circuitry. Only cells with a signal of 1.5 times the standard deviation of the
electronic noise after baseline subtraction are read out from the calorimeter. This defines
the on-line zero suppression mode of the calorimeter readout or “1.5σ zero suppression”.

3λI stands for nuclear interaction length.
4Pile-up means that more than one event in the detector are registered either in a single beam crossing

due to multiple interactions or in multiple beam crossings.
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1.1. D0 DETECTOR

For further processing, cells with a signal at least 2.5 times the standard deviation of the
electronic noise are kept in nominal conditions of data taking (so-called “T42 procedure”).
This defines the off-line zero suppression mode or “2.5σ zero suppression”.

A BLS board processes signals from the 48 channels from four pseudo-projective
calorimeter towers. Each tower corresponds to up to 12 preamplifier signals. There
are signal shapers for each channel on the BLS motherboard, and trigger pick-off and
summation circuits tap the preamplifier signal prior to the shaper circuitry. The shaped
preamplifier signals are fed to daughterboards, one per tower, each of which holds five
SCA chips. The SCAs contain an array of 48 capacitors to pipeline the calorimeter sig-
nals. The SCA is not designed for simultaneous read/write operations, therefore, two SCA
banks are alternately employed to provide the capability to write and read the integrated
charges. This scheme provides the 4.2 µs buffering necessary prior to the arrival of the
Level 1 trigger decision. There are also two gain paths (×1 and ×8) to extend the ADC
readout dynamic range, thus four of the SCAs are used to store the signals for the 12
channels on a daughtercard until the Level 1 trigger decision has been made. Once a pos-
itive Level 1 decision is received, the baseline subtractor circuitry on each daughterboard
decides channel by channel which gain path to use and subtracts the stored baseline from
the peak signal. It then stores the result in the Level 2 SCA that buffers the data until a
Level 2 trigger decision has been made. Once a Level 2 trigger accept is issued, the data
are transferred to the ADC across 130 m of twisted-pair cables. The gain information is
sent simultaneously on separate digital control cables.

The calorimeter calibration system consists of 12 identical units for the calorimeter.
Each unit is composed of one pulser board and its power supply and six active fanout
boards. The pulser boards are controlled via a VME I/O register to set the amplitude
and the timing of the calibration signal and to enable the channels to be pulsed. A TTL
command signal opens one of the 16 switches on a fanout board producing a calibration
signal which has been chosen to be close to the triangular shape of a physics signal with
a rise time of about 25 ns, falling exponentially with a time constant of approximately
200 ns. Both the pulser board and the active fanout have been shown to provide a pulser
signal with a linearity at the per mil level. All of the currents delivered are uniform within
0.2% for all boards and 0.1% within a board. All of the pulse shapes have been measured
to estimate systematic effects on the signal amplitude, the timing, and the charge injected.
The study of the calorimeter electronics using pulser data shows saturation effects of the
SCA chips at the low and high ends of their dynamic range. To correct for these non-linear
effects, a universal function has been derived, which is an effective parametrization of the
non-linearity induced by the Level 1 and Level 2 trigger SCA chips. After correcting all
channels, we measure a linearity of 0.6% (0.4%) FWHM at an equivalent cell energy of
5 GeV(50 GeV) read out from the ×8 (×1) gain path .

Examples of the final calorimeter performance are shown in Fig. 1.7 for the jet energy
resolution, and in Fig. 1.8 for the invariant mass resolution of two electrons in Z/γ⋆ → ee
process. The constant terms of the EM calorimeter is CEM = 2.00±0.07%, as determined
in [6] and the electron energy resolution is found to be around 3.4% for electrons with an
energy of 40 GeV and η = 0.0.
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Figure 1.7: Jet energy resolution in data as a function of the jet pT , in two different
rapidity ranges, for jets with the reconstruction cone size of R =

√

∆η2 +∆φ2 = 0.7, [6]
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Figure 1.8: The invariant mass of two electrons as reconstructed in the Z/γ⋆ → ee
events, [7].
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1.2. CALORIMETER DATA QUALITY

1.2 Calorimeter Data Quality

Operation of any detector is unavoidable accompanied by different failures, especially in
the beginning of its operation. For the D0 calorimeter, failures could be divided into the
following categories.

• Failure of the low voltage or high voltage supply. This makes part of the detector
insensitive to the energy deposition, and results in an additional non-efficiency in
the detector operation.

• Readout failure. It may manifest itself in many different ways, depending on the fail-
ure. Several problems have been identified, namely: hot cells, hot towers, coherent
pedestal shift in ADC, checker board patterns, SCA failure, etc.

• External noise problems.

To ensure the high quality of the data collected with the D0 calorimeter we developed
the strategy which consists of two parts: the on-line control of the data taking and off-line
control and corrections during event processing.

1.2.1 Calorimeter On-line Monitoring.

The essential part of the on-line control is the calorimeter monitoring software. We
developed such a software, which was in every-day use from 2004 up to the very end of
the D0 data taking in September 2011. The developed program [8] consists of two main
parts: an event collector and a graphical user interface (GUI). The event collector connects
to the event distributor, saves the selected event parameters to root trees and verifying
data quality. The monitoring GUI monitors the energy deposition in all calorimeter cells,
makes the on-line graphical maps, visualizes the calorimeter energy deposition maps,
builds the related histograms and reports about the quality of the collected events. It also
compares signals from two independent readouts: precision readout and trigger readout,
and reports any disagreement in the measured values to the shifter. A snapshot of the
on-line monitoring program is shown in Fig. 1.9.

Monitoring is one of the most important tasks of the detector operation. The complete
detector control needs a large number of histograms (several hundreds for the calorimeter
alone). The person on shift is not expected to monitor all these histograms. To reduce
the load on a shifter, less than 20 histograms are used during the shift, and the on-
line monitoring program is equipped with automatic data quality control. The data
quality is checked periodically during the data taking every 200 events. The calorimeter
problems mostly affect the jets triggers and triggers based on the EM objects, therefore
4 different data streams are used for the monitoring with a typical storing rate of 4
Hz (10% of the total events to tape rate): zero bias stream, stream with unsuppressed
events, stream with events selected by jets triggers, stream with events selected by all
other physics triggers, prescaled by a factor of ten. The different data quality checks
include: monitoring of the noise rate for each stream using the event based flags from
the corresponding identification program (see section 1.2.2), search for towers (EM or
hadronic) without signal (manifestation of the power supply failure), monitoring cells
or towers for an unusually large signal and/or unusually large occupancy. The results
of the monitoring is used to identify the bad runs and luminosity block5 and saves the

5Luminosity block is the smallest logical unit for the luminosity calculation at DO. The duration of a
luminosity block is near 1 min. It contains 2500 recorded events on average. The integrated luminosity
is near 1 nb−1 per block.
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Figure 1.9: A snapshot of the on-line monitoring program for the D0 calorimeter.

corresponding markers in the off-line data quality run database. This database is used in
the off-line processing to discard the portion of events with a bad data quality.

1.2.2 Off-line Calorimeter Data Quality Checks

Off-line data quality verification is used to identify any possible failure in the detector
operation after on-line checks. This verification is done in several steps. At the first step,
two algorithms are used to clean-up the calorimeter energy deposition map. “NADA”
algorithm [9] removes isolated cells with a signal in each event, i.e. cells with energy
deposition of more than 1 GeV when all neighbour cells don’t have any significant energy
deposition. This algorithm was initially designed to remove signals from the uranium
radioactive decays, but was found to be also useful to remove cells with readout electronic
failures, so-called “hot cells”.

“T42” algorithm [9] was designed to reduce the influence of external noise and improve
resolution in missing transverse energy. This algorithm removes all cells with negative
signals6 and retains only cells with high (more than 4σ) signal and their neighbours with
signals between 2.5 and 4σ, where σ is RMS of the electronic noise, measured individually
for each channel.

One of the most challenging problems in running the D0 calorimeter is to have good
understanding and control over any noise sources which might affect the performance of
the calorimeter. During Run II operation, we identified several sources of noise. Once
identified, noisy events could be either eliminated from the data set or flagged so that
they could be used to estimate the inefficiency due to the data quality selection in the
analysis. We developed a dedicated noise and electronics failure identification software,
used in the on-line monitoring and off-line data processing. The following problems are
considered:

6The negative signals could appear because of the analogous base line subtraction from the previous
interaction.
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1.2. CALORIMETER DATA QUALITY

Figure 1.10: A typical “ring of fire” event.
The x and y axes are η and φ axes of
calorimeter. Z axis is an absolute value of
the calorimeter EM towers signal in ADC
counts. Positive cell signals are indicated
in red and negative in blue.

Figure 1.11: A typical “noon noise” event.
EM layer 3 is shown. The x and y axes
are η and φ axes of calorimeter. Z axis is
an absolute value of the signals in ADC
counts. Positive cell signals are indicated
in red and negative in blue.

The ”missing crate” problem is a readout problem when the information from one
or several ADCs is missing in the event. To detect this problem the occupancy in each
crate is calculated. This problem can also be detected using the error word from the ADCs
in the calorimeter information chunk. The typical rate of such events is near 0.5%. Such
events are removed from the analysis data set. The reduction in efficiency are calculated
using the zero bias events7.

The “ring of fire” noise is an external noise in the calorimeter. Its name originated
in the fact that it affects all channels at a given depth in one of the two EC cryostats
at the outer edge of the EM module in either layer 3 or 4. Due to the limited space in
the inter-cryostat region the high voltage distribution layout for the EM layers is built
as a ring electrode. That is why the external noise picked up by this electrode affect all
φ, see a typical event in Fig. 1.10. The natural criterion for this noise is the number
of cells fired in the corresponding rings of EM layer 4. This noise typically affects all
events during the noisy spike, so the chosen corrections strategy is to remove the affected
luminosity block. The “ring of fire” noise occurred often before the summer shutdown in
2003. During this shutdown a special search allowed to identify the noise origin (the cable
to a cryostat temperature sensor) and to remove it. After the shutdown the noise was
detected only in special situations: during the solenoid noisy period and when welding in
the D0 assembling building was happening.

The name “noon noise” is due to the fact that the noise has often appeared around
noon (lunch time) and ended by dinner time. This noise is characterized by large positive
and large negative energies in calorimeter cells and affects a large fraction of cells, as it
is shown in Fig. 1.11. The online monitoring software clearly indicates that the noisy
region is limited to the boundaries of several calorimeter readout crates. While the signal
in a single cell is not that large, when summed over a large region of the calorimeter it
completely compromises the jet and missing ET reconstruction. It was found that this
noise also correlated with the use of a welding machine in the D0 assembly building.
After improving the calorimeter grounding, mainly by removing the accidental shorts to
the ground, this noise has disappeared. A study was performed in order to find a suitable
parameter to separate the noisy events. The occupancy of the readout crates turned out

7Zero Bias events are triggered by the beam crossing tick only. No energy deposition or track presence
are required in the detector.
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Figure 1.12: On the left (right) the occupancy versus the RMS of ADC counts in crate 5,
with noise (crate 0, without noise).

(a) (b)

Figure 1.13: The typical “coherent noise” events. The x and y axes are η and φ axes of the
calorimeter. Z axis is a EM tower signal in the ADC counts. The red color corresponds
to the positive signal in the tower, the blue one is a negative signal.

to be the parameter with the best separation power. In Fig. 1.12, the occupancy of crate
five (crate with noise) and zero (crate without noise) versus the RMS of the cell signals
in ADC counts in the crate are shown. In this plot the noisy events can clearly be seen
at high values of the occupancy. The typical fraction of events that is removed by the
“noon noise” selection in the compromised runs, is around 1%, while the inefficiency of
this selection for the non-noisy events is around 0.4% (for the run with an instantaneous
luminosity of ∼ 50 · 1030 cm−2s−1).

The “coherent noise” is a problem which was present during all Run II data taking.
It manifests itself as a small and coherent signal in one or several ADCs. The term “noise”
here is misleading. In fact, this problem is associated with the calorimeter readout and
consists in coherent shifts in the pedestal values for “all” cells in one or several ADCs. It
only happened when the level 1 trigger arrives while a previous level 2 accepted trigger
is being digitized. The exact cause of this problem was never identified. Event display
of two typical “coherent noise” events is shown in Fig. 1.13. Fig. 1.13(b) shows the case
of “pure” noisy event which fulfill the trigger condition, the Fig. 1.13(b) shows the case
when noise in 2 ADCs accompany the signal of the real particles.

To characterize the noise the following quantities were calculated per ADC after the
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Figure 1.14: The mean signal in ADC
counts (y axis) versus ADC occupancy
(x axis) for the ADC with maximal occu-
pancy in the event.

Figure 1.15: The ADC RMS in counts
(y axis) versus ADC occupancy (x axis) for
the ADC with maximal occupancy in the
event.

2.5σ zero suppression procedure.

• The ADC occupancy = n
N

• The ADC mean value: 〈E〉 =
∑N

i=1 Ei

N
.

• The ADC RMS =

√∑N
i=1(Ei−〈E〉)2

N−1

In these expressions, N is the total number of cells in the selected ADC, n is a number
of cells with non zero signal after 2.5σ zero suppression, i ≤ N is a cell index, Ei is a
signal in the cell i in ADC counts. Fig. 1.14 and 1.15 show the mean ADC value and
RMS versus ADC occupancy for the ADC with the maximal occupancy in the event for
a selected data taking run. We marked the events as the “coherent noise” event if at
least one ADC has occupancy greater or equal to 40% and RMS less or equal to 10 ADC
counts or at least 2 ADCs have occupancy greater or equal to 20% and RMS less or equal
to 5 ADC counts. The ADC mean value and RMS are calculated after rejecting 10% of
the cells with highest absolute signal value. Later, this selection was refined in order to
improve the efficiency of the detection.

The event fraction affected by this effect depends on the luminosity and trigger. The
typical fraction of such events is not negligible, typically 2-3%. This problem could affect
the analysis in different ways: it may increase the number of low energy jets, biasing the
missing transverse energy distribution, affect the lepton isolation criteria and degrading
the energy resolution for low energy jets. We decided to remove all such events in all
analysis. For this, it is important to know the inefficiency of the “coherent noise” removal
criteria. At D0, in order to account for the realistic detector noise and beam conditions,
the zero bias data events are overlayed to the Monte Carlo (MC) events at the generation
stage. This realistically simulates the fraction of events to be removed in the analysis due
to the “coherent noise” problem.

1.2.3 The Calorimeter Data Quality Strategy

To following strategy has been used in D0 to ensure the highest possible data quality.

• The on-line monitoring controls and immediately reports to a shifter any obvious
hardware failure. The detected failure is repaired as soon as possible, in order to
minimize the fraction of data affected by the problem.
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• The on-line monitoring also provides the list of runs and luminosity blocks with a
“bad” quality.

• This list is completed by the off-line cross-checks, based on the physical quantities,
missing ET , number of reconstructed jets, leptons, etc.

• Bad runs and luminosity blocks are removed from further processing. The integrated
luminosity for the analysis is recalculated and accounts for the removed data.

• Two algorithms are used to remove isolated “hot” cells, and reduce the noise in
the event. These algorithms improve the energy resolution for jets and missing
transverse energy.

• The event quality software flags are used in physics analyses to remove the prob-
lematic events and remove the influence of the external noise or readout problems.
Correction to the efficiency is accounted for due to the overlay of real events (zero
bias) to the MC simulation.

An illustration of the importance of the good data quality is shown in Fig. 1.16, [8].
Without clean-up of the data set, the missing ET distribution is completely distorted
and could not be used for analysis. The application of the data quality strategy allows
not only to select good data sets, but also to reduce the data with failures. Fig. 1.17
demonstrate the improvement with time in the quality of the accumulated D0 data set.
For example, in the beginning, we lost about 10% of data due to calorimeter problems,
but only 3% in the end of the data taking. A similar trend is seen for all D0 subsystems,
i.e. in 2003–2004 the portion of data with bad quality was about 15%, but less than 5%
after 2009.

18



1.2. CALORIMETER DATA QUALITY

Missing ET, GeV
0 50 100 150 200 250 300 350 400

E
ve

nt
s

10
2

10
3

10
4

10
5

Figure 1.16: Missing ET distributions in data selected for the new phenomena search
before and after the data quality requirements are applied [8]. The white histogram
represents all events, The shaded histogram represents the events after selecting “good”
data quality events.

Figure 1.17: The fraction of data with identified data quality problems as a function of
time.
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1.3 Common Analysis Tools

From 2002 to 2011 the D0 experiment accumulated about 9.7 fb−1 of data, with a total size
of about 12 billions events or nearly 2000 TBytes of raw data. To make these data available
for physics analyses they were reconstructed and saved in the format suitable for analysis.
The post-processing of raw data and Monte Carlo event generation increased the data set
size in the experiment to ∼ 8000 TB. The computing infrastructure of the experiment
consists of the following main components: high speed mass storage system (robotic tape
archive); Linux disk cache server; Oracle database; reconstruction and analysis farms of
Linux nodes operated under Scientific Linux OS with CPU capacities about 8 THz for D0;
Linux desktops; 1 Gb internet connection to the central systems, 100Mb to the desktops.
Similar, but smaller size installations provided by the collaborating institutes worldwide.

The data life-cycle is organized as follows. The detector raw data are saved on the tape
archive, then read back and reconstructed on the reconstruction farm. D0 reconstructed
data on a time scale of several days. To optimize the data access during physics analysis
the reconstructed data are sorted to 12 output streams which group events with similar
final states according to the trigger and offline event selection. Finally the reconstructed
data are transformed to the form suitable for physics analysis. In D0 we chose to use
ROOT trees [10]. Several times D0 reprocessed the raw data because of the improvements
in the reconstruction algorithms and updates in calibrations. In addition to the post-
processing data activities, physics analyses and MC events generation and reconstruction
consume a significant fraction of the computing resources.

1.3.1 Data handling

The central part of the computing model is the data handling system [11]. The Tevatron
collider reached its maximum instantaneous luminosity of about 4 · 1032cm−2sec−1. The
output rates to tapes was 50 – 100 Hz (∼20 MB/sec) and the total amount of data is
about 8000 TB. To manage such an amount of data D0 uses the “Sequential Access via
Metadata” (SAM) software [12–14] developed by D0 and Fermilab Computer Division.
SAM is a client-server software which provides support for the large, highly distributed
data sets. This is a file based system, where each file is described by metadata: for
example, file production history, list of parentage files (necessary element for the luminos-
ity calculation), file locations (including mass storage system and SAM-managed disks),
format of data in the file, parameters used to generate MC events, etc. To access data
files the user defines the collection of files, the so-called “dataset”, using metadata with
command lines or web browser interfaces. SAM is able to manage multiple copies of files
located in different places. To optimize the file delivery time the disk cache is used to
keep files frequently requested on disk and the file order in the collection is optimized for
tape reading. D0 has a very successful experience in using SAM. During the active phase
of experience, D0 users routinely consume nearly 800 TB of data per month from SAM.

1.3.2 Physics Analysis

The organization of the physics analysis tools plays a major role in the production of
reliable physics results. Obvious requirements to the analysis software are that it should
run fast and the analysis format should be compact. For the optimal organization of
the analysis efforts one needs to ensure a universal certified selection of physics objects
(electron, jets, muons ...) and have the possibility to use a common infrastructure for
different type of physics analyses, which are the opposite requirements to the fast and
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Skim Name Main Selections N events

MUinclusive at least 1 muon with pT > 10 GeV 2.9G

EMinclusive at least 1 electron with pT > 20 GeV 1.6G

2EMhighpt at least 2 electrons with pT > 12 GeV 222M

2MUhighpt at least 2 muons with pT > 8 GeV 150M

EMMU 1 or more electron and 1 or more muon with pT >
5 GeV

351M

3JET at least 3 reconstructed jets with pT cuts 20, 15,
15 GeV

1.2G

QCD a set of 1-jet and 2-jets triggers with different pT cuts 220M

TOPJETTRIG a set of lepton+jet triggers 291M

NP a set of triggers based on jets and simplified missing
ET quantities

300M

TAUTRIG a set of triggers designed for τ -lepton identification 1.0G

JPSI a set of triggers 31M

ZBMB events selected by the beam crossing trigger and trig-
ger including both, beam crossing and luminosity
counter signal

488M

All events 10G

Table 1.1: Data skims in the D0 experiment, selections applied to the skim and number
of selected events. Only the most important selections are indicated for each skim. The
skim selection are inclusive, i.e. an event could be selected in several different skims.

compact ones. The absence of a common format leads to an inefficient usage of computer
resources and difficulties in software maintenance because of work duplication and limited
manpower. In reality it is difficult to reach an idealistic case of one format, e.g. D0 has
one ROOT tree based common analysis format (CAF) and one format for B-physics [11].
The processing time in user analysis is typically 0.1 – 0.005 sec/event, and it is limited
by I/O speed and proportional to the event size, typically 35 – 60 kB in the case of D0.

D0 analysis format, CAF, is an example of successful realization of a common analysis
architecture. Because this format is based on the ROOT tree, one can use C++ classes
for objects descriptions and ROOT pointers for the cross-reference between objects. A
C++ class is associated to each reconstructed or generated object, e.g. electron, muon,
tracks, jets, trigger objects, or to a calculated quantity, e.g. missing ET , b-tagging,
luminosity. The unavoidable disadvantage of the universal format is the big events size,
but it is partially compensated by the possibility to skim trees using event selection
and the possibility to drop off unnecessary branches during skimming. We divided all
data sets in 12 skims, presented in Table 1.1. The production of CAF root trees is
coordinated centrally and provides data for physics analyses with minimal delay to the
whole collaboration.

We developed the following set of standard tools to analyze events in the common
analysis format.

• The certified selection of physics objects: jets, electrons, muons, τ -leptons, tracks,
photons, vertex, trigger objects. The certified selection of events with good data
quality.

• In order to match the parameters of the simulated objects to data, we apply the
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set of MC corrections as a function of the data taking period, energy or pT , η and
φ of the simulated object. These corrections include: electron energy and muon
pT smearing, jet energy smearing, corrections for the leptons and jet identifica-
tion efficiency, reweighting of the simulated instantaneous luminosity distribution,
reweighting of the simulated Z-boson pT distribution, reweighting of the interaction
vertex distribution in Z-coordinate.

• Recalculation of parameters: jet energy scale, missing ET , b-tagging.

• MC tools: identification of the generated objects, matching between generated and
reconstructed objects, reweighting of the heavy flavor K-factors in the W+jets and
Z+jets simulations, tools for the automatic MC sample normalization as a function
of the integrated luminosity and theoretical cross section.

• Tools for the systematic uncertainty studies: reweighting of the proton and antipro-
ton parton density function between different sets, b-quark fragmentation reweight-
ing.

• Utilities: statistical tool to measure the selection efficiency taking into account the
MC correction weights, tools to store in ASCII format the sets of the measured
efficiencies for the object ID in data and MC and associated meta-data.

The event-by-event processing scheme is realized in the CAFe framework and constructed
from standard pieces of code, managed by the ASCII configuration files, see Fig 1.18. The
typical processing scheme of one file includes the following steps.

1. Open a CAF file. Open an output file for histograms and skimmed events.

2. Read first event from the CAF file and fill the transient event object.

3. Process the event with the standard piece of code, called processor. The typical
processor is a selector, which apply one selection to the events. If an event doesn’t
fulfill the selection criteria, it is dropped and processing return to the step 2. Any
number of processors is allowed. Physicists could write theirs own processors and
implement any non-standard selection or correction.

4. Selected events are used to fill ROOT histograms (analysis mode).

5. Selected events could be saved in a new ROOT-tree (skimming mode).

6. Return back to the step 2 and start processing of a new event.

7. The file with histograms and/or skimmed events is closed before closing the input
CAF file.

This framework doesn’t require any deep knowledge of programming and allows any user
to assemble analysis selection and be sure to apply all necessary corrections and standard
object identifications with known uncertainties. This framework allows also to save a lot
of time in developing analysis code and, even, after the end of the Tevatron era, efficiently
continue to analyze data with a limited manpower.
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Figure 1.18: Example of a simple configuration file for the analysis run in the CAFe
framework. The first line “cafe.Run: ...” specifies the order of the event processors.
Other lines are the processor configurations.
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Chapter 2

Top Quark Studies

2.1 Introduction

The Standard Model (SM) of particle physics postulates the existence of three particle
generations. Each generation contains two quarks, a charge lepton and its corresponding
neutrino, as well as their antiparticles. The third generation contains the heaviest parti-
cles: top and bottom quarks, tau lepton and tau neutrino. The top quark is a fermion
with spin 1

2
and electric charge of +2

3
. Together with the bottom quark they form weak

isospin doublet, in which the positive projection value T3 = +1
2
is assigned to the top

quark. Under the SU(3) gauge group of the strong interactions the top quark transforms
as a color triplet [1].

The top quark is the heaviest known elementary particle, with a mass of 174.34 ±
0.64 GeV/c2 [2]. Because of its large mass, the top quark has been discovered only in
1995 by the D0 and CDF experiments at the Tevatron pp̄ collider at Fermilab [3, 4].
The history of the top quark could be started with the prediction of the third generation
by M. Kobayashi and T. Maskawa, intended to explain the CP violation in K-meson
decays [5]. The existence of the third generation has been confirmed with the discoveries
of the τ lepton in 1975 at SLAC [6] and the Υ meson formed with a bottom quark and
antiquark in 1977 at Fermilab [7]. After these discoveries, the existence of the weak isospin
partner of the bottom quark was the natural hypothesis.

Several experiments were searching for the top quark in e+e− collisions. PETRA at
DESY in the 1984 – 1985 established a limit on the bound tt̄ state production of about
47 GeV [8, 9], so the top quark with a mass up to 23.5 GeV/c2 has been excluded. TRIS-
TAN at KEK in the 1990 has excluded the top quark with a mass up to 30 GeV/c2 [10].
At the same time SLC at SLAC [11] and LEP experiments [12–14] pushed the limit on
the top quark mass up to 46 GeV/c2 by searching for the top quark production in the Z-
boson decays. In the 1980s, the construction of hadron colliders, ISR and Spp̄S, at CERN
allowed to search for the top quark in the W boson decay W → tb and demonstrated the
absence of the top quark production for a mass up to 69 GeV/c2 in 1990 [15, 16]. Finally
the construction of the Tevatron pp̄ collider in the late 80s with a center-of-mass energy
of 1.8 TeV led to the top quark discovery in 1995 [3, 4] by both CDF and D0.

The top quark is a very special quark with several unique features. One of them is the
value of the Yukawa coupling of the top quark. The Yukawa term of the SM Lagrangian
describes the interaction of the fermions with the Higgs field and it is the origin of the
fermion masses [17, 18]:

LM = − 1√
2
λtvt̄LtR − 1√

2
λbvb̄LbR + h.c. , (2.1)
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where λt is a Yukawa coupling of the top quark and v is a vacuum expectation value of

the Higgs field, v = 1/
√

GF

√
2 ≃ 246.2 GeV . In the SM mass of the top quark is given

by Mt =
1√
2
λt(Mt)v. With the measured value of the top mass 174.3 GeV [2]1 the Yukawa

coupling of the top quark is found to be extremely close to 1.0: λt(Mt) ≃ 1.001. This fact
is the origin of different speculations about the special role of the top quark in the theory
and about the possibility that the Higgs boson could be a bound state of the top quark
(top quark condensate models) [19–22].

An important property of the top quark is its fast decay. In the SM the top quark
decays predominantly to a W boson and a b quark. The width of the top quark is given
by the following expression (the higher order electroweak correction of order m2

b/m
2
t , α

2
s,

(αs/π)m
2
W/m2

t are ignored) [23, 24]:

Γt =
GFm

3
t

8π
√
2

|Vtb|2
(

1− M2
W

m2
t

)2 (

1 + 2
M2

W

m2
t

)[

1− 2αs

3π

(

2π2

3
− 5

2

)]

(2.2)

Other t → Wq decays are also allowed in the SM, but the probability of such decays is
proportional to the square of the Cabibbo-Kobayashi-Maskawa (CKM) matrix element
Vtq. Assuming unitarity of the CKM matrix, the matrix element values Vts and Vtd are
estimated to be 0.043 and 0.008, respectively [1]. Such small values imply that top quark
decays other than Wb should have a rate of the order of 2 · 10−3. For a top quark
mass of 173.2 GeV and αs(MZ) = 0.118 formula (2.2) gives a width of the top quark
of 1.35 GeV and a corresponding life time of τ ≈ 4.9 · 10−25 sec. The fact that the
top quark life time has such a small value is extremely important for the measurement
of the top quark properties. In particular, this life time is smaller than the top quark
hadronization time, estimated as, τhad ∼ (ΛQCD)

−1 ≈ (200 MeV )−1 = 3.3 · 10−24 sec,
where ΛQCD is a fundamental quantum chromodynamics (QCD) scale. It is also smaller
than the spin decorrelation time, due to the spin-spin interaction with the light quark,
τspin ∼ (Λ2

QCD/mt)
−1 ≈ (0.2 MeV )−1 = 3 · 10−21 sec, see, for example, [17]. This means

that the top quark decays before it has a chance to hadronize and its decay products, W
boson and b quark, “remember” the spin of the initial quark. Such a situation gives a
unique possibility to measure the properties of the top quark with high precision, including
spin related properties.

In pp̄ collisions the top quark can be produced in pairs by strong interactions and
the single top quark can be produced by electroweak interactions. The leading Feynman
diagrams for the top quark production in pairs are shown in Fig. 2.1, 2.2 and for the
single top production in Fig. 2.3. In this manuscript we describe only the measurements
of the top quarks produced in pairs. It should be noticed that to leading order (LO) of
the QCD calculation, the pair of top quarks can be produced via the quark-antiquark
annihilation, Fig. 2.1 or via gluon fusion, Fig. 2.2. At the Tevatron, in pp̄ collisions with
a center-of-mass energy of 1.96 TeV, the dominant production mechanism is the quark-
antiquark annihilation, with a probability of about 85%, see, for example, [25, 26]. This
is an important difference to top pair production in pp collisions at the LHC with the
center-of-mass energy of 7–14 TeV, where the dominant production mechanism is gluon
fusion. This difference in production is a main reason why many of the measurements for
the top quark are complementary between the two colliders.

The finals states in the top quark pair production used for the measurements are

1 In fact, the Lagrangian mass parameter doesn’t correspond exactly to the mass measured experi-
mentally. See the corresponding discussion in the section 2.5
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Figure 2.1: Feynman diagram
for the top quark production via
quark-antiquark annihilation.

Figure 2.2: Feynman diagrams for the top quark
production via gluon fusion.

Figure 2.3: Feynman diagrams for the single top quark production.

classified according to the decay of the W boson.

all jets : tt̄ → W+b W−b̄ → bb̄qq′q′′q′′′,

lepton + jets (ℓ+ jets) : tt̄ → W+b W−b̄ → ℓνℓbb̄qq
′,

dilepton (ℓℓ) : tt̄ → W+b W−b̄ → ℓℓ′νℓνℓ′bb̄.

Assuming lepton universality in W decays, the decay probability for these three final
states are the following: 45.5% for the all jets, 43.8% for the ℓ+jets and 10.5% for the
ℓℓ [1], where ℓ denotes electron (e), muon (µ), or tau lepton (τ). In this manuscript we
consider mainly measurements in the ℓℓ final state and the combination of ℓℓ and ℓ+jets
results, which leads to the improved precision of the measurements.
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2.2 Selection of tt̄ Events in the Dilepton Final State

This section describes a selection of tt̄ events in the dilepton final state. This selection
has evolved in time, starting from the cross section measurement with an integrated
luminosity of 0.4 fb−1 and up to the measurement with the full D0 luminosity of 9.7 fb−1.
We keep the selection as similar as possible in the different dilepton measurements, but
optimization of the final cuts are usually performed in each analysis. In this section, we
describe the basics of the selection, efficiency estimation for the tt̄ signal and estimation
of the background contributions. The details for each measurement can be found in the
referenced publications.

The tt̄ decay to dilepton final states are char-

Figure 2.4: Feynman diagram for the
tt̄ event decay in the dilepton (eµ) final
state .

acterized by the presence of two high pT charged
leptons, significant missing transverse momen-
tum ( 6pT ) from two escaping neutrinos, and two
or more jets (from b quark fragmentation and
initial and final state radiation). The corre-
sponding Feynman diagram is shown in Fig. 2.4.
We consider the leptonic decays of bothW bosons
from top quark decay into eνe, µνµ, or τντ (through-
out this manuscript, e, µ, τ refer to both charge
conjugate states: e±, µ± or τ±), where only lep-
tonic decays of the τ are considered.

2.2.1 Object Identification

Electrons are identified as energy clusters with radius R =
√

(∆η)2 + (∆φ)2 < 0.2 in the
calorimeter (φ is the azimuthal angle) which are consistent in their longitudinal and trans-
verse profiles with those of an electromagnetic shower [27]. More than 90% of the energy
of the electron candidate must be deposited in the electromagnetic part of the calorimeter,
and less than 20% of its energy may be deposited in an annulus of 0.2 < R < 0.4 around
its direction. This cluster has to be matched to an inner detector track. We consider
electrons in the central calorimeter (CC) with |ηdet| < 1.1 and in the end-cap calorimeter
(EC) with 1.5 < |ηdet| < 2.5. Several versions of the electron discriminant to improve
electron identification were developed at D0. In the earlier version, the likelihood discrim-
inant, based on tracking and calorimeter information has been used. In the latest version,
the boosted decision tree multivariate discriminant has replaced the likelihood [27].

A muon is identified as a segment in at least one layer of the muon system that is
matched to a track in the central tracking system [28]. Reconstructed muons must satisfy
two isolation criteria. First, the transverse energy deposited in an annulus around the
muon 0.1 < R < 0.4 (Eµ,iso

T ) has to be less than 15% of the transverse momentum of the
muon (pµT ). Second, the sum of the transverse momenta of the tracks in a cone of radius
R < 0.5 around the muon track in the central tracking system (pµ,isoT ) has to be less than
15% of pµT .

Jets are identified with a cone algorithm with radius R < 0.5 [29] in the range |ηdet| <
2.5. A jet energy scale correction (JES) is determined by calibrating the energy deposited
in the jet cone using transverse momentum balance in γ+jet and dijet events. If a muon
overlaps with the jet cone, the momentum of that muon is added to the jet pT , assuming
that the muon originates from a semileptonic decay of a hadron belonging to the jet [30].

Several versions of the b-tagging algorithm to identify jets which originate from b
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quarks have been used in the D0 experiment [31, 32]. First versions of the selection uses
the secondary vertex tagging algorithm or impact parameter algorithm that exploits the
long life-time of b hadrons. Later, the b-quark identification has been improved by using
the neural-network tagging algorithm [31]. This algorithm combines information from
the impact parameters of the tracks and variables that characterize the presence and
properties of secondary vertices within the jet in a single discriminant. The most recent
version uses a boosted decision tree version of the discriminant [32], which improve the
tagging efficiency by about 10% with the same rate of the mis-identification of the light
jets, see Fig. 2.5.
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Figure 2.5: The performance of the most recent b-tagging algorithm, boosted decision
tree (MVAbl) in comparison with former, neural networking algorithm (NN) for jets with
|ηjet| < 1.1 and pjetT > 30 GeV, [32].

The 6pT is reconstructed from the energy deposited in the calorimeter cells (unclus-
tered energy). Corrections for lepton and jet pT are propagated into the 6pT [30]. The
missing transverse momentum significance (σ/pT ) is defined in each event as a likelihood
discriminant constructed using the ratio of 6pT to its uncertainty: σ/pT= 6pT/σ, where σ
is the quadratic sum of the 6pT resolutions for the unclustered energy, jets, muons and
electrons detected in the event.

2.2.2 Events Selection

Events selection is done separately for the three channels ee, µµ and eµ. It is optimized
in each channel and the results of the measurements are combined together. The main
selections applied to events are the following.

1. For the ee and µµ channels, we select events that pass at least one single-lepton
trigger, while for the eµ channel, we consider events selected through a mixture
of single and multilepton triggers and lepton+jet triggers. Efficiencies for single
electron and muon triggers are measured using Z/γ⋆→ ee or Z/γ⋆ → µµ data, and
found to be ≈ 99% and ≈ 80%, respectively, for dilepton signal events. For the eµ
channel, the trigger efficiency is almost 100%.
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2. We require at least one pp̄ interaction vertex in the interaction region with |z| <
60 cm, where z is the coordinate along the beam axis, and z = 0 is the center of
the detector. At least three tracks with pT > 0.5 GeV must be associated with this
vertex.

3. We require at least two isolated leptons with pt > 15 GeV, both originating from the
same interaction vertex. We consider only muons within |ηdet| < 2.0 and electrons
within |ηdet| < 1.1 or 1.5 < |ηdet| < 2.5. The two highest-pT leptons in an event
must have opposite electric charges.

4. To reduce the background from bremsstrahlung in the eµ final state, we require
the distance in (η, φ) space between the electron and the muon trajectories to be
R(e, µ) > 0.3.

5. In the ee and µµ channels, we require at least two jets with pT > 20 GeV. For the
eµ channel, we consider two types of events: (i) events with at least two jets (eµ
2-jets) and (ii) events that contain just one detected jet (eµ 1-jet).

6. To improve the signal purity, additional selection criteria are implemented based
on global event properties of the final state. In the eµ events we apply a selection
on the HT variable, where HT is the scalar sum of the transverse momenta of the
leading lepton and the two leading jet, with a typical cutoff value around 110 GeV.
In the ee final state, we apply a selection on the σ/pT variable, typically σ/pT> 5. In
the µµ channel, we typically require 6pT> 40 GeV and σ/pT> 2.5 or σ/pT> 5.

7. The tt̄ final state contains two b-quark jets, while most of the backgrounds contain
light quark jets. In the first versions of selection only the topological cuts (6)
have been used to improve separation between signal and background. In the more
recent measurements we use the b-quark identification discriminant of the two jets
of largest pT . It is used in two different manners. For the cross section measurement
we fit the discriminant distribution and determine the relative contributions of the
tt̄ signal and backgrounds. For other measurements, we apply a cut on the b-
tagging discriminant and consider only events with a discriminant value higher than
a selected cut.

2.2.3 Estimation of the tt̄ Efficiency and Background Contribu-

tion

The main sources of background in the ℓℓ channel are the Drell-Yan and Z boson pro-
duction (Z/γ⋆→ ℓℓ + jets), diboson production (WW, WZ, ZZ → ℓℓ(ℓ) + jets), and
instrumental background. The instrumental background mainly arises from multijet and
W → ℓν+jets events in which one or two jets are misidentified as electrons and/or muons
originating from the semileptonic decay of a heavy flavor hadron.

To estimate the signal efficiency and background contamination, we use a Monte Carlo
(MC) simulation of tt̄ signal and all background processes but for the instrumental back-
ground, the latter being derived from data. The tt̄ and Z/γ⋆ events are generated with the
tree level LO matrix element generator alpgen [33] interfaced with pythia [34] generator
for parton showering and hadronization (D0 modified tune A [35]). Diboson events are
generated with pythia. All simulated samples are generated using the CTEQ6L1 parton
distribution functions (PDF) [36]. Generated events are processed through a geant3 [37]
based simulation of the D0 detector and the reconstruction programs, identical to one used
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for the data processing. To simulate the effects from additional pp̄ interactions, zero bias
events with no trigger requirements are selected randomly in collider data and overlayed
on the fully simulated MC events. Residual differences between data and MC simulation
in the identification efficiencies, electron and muon pT resolutions are corrected by an
additional scale factors and reweighting functions. These corrections are derived from a
sample of Z/γ⋆→ ℓℓ events in data and MC, applying tight requirements on one of the
two leptons for selecting the events and using the other one to measure the efficiencies
and resolutions2.

The Z/γ⋆ samples are normalized to the NNLO cross section computed with the fewz

program [38]. We simulate Z/γ⋆ with heavy flavor (HF) quarks, Z/γ⋆+bb̄ (or Z/γ⋆+cc̄),
separately from the Z/γ⋆+ light quarks, using the alpgen generator. We enhance the
Z/γ⋆+ bb̄ LO cross section by a factor of 1.5 (1.7 for Z/γ⋆+cc̄), estimated with the mcfm
program [39]. The diboson samples are normalized to the NLO cross section calculated
with mcfm. In addition, we apply a correction to the Z/γ⋆+jets simulation based on
data to address the imperfect modeling of the Z boson pT in the MC [40].

The instrumental background is estimated directly from data. Two versions of this
estimation has been developed. At the earlier stage, the electron identification uses the
likelihood discriminant. We make the estimation based on the sample without the electron
likelihood discriminant requirement. We extract the number of events with jets misiden-
tified as electrons, nf , and the number of events with real electrons, ne, by maximizing
the following function

L =
N
∏

i=1

[neS(xi) + nfB(xi)]
e−(ne+nf )

N !
, (2.3)

where N is the number of selected events, xi is the electron likelihood discriminant value
in the event i, and S(xi) and B(xi) are the signal and background probability density
functions (pdf), see Fig. 2.6. The signal pdf is measured in Z/γ⋆→ ee data events. The
background pdf is measured in eµ events with the same selection as the analysis sample
but inverting the opposite sign lepton requirement (i.e., requiring leptons of the same
sign). The topological requirement is also not applied in this selection and muons are
required to have the reversed isolation requirements (i.e. to be non-isolated). The total
number of events with a jet misidentified as an electron is given by nf scaled for the
integral of B(x) over the region satisfying the likelihood requirement.

We also determine the number of events with an isolated muon arising from jets in
the eµ and µµ channels. This number is estimated as nµ

f = Nloosefµ, where Nloose is the
number of events in the same sign sample with loose isolation criteria on the muon and
fµ is the misidentification rate for isolated muons. In the µµ final state, we apply these
loose isolation criteria only to one randomly chosen muon. In the eµ channel, the number
of events with jets misidentified as electrons in the same sign sample is subtracted from
Nloose. The misidentification rate, fµ, is determined in a dimuon sample with at least
one jet. In this sample we require one muon to be close to the jet (R(µ, jet) < 0.5) with
reversed isolation criteria. The other muon, defined as the probe, should pass the loose
isolation criteria. We compute fµ as the ratio of the number of events in which the probe
muon passes the tight isolation criteria to the total number of events in this same sign
sample.

In the more recent analysis, the electron identification was improved and uses the
boosted decision tree discriminant (MVA). This discriminant has a very different output
distribution, so the fit procedure described above is not optimal. The modified version
of estimation uses the “matrix method”. The loose sample of events (nloose) is defined

2This is the so-called “tag-and-probe” method.
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following the same selection as used for the tt̄ signal but ignoring the requirement on
the electron MVA discriminant. We measure the efficiency εe that events with a true
electron pass the requirement on the electron MVA discriminant using Z/γ⋆→ ee data.
We measure the efficiency fe that events with a misidentified jet pass the electron MVA
requirement using eµ events similarly to the B(x) determination, described above. We
extract the number of events with jets misidentified as electrons, nf , and the number of
events with true electrons, ne, by solving the equations:

nloose = ne/εe + nf/fe, (2.4)

ntight = ne + nf , (2.5)

where ntight is the number of events remaining after applying the default selections. The
factors fe and εe are measured separately for each jet multiplicity (0, 1, and 2 jets), and
separately for electron candidates in the CC and EC parts of the calorimeter. Typical
values of εe are 0.7 – 0.8 in the CC and 0.65 – 0.75 in the EC. Values of fe are 0.005 – 0.010
in the CC, and 0.005 – 0.020 in the EC.

The estimation of the instrumental back-
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Figure 2.6: The electron likelihood distribu-
tion in eµ channel, used to determine contri-
bution of events with a jet misidentified as
electron (“fake” e) [41].

ground due to the isolated muon was also
optimized in order to match the updated
muon ID definitions in the recent analy-
ses. In the eµ and µµ channels, we de-
termine the number of muon background
events relying on the main analysis selec-
tion, but requiring that both leptons have
the same charge. In the µµ channel, this
number of events is taken to be the num-
ber of same-sign events. In the eµ channel,
it is the number of events in the same-sign
sample after subtracting the contribution
from events with jets misidentified as elec-
trons.

The selected number of events in the
dileptons measurement for the 1 fb−1 anal-
ysis [42] and for the 9.7 fb−1 [43] are shown
in tables 2.1, 2.2. The expected number of signal events has increased by a factor of ∼10
due to the 10 times larger integrated luminosity, and, in addition, the signal to back-
ground ratio has increased from ∼ 2.3 to ∼ 6.5 due to the improvements in the selection
and object identifications.
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Table 2.1: Numbers of expected and observed events, for the 1 fb−1 cross section anal-
ysis [42]. Uncertainties include both statistical and systematic contributions (excluding
the luminosity uncertainty of 6.1%). Expected numbers of signal events are given for a
cross section of 7.9 pb (mt = 170 GeV).

Z → ℓℓ Dibosons
Multijet
W+jets

tt̄ → ℓℓjj Nexpected Nobserved
Nobserved

Nexpected

ee 2.4+0.6
−0.5 0.5+0.1

−0.1 0.6+0.4
−0.4 11.2+0.8

−0.8 14.6+1.0
−1.0 17 1.16± 0.08

eµ 2 jets 5.4+0.9
−1.0 1.4+0.4

−0.4 2.6+0.6
−0.5 35.2+2.6

−2.7 44.6+3.4
−3.6 39 0.87± 0.07

eµ 1 jet 5.5+0.7
−0.8 3.1+0.7

−0.7 0.9+0.3
−0.2 8.6+1.1

−1.1 18.0+1.4
−1.6 21 1.17± 0.10

µµ 5.6+1.0
−1.2 0.6+0.1

−0.1 0.2+0.2
−0.2 8.8+0.8

−0.8 15.1+1.5
−1.6 12 0.79± 0.08

Table 2.2: Numbers of expected and observed events for the 9.7 fb−1 analysis [43].
Expected numbers of events are shown with their statistical uncertainties only. Expected
numbers of signal events are given for a cross section of 7.45 pb (mt = 172.5 GeV).

Z → ℓℓ Dibosons
Multijet
W+jets

tt̄ → ℓℓjj Nexpected Nobserved
Nobserved

Nexpected

ee 17.2+0.6
−0.6 2.4+0.1

−0.1 4.7+0.4
−0.4 127.8−1.4

−1.4 152.1+1.6
−1.6 147 0.97± 0.08

eµ 2 jets 13.7+0.5
−0.5 3.9+0.2

−0.2 16.3+4.0
−4.0 314.7+1.1

−1.1 348.6+4.2
−4.2 343 0.98± 0.05

eµ 1 jet 8.7+0.6
−0.6 3.4+0.2

−0.2 2.9+1.7
−1.7 61.7+0.5

−0.5 76.7−1.9
−1.9 78 1.02± 0.12

µµ 17.5+0.6
−0.6 1.9+0.1

−0.1 0.0+0.0
−0.0 97.7+0.6

−0.6 117.1+0.8
−0.8 114 0.97± 0.09
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Authors Year Calc. Order Result PDF
Czakon et al. [26, 45]
(mt = 173.3 GeV)

2013 NNLO+NNLL 7.16 pb +2.8%
−3.2% MSTW08

Ahrens et al. [46, 47] 2010 NLO+NNLL 5.93 pb +5.9%
−4.7% MSTW08

Moch and Uwer [48, 49] 2009 appr. NNLO 6.71 pb +4.8%
−5.8% MSTW08

Kidonakis [50] 2008 appr. NNLO 6.66 pb +6.5%
−5.3% MSTW08

Cacciari et al. [51] 2008 NLO+NLL 6.61 pb +7.7%
−8.6% CTEQ6.6

Nadolsky et al. [36] 2008 NLO 6.39 pb +7.5%
−12.0% CTEQ6.6

Cacciari et al. [52] 2004 NLO 6.47 pb +10.6%
−13.1% CTEQ6M

Kidonakis and Vogt [53] 2003 NLO+corr. 6.77 pb ±6.2% MRST2002

Table 2.3: Selected theoretical predictions for the tt̄ production cross section in pp̄ collision
at 1.98 TeV. If top quark mass is not indicated, predictions are given for mt = 175 GeV.

2.3 tt̄ Production Cross Section and Related Mea-

surements

The cross section measurement of tt̄ production is one of the fundamental measurements
of top quark physics. First of all, the measured cross section is compared with SM QCD
calculation. Any deviation from the prediction may indicate the presence of a contribution
beyond the standard model. Another important reason for this measurement is that it
allows to validate the tt̄ events selection and to use the same or similar selection in the
top quark properties measurements. Additionally, the cross section measurement at D0
is used to measure the top quark mass with a non conventional method, and importance
of such approach will be explained later in the section 2.5.

During the recent decade, the theoretical calculations of the tt̄ cross section were
making significant progress. Starting from the NLO calculation with precision of about
10%, it is known now at the NNLO order and reached a precision of about 3%, see
Table 2.3. In the same time, D0 measurements were improving as well. First of all, more
data have been accumulated and analyzed by the D0 experiment. Analysis techniques
have been also improved. Table 2.4 summarizes the cross section measurement at D0 in
the dilepton final state, combinations with ℓ+jets final state and combinations with the
CDF measurements. In the first measurement, precision has been limited by the statistics,
especially in the dilepton channel. In the latest measurements, precision is limited the
systematic uncertainties. In this context, we decided to use a nuisance parameter fit, the
experimental technique to improve the systematic uncertainty. This technique is similar
to the likelihood profiling technique used in the Tevatron Higgs search [44] and explained
below.

To measure the cross section in the dilepton channel, we use a discriminating variable
to separate signal and background. For example, in [55], such a discriminating variable
is a b-quark tagging NN discriminant, see Fig. 2.7. We measure the tt̄ cross section σtt̄

by simultaneous fit of the NN distributions in all channels and maximize the likelihood
function

L =
∏

i

∏

j

P [nij , µij(σtt̄)] , (2.6)

where i runs over the channels and j over the bins of the NN distribution. P [n, µ(σtt̄)]
is the Poisson probability function to observe n events when µ(σtt̄) events are expected.
The expected probabilities are calculated using the MC distributions. In order to reduce
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Measurement Year Int. Luminosity Result Precision

ℓℓ + ℓ+jets, D0 + CDF, [54] 2014 up to 8.8 fb−1 7.60± 0.41 pb ±5.4%

ℓℓ + ℓ+jets, [55] 2011 5.4 fb−1 7.56+0.63
−0.56 pb ±8%

ℓℓ, [55] 2011 5.4 fb−1 7.36+0.90
−0.79 pb +12%

−11%

ℓℓ + ℓ+jets, [56] 2009 1 fb−1 8.18+0.98
−0.87 pb +12%

−11%

ℓℓ [42] 2009 1 fb−1 7.5+1.4
−1.3 pb +18%

−17%

ℓℓ [57] 2007 425 pb−1 7.8± 1.8 pb ±23%

Table 2.4: Measured tt̄ cross section in the ℓℓ final state and in combination with ℓ+jets
final state at D0.
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Figure 2.7: tt̄ cross section measurement in the dilepton channel [55], for 5.4 fb−1.
Expected and observed distributions for the smallest b-tagging NN discriminant output
of the two leading jets for the (a) ee + 2 jets, (b) µµ + 2 jets and (c) eµ + 2 jet channels.
The tt̄ signal is normalized to the SM cross section (7.45 pb). The x axis represents the
NN output non-uniformly mapped to 14 bins. The bin with central value 0 represents the
lowest probability for a jet to be produced by a b quark. The bin with value 12 represents
the highest probability. The bin with value −1 represents the jets which do not satisfy
the requirements to enter the NN computation (non-taggable jets).

the influence of systematic uncertainties on the measurement, the overall uncertainty can
be constrained using the same discriminant distribution. For this, the likelihood (Eq. 2.6)
is multiplied by the probability related to the systematic uncertainty:

L =
∏

i

∏

j

P [nij , µij(σtt̄, νk)]
∏

k

G(νk; 0, SD), (2.7)

where G(νk; 0, SD) denotes the Gaussian probability density with mean at zero and width
corresponding to one standard deviation (SD) of the considered systematic uncertainty
k. The free parameters of the fit are νk and σtt̄. Correlations of systematic uncertainties
between channels are naturally taken into account by assigning the same nuisance pa-
rameter to the correlated uncertainties. Such an approach usually allows to improve the
systematic uncertainty by about 20%.

The cross section measurement described above, in fact, doesn’t measure the cross
section itself, but the product of σtt̄ × B(t → Wb), in which we assume the branching
ratio of top quark to W boson and b-quark, B(t → Wb), is equal to one. The decay rate
of the top quark into a W boson and a down-type quark q (q = d, s, b) is proportional
to |Vtq|2, the squared element of the Cabibbo Kobayashi Maskawa (CKM) matrix [5, 58].
Under the assumption of a unitary 3 × 3 CKM matrix, |Vtb| is highly constrained to
|Vtb| = 0.999152+0.000030

−0.000045 [59], and the top quark decays almost exclusively to Wb. The
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Figure 2.8: R measurement in the ℓℓ and
ℓ+jets channel [61], 5.4 fb−1. Distribution
in the minimum b-tag NN output of the
two jets for dilepton final states.
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Figure 2.9: Dependence of the experimen-
tal [55] and theoretical [46–50] tt̄ cross sec-
tions on mt. The colored dashed lines rep-
resent the uncertainties on the theoretical
calculations. The data point shows the com-
bined ℓℓ and ℓ+jets cross section measure-
ment for mt = 172.5 GeV, the black curve is
the experimental tt̄ cross section as a func-
tion of mt, and the gray band corresponds
to the total experimental uncertainty.

existence of a fourth generation of quarks would remove this constraint and accommodate
significantly smaller values of |Vtb|. A smaller value of |Vtb| could be observed directly
through the electroweak production of single top quarks, for which the cross section is
proportional to |Vtb|2, and could also affect the decay rates in the tt̄ production channel.
The latter can be used to extract the ratio of branching fractions R:

R =
B(t → Wb)

B(t → Wq)
=

| Vtb |2
| Vtb |2 + | Vts |2 + | Vtd |2

. (2.8)

Given the constraints on the unitary 3 × 3 CKM matrix elements, R is expected to be
0.99830+0.00006

−0.00009. Along with a measurement of |Vtb| using single top quark production, the
measurement of R provides the possibility of a study of |Vtq| [60].

In [61] we measured R both in ℓℓ and ℓ+jets final states using the same selection, data
set and output discriminant distribution as in the cross section measurement [55]. The
estimation of the probability of decays with light quarks (ql = d, s) tt̄ → W+bW−q̄l and
tt̄ → W+qlW

−q̄l (qlql) are done by fitting the output discriminant distribution with the
corresponding MC templates, Fig. 2.8. The result of the measurement is

R = 0.90± 0.04 (stat+syst).

If we assume unitarity of the CKM matrix, this result can be reinterpreted as the mea-
surement of |Vtb| = 0.95 ± 0.02. Using the Feldman-Cousins approach [62] we obtain
the intervals in R as 0.82–0.98 and Vtb as 0.90–0.99 at 95% CL. This result shows slight
tension with the SM expectation, but is compatible with the SM at the 1.6% level.
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Theoretical prediction m
pole
t mMS

t

NLO, Nadolsky et al. [36] 164.8+5.7
−5.4

NLO+NLL, Cacciari et al. [51] 166.5+5.5
−4.8

NLO+NNLL, Ahrens et al. [46, 47] 163.0+5.1
−4.6 154.5+5.0

−4.3

appr. NNLO, Moch and Uwer [48, 49] 167.5+5.2
−4.7 160.0+4.8

−4.3

NNLO, Kidonakis [50] 166.7+5.2
−4.5

Table 2.5: Measured pole (m
pole
t ) and MS (mMS

t ) top quark mass from the tt̄ cross
section [63]. The combined experimental and theoretical uncertainties are shown.

One of the applications of the cross section measurement is the determination of
the top quark mass. The measured cross section has a very mild dependence on the
mass due to acceptance effects, see Fig. 2.9. Theoretical predictions for the cross section
have a much more stronger dependence. Comparing the experimental dependence to
the theoretical one, it is possible to determine the most probable top mass from the cross
section. Table 2.5 shows the results of such a determination from [63]. This determination
allows to extract the top quark mass in a well defined renormalization scheme and could be
done both in pole and MS schemes. This determination suffers from larger uncertainties
compared to the direct measurements, but as will be explained latter, in section 2.5, has
an advantage to be better defined from the theoretical point of view.
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2.4 Matrix Element Method

In this section we discuss the matrix element (ME) method. This important experimental
technique has been introduced for the first time in the top quark analysis by D0 in
2004 [64]. In this publication D0 reanalysed the data collected during D0 Run I data
taking period (1992 – 1996 with an integrated luminosity of 125 pb−1) and remeasured
the top quark mass. Use of this technique allows to improve the statistical precision of
the mass measurement by about 20%, from 5.2 GeV [65] to 4.3 GeV. The similar level
of improvement is reached when D0 measures the top quark mass in the dilepton final
state. For example, in [66] D0 measured the mass using the template based method,
neutrino weighting technique, using the integrated luminosity of 5.4 fb−1and obtained the
statistical uncertainty of 2.4 GeV. With the same data set, the use of the matrix element
technique allowed to improve the statistical uncertainty by about 30% and reached the
precision of 1.8 GeV [67]. This technique can be also used to distinguish between the
signal and background events, like in the single top searches at the Tevatron [68], or to
separate two different hypotheses for the signal events as in the measurement of the spin
correlation strength by D0 [69, 70].

For the top quark mass measurement the ME technique associates to each event a
probability calculated as

P (x,mt) = ftt̄ · Ptt̄(x,mt) + (1− ftt̄) · Pbckg(x), (2.9)

where ftt̄ is the fraction of the tt̄ events in the selected data set, Ptt̄(mt) and Pbckg are
the per-event probabilities calculated for the hypothesis that the selected event is a tt̄
event with the top quark mass mt or it is a background event. x represents the measured
parameters, i.e. pT , η and φ for jets and leptons. The probability Ptt̄(x,mt) is calculated
as an integral

Ptt̄(x,mt) =
1

σobs(mt)

∫

fPDF (q1)fPDF (q2)dq1dq2×
(2π)4|M (y,mt)|2

q1q2s
W (x, y)dΦ6. (2.10)

Here q1 and q2 represent the fraction of proton and antiproton momentum carried by the
initial state partons, fPDF represents the parton distribution functions, s is the square of
the pp̄ center-of-mass energy, y refers to the vector of the partonic final state particles four-
momenta, W (x, y) are the detector transfer functions, corresponding to the probability
to reconstruct vector y as x. For the ME calculation, the LO matrix elements M (y,mt)
of the processes qq̄ → tt̄ → W+W−bb̄ → ℓ±νℓqq

′bb̄ (for ℓ+jets final state) or qq̄ → tt̄ →
W+W−bb̄ → ℓ+ℓ−νℓν̄ℓbb̄ ( for ℓℓ final state) are used. The gg matrix element is usually
ignored, because it contributes only at the level of 15% at the Tevatron and an attempt of
adding such ME doesn’t improve the precision of the method. dΦ6 is the six-body phase
space

dΦ6(q1 + q2; p1, . . . , p6) = δ4((q1 + q2)s−
6

∑

i=1

pi)
6
∏

i=1

d3pi
(2π)32Ei

. (2.11)

σobs(mt) is the tt̄ observed cross section, which accounts for the efficiency of the selection
and calculated with matrix element M (y,mt). The probabilities is summed over two
possible jet-parton assignments and over up to two real solutions for each neutrino energy.

In the calculation, we assume a perfect measurement of the leptons and jets direc-
tions and a perfect measurement of the electron energy. These assumptions replace the
corresponding transfer functions W (x, y) with delta distributions δ(x− y) and reduce the
number of integration dimensions. In the ℓℓ final state we integrate over 8 directions
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2.4. MATRIX ELEMENT METHOD

as shown in the table 2.6 plus one additional integration per muon in the final state3.
The main drawback of the ME method is the integration time, in spite of using the MC

6 final state partons (2 b-quark, 2 leptons, 2 neutrinos): 24
6 known masses for the final state partons; −6
2× 2 jet directions: −4
2× 2 lepton directions: −4
remaining dimensions: 10
perfectly measured electron energy: nelectrons

remaining dimensions: 10− nelectrons

Table 2.6: The number of dimensions in the tt̄ probability integration for ℓℓ events.

method for the integration4. In the first D0 ME top mass measurement in the ℓℓ final
state [67], we chose the following integration variables: b-quarks momenta, W-bosons
masses, differences between neutrino transverse momenta (x and y components), radii
of curvature (1/pt) of muons, and x and y components of the transverse momentum of
the tt̄ system. Such choice of variables simplifies the resolution of the tt̄ kinematic equa-
tions and calculation of other kinematic parameters. With this choice of variables the
typical integration time is at the order of several minutes per event (on a modern “PC”
computer). Choice of the masses of two top quarks as integration variables complicates
significantly the resolution of kinematic equations and Jacobian calculation, but samples
the integration space in a more optimal manner and reduces the number of integration
calls. It was a generally accepted opinion that complication in the calculations will absorb
the potential gain due to the more optimal integration sampling. Since the main limiting
factor in the first dilepton ME mass measurement was the integration time, we decided
to verify this statement and try to speed-up the integration. In fact, this opinion was
found to be wrong. After different studies, we chose as the integration variables the two
top quark masses, two W-boson masses, pT of two b-quarks, muon 1/pt, and the absolute
value and azimuthal angle φ of the tt̄ transverse momentum. We found that a gain due to
the reduction of the numbers of integration calls largely surpasses the losses in time due
to the resolution of the kinematic equations. We obtained a reduction of the integration
time by a factor of 100. This is an important advance in use of the ME method at D0 in
the ℓℓ channel. This integration speed-up allows to integrate the much larger set of MC
events, which is the necessary condition for the analysis of the full D0 data set.

To measure the top quark mass, the probability P (x,mt) is calculated over a range of
top quark masses for each event, and the log-likelihood function is calculated for the set
of events i = 1 .. n:

L = −
n

∑

i=1

ln(P (xi,mt)) . (2.12)

The minimum of this function, determined by the fit, is used as the measured mass.
Statistical uncertainty on the measurement is given by the 68% confidence region around
the measured value, i.e. by the mass difference at Lmin and Lmin + 0.5. The measured
value is calibrated with the ensemble testing technique using the simulated events as
pseudo-data. Additional details about the use of ME method can be found in [74, 75].

3In the D0 detector, the muon pT resolution is approximately three times worse than the electron
energy resolution. That is why we replace the electron energy transfer function with a delta-distribution,
but integrate over muon pT .

4In the D0 dileptons analyses we use the VEGAS [71, 72] algorithm for the MC integration, as
implemented in the GNU Scientific Library (GSL) [73].
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Another variant of the matrix element technique is used in the tt̄ spin correlation
analysis at D0, [69, 70]. We calculate the spin correlation discriminant [76]:

R =
Ptt̄(corr)

Ptt̄(corr) + Ptt̄(uncorr)
,

where Ptt̄ is a per-event probability calculated similar to the equation (2.10) for the
hypotheses: H = corr, when spins of the top quark and antiquark are assumed to have
the SM correlation, H = uncorr, when spins are assumed to be not correlated. These
probabilities are calculated as

Ptt̄(x,H ) =
1

σobs

∫

fPDF (q1)fPDF (q2)dq1dq2 ×
(2π)4|M (y,H )|2

q1q2s
W (x, y)dΦ6. (2.13)

Here the LO matrix element M (y,H ) is calculated according to the spin correlation
hypothesis H . For the H = corr, the matrix element is averaged over the color and
spins of the initial partons, and summed over the final-state color and spins. For the
H = uncorr we use the same matrix element, but neglect the tt̄ spin correlation part [77,
78]. A template fit of the R-distribution is used to extract the fraction of events with
SM spin correlation and translate it to the spin correlation strength. The use of the
ME technique at D0, allowed to improve the sensitivity of the measurement with respect
to the one-dimensional distribution fit [79] by almost 30% [69] and to produce the first
evidence for the correlation of spins of top quark and antiquark in tt̄ production at the
Tevatron [70].

We developed a different way of using the ME approach for the tt̄ asymmetry mea-
surement in the dilepton final state [80]. In this approach the formula (2.10) is replaced
with the following:

dPtt̄(x)

dv
=

1

σobs(mt)

d

dv

∫

fPDF (q1)fPDF (q2)dq1dq2
(2π)4|M (y,mt)|2

q1q2s
W (x, y)dΦ6, (2.14)

where v is any chosen variable and dPtt̄(x)
dv

is a probability density as a function of the
variable v, calculated for a given set of measured parameters x. Technically, this distri-
bution is calculated using original sampling, provided by the MC integration algorithm,
which randomly generates the set of parameters (y′) for the integration variables. For each
set of parameters, the probability Ptt̄(x, y

′) is calculated and stored in the 1D histogram
for the parameter v, weighted by the appropriate normalization factors. In such a way,
a probability density histogram corresponds to a generated parameter for an individual
event. The obtained histograms for each events are normalized to one and are summed
together. Correlations between reconstructed and MC generated histograms for several
tt̄ parameters are shown in Fig. 2.10. The developed approach has an advantage for the
under-constrained kinematics (like in the dilepton final state), that it takes into account
all possible solutions by using the probability density histograms and maximizes the sta-
tistical precision of the results. It is possible to use a value with the highest probability
to estimate the true parameter, but inevitably the precision of such an estimator will be
worse due to the information loss. In the framework of the asymmetry analysis, [80], we
showed that use of the probability density histograms reduces the statistical uncertainty
by about 20% in the measurement of tt̄ asymmetry.

As was mentioned several times, the ME technique allows to improve significantly
the precision of the measurement. What is the reason for it? The usual answer that
this technique uses the full available information in the event, i.e. all measured particle
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Figure 2.10: tt̄ asymmetry measurement in the dilepton channel [80], 9.7 fb−1. Recon-
structed parameters of tt̄ system versus generated ones.

energies and angles. This is only a partially correct answer. From our point of view, the
most important reason is of statistical nature. As shown by equation (2.12), each event
contributes to the likelihood with a different weight. This weight is proportional to the
difference between the minimal likelihood value and values with differentmt. For example,
event with a flat likelihood function inmt has no minimum and adds no information about
the top quark mass, so it will not improve the overall precision.At the same time, events
with a good separation will contribute more to the overall likelihood. How sensitive an
individual event is determined by several factors. One of them is the detector resolution,
which is encoded in the transfer functions. For example, better detector resolution leads
to narrow transfer functions and, in consequence, to a more pronounced difference in
the likelihood values for the different top quark masses. The matrix element improves
the sensitivity, because it enhances the probabilities and corresponding weight for the
events which “look like” the tt̄. For example, configurations with the invariant mass of
lepton and neutrino close to the W-boson mass, will have enhanced probabilities due
to the Breit-Wigner resonance behaviour of the matrix element. To conclude, the ME
method associates to each event a weight, and this weight is larger for events being in
agreement with a tt̄ configuration and well reconstructed in the detector. This is not the
case for the template based method. In this method, each event is contributing equally
to the fit and hence the information from the signal-like, more precisely measured events
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is diluted by events measured with worse precision. Similar reasons are also valid for the
use of the ME method for the separation of two hypotheses, like in the spin correlation
measurement, or separation of signal events from background, but in this case, there is
an alternative, the use of multivariate approaches, for example, decision trees, neural
networks etc., [81]. We believe that even in comparison with the multivariate approaches,
there are some advantages in use of ME technique. First of all, the recipe, how to construct
the discriminant, is known. There is no need to test many different variables and many
different MVA configurations, as it is the case for the multivariate techniques. The second
reason is that the discriminant behaviour can be analyzed from the physics point of view
and is more predictable and understandable, as opposite to the MVA, which is often
considered as a “black-box”.

We would like to conclude the description of the ME method by discussing the possi-
bility to use it in the LHC experiments. As was mentioned before, the weakest point of
the ME technique is its strong demand for computer CPU resources. the LHC tt̄ analyses
the number of events is a factor of thousand larger than in the Tevatron measurements,
so at first look, the use of ME seems to be difficult at the LHC. At the same time, for
most of the analyses at LHC, the statistical precision is not a limiting factor, so there is
no need to improve it. On the other side, LHC experiments have a possibility to study the
rare processes, like tt̄H, tt̄tt̄. For these analyses, the statistical precision does matter and
the number of events after the preselection is not too large. For sure, those measurements
potentially could profit from the use of the ME method, and there is an example for its
successful application at the LHC, [82]. It is also important to mention that there are
many possibilities to accelerate the ME technique, as shown by the D0 experiment. For
example, in both ℓℓ and ℓ+jets final configurations the speed of the ME technique at
D0 was improved by a factor of one hundred. The important points to consider for the
acceleration of the technique are the following.

• The optimal choice of the integration variables.

• The possible factorization of the probabilities calculations, e.g. see [83, 84] for the
JES correction parameter factorization.

• The use of the quasi-random number generation instead of pseudo-random numbers,
see [83–85].

Quite recently the development of new approaches were started for automatizing the ME
technique and use of the NLO matrix elements [86, 87]. All these improvements give the
possibility to use the ME approach to analyze larger data sets at the LHC and at future
experiments at e+e− colliders.
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2.5 Top Quark Mass Measurement

The top quark mass (mt) is a free parameter of the SM Lagrangian and can’t be pre-
dicted from first principles. On the other hand, the top quark influences the electroweak
observables via self-energy and vertex corrections, e.g. the forward-backward asymmetry
in Z-boson decays Z → bb̄ or the ratio Rb = Γbb̄

Z /Γ
hadrons
Z . The precise experimental mea-

surements in the electroweak sector allow to indirectly constrain the top quark mass. For
the first time such determinations of the top quark mass were done before its discovery,
as demonstrated in the Fig. 2.11 from [88]. The top quark discovery in 1995 confirmed
these determinations.
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Figure 2.11: From Ref. [88]. Indirect determinations of the top-quark mass (open circles)
and 95% confidence-level lower bounds on the top-quark mass from direct searches in e+e−

(solid line) and pp̄ collisions (broken line). An indirect lower bound, derived from the W-
boson width is shown as the dot-dashed line. Direct measurements of mt are shown as
triangles for CDF and inverted triangles for D0. The world average in 1997 from direct
observations is shown as the crossed box.

The current global electroweak fit constrains the top quark mass to the interval
[172, 190] GeV (1σ) if the Higgs boson mass measurement is ignored, see Fig. 2.12(a),
[89, 90] and is in good agreement with the direct measurements. The more stringent test
of the SM could be done by including the measured Higgs boson mass. The W -boson
mass, MW , is related to the top quark mass, mt, and Higgs boson mass, MH , via the
radiative correction function ∆r, [91]:

M2
W = M2

Z

{

1

2
+

√

1

4
− πα√

2GµM2
Z

[1 + ∆r(MW ,MZ ,MH ,mt, . . .)]

}

, (2.15)

where α and Gµ are the fine structure and Fermi constants, mZ is the Z-boson mass. The
correction function is quadratically dependent on the top quark mass , ∆r ∼ m2

t , and
logarithmically on the Higgs boson mass, ∆r ∼ lnM2

H/M
2
Z . The precision of the indirect

determination of the top quark mass is improved by a factor of five, when one accounts
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Measurement Year Int. Lumi Result in GeV Precision

D0, CDF [2] 2014 ≤ 9.7 fb−1 174.34± 0.37± 0.52 ±0.37%

D0, CDF, ATLAS, CMS, [92] 2014 ≤ 8.7 fb−1 173.34± 0.27± 0.71 ±0.44%

ℓ+jets, D0, ME [83] 2014 9.7 fb−1 174.98± 0.60± 0.49 ±0.43%

ℓℓ, D0 , ME + NW, [66] 2012 5.4 fb−1 173.9± 1.9± 1.6 ±1.4%

ℓℓ, D0 , ME, [67] 2011 5.4 fb−1 174.0± 1.8± 2.4 ±1.8%

ℓ+jets, D0, ME [95] 2011 3.6 fb−1 174.94± 1.14± 0.96 ±0.85%

ℓℓ, D0 , NW+MW, [96] 2009 1.0 fb−1 174.7± 4.4± 2.0 ±2.8%

ℓ+jets, D0, ME [97] 2008 1.0 fb−1 171.5± 1.8± 1.1 ±1.2%

Table 2.7: The selected kinematic top quark mass measurement at D0. The first uncer-
tainty in the result column is the statistical uncertainty, the second one is the systematic
uncertainty. ME means matrix element technique, NW is a neutrino weighting and MW
is a matrix weighting template techniques.

for the measurement of the Higgs boson mass in the fit. The best fitted value of mt is
found to be mt = 177.0+2.3

−2.4 [89], Fig. 2.12(a). It has a 1.5σ difference with the Tevatron
and LHC combination of mt = 173.34 ± 0.76 GeV/c2 [92], but the interpretation of this
difference is a subtle point for reasons related to the nature of the measured top quark
mass and will be discussed later in this section. The relation (2.15) can be inverted and
used as a prediction of the Higgs boson mass, which gives the famous plot, Fig. 2.12(b)
and shows the self-consistency of the SM.

Another interesting point related to the top quark mass is the stability of the elec-
troweak vacuum in the SM. The relation between Higgs quartic coupling, λ, and the Higgs
boson mass, MH can be written as [93]:

λ(µ) =
GµM

2
H√

2
+ ∆λ(µ), (2.16)

where µ is the renormalization scale. The threshold correction term ∆λ(µ) depends mainly
on the value of the top quark mass. A too heavy top quark will lead to a negative λ at
high scales and the possibility for the vacuum to “tunnel” to a new minimum, leading to
the instability of the SM vacuum. Of course, such interpretation requires the validity of
the SM up to the Plank scale. The NNLO calculation of the ∆λ(µ) term [93] shows that
the Higgs quartic potential is vanishing at the Planck scale and our Universe happens
to be exactly on the border between the stable and unstable region of the SM vacuum,
Fig. 2.13. Such a remarkable feature stimulated many theoretical speculations about the
reason hidden behind such criticality of the SM parameters, see, e.g. [94]. It should be
noticed that any statement about the stability or instability of the SM requires the careful
investigation of the theoretical and experimental uncertainties, especially, those related to
the measurement of the most critical parameter, the top quark mass. As will be pointed
out at the end of this section, the top quark mass is measured extremely precisely at the
Tevatron and LHC, but the uncertainties related to this measurement are not always well
defined.

At D0, the top quark mass is measured in the ℓ+jets and ℓℓ final state. Table 2.7
summarizes the most recent measurements by the D0 collaboration and combinations with
other experiments. The most precise measurements are obtained in the ℓ+jets channel,
but analyses in the ℓℓ channel are also important because they allow to cross-check the
systematic uncertainties on the top quark mass measurement in an environment with
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Figure 2.12: Results of the global electroweak fit. Gfitter collaboration [89, 90].

a smaller number of jets. Additionally, methods and techniques, developed for the ℓℓ
channels, could be applied to the LHC dilepton measurements, which are not limited by
the statistics of the data set and could compete with the ℓ+jets measurements.

In Ref. [67] for the first time at D0, we used the ME technique for the mass measure-
ment in the dilepton final state. As described in section 2.4, we measure mt by finding
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Figure 2.13: Regions of absolute stability, meta-stability and instability of the SM vacuum
in the mt vs MH plane from [93].

a minimum of the likelihood function (2.12). We calibrate the method, in order to check
for any bias caused by approximations, such as the use of the LO matrix element for
the tt̄ probability (2.10) or simplified description of the detector response in the transfer
functions. The measurement is calibrated using MC events generated with alpgen [33] +
pythia [34]. Five tt̄ MC samples are generated with input top quark masses of mt = 165,
170, 172.5, 175, and 180 GeV. Probabilities for the tt̄ signal and for Z/γ⋆, diboson and
instrumental backgrounds are used to form randomly a set of events (pseudoexperiments)
with a sample composition, similar to the one in data. The total number of events in
each pseudoexperiment is fixed to the number of events in data for the combined dilepton
channels. The signal and background fractions are fluctuated according to multinomial
statistics around the fractions determined from the measured tt̄ cross section in the sepa-
rate channels. The mean values of mt measured in 1000 pseudoexperiments as a function
of the input mt are shown in Fig. 2.14(a) For the case of background-free pseudoexperi-
ments, no difference is observed. The pull variable, pi, is defined for the pseudoexperiment
i as

pi =
mi − 〈m〉

σi

, (2.17)

where mi is a measured top quark mass in the pseudoexperiment i and 〈m〉 is an average
top quark mass for all pseudoexperiments. The width of the pull distribution characterizes
the correction to the statistical uncertainty and is shown in Fig. 2.14(b) for this measure-
ment. The statistical uncertainty measured in data is multiplied by the pull width. The
calibration procedure described above is extremely important for the understanding of
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Figure 2.14: Calibration results for the top quark mass measurement in the dilepton
final state, 5.4 fb−1, [67]. The dashed lines represent the ideal response.

the nature of the measured top quark mass. In fact, the measured mass is calibrated with
MC in most of the direct measurements, so the measured mass corresponds to the mass as
defined in the MC. In case of the D0 experiment, we use the LL MC alpgen+ pythia,
so the measured mass corresponds to the top quark mass as it is defined in alpgen with
a low-energy correction from pythia.

The important part of the top quark mass measurements is the estimation of system-
atic uncertainties. We divide all sources of uncertainties into three categories. The first
involves uncertainties from modeling of the detector, such as the uncertainty on the energy
scale of light-quark jets and the uncertainty in the relative calorimeter response to b and
light-quark jets, as well as in the energy resolution for jets, muons, and electrons. The
second category is related to the modeling of tt̄ production. This includes possible differ-
ences in the amount of initial and final state radiation, effects from next-to-leading-order
contributions and different hadronization models, color reconnection, modeling of b-quark
fragmentation and uncertainties from the choice of PDF. The third category comprises
effects from calibration, such as the uncertainties in the calibration function shown in
Fig. 2.14(a), and from variations in signal and background contributions in the pseudoex-
periments. Contributions to the total systematic uncertainty in the measurement of mt

are summarized in Table 2.8.

The dominant systematic uncertainty in the measurement [67] arises from the different
detector response of light and b-quark jets. It accounts for the different calorimeter
response of single particles (pions, kaons etc.) in data and MC simulation and the different
fractions of single pions in light and b-quark jets. The relative uncertainty of the response
has been evaluated to be 1.8% leading to a shift of 1.6 GeV in mt. In more recent
analyses, the estimation of this difference is improved, by measuring the difference in the
single particle response between data and MC using γ+jets and dijets events [30]. The
measured difference is applied as a correction to the MC jets, taking into account the
individual particle composition of each jet, Fig. 2.15. Uncertainty on this correction is
accounted in the systematic uncertainties of the measurement. This procedure allowed to
reduce this uncertainty in the ℓ+jets top quark mass measurement to 160 MeV, Table 2.9.

The next important uncertainty comes from uncertainties in the jet energy scale (JES)
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Table 2.8: Summary of systematic uncer-
tainties on the measurement ofmt in ℓℓ final
state, 5.4 fb−1, [67].

Source σ, GeV
Signal modeling:
Higher order and hadroniza-

tion
±0.7

Color reconnection ±0.1
ISR/FSR ±0.2
b-jet modeling ±0.4
PDF uncertainty ±0.1

Detector modeling:
b/light jet response ±1.6
JES ±1.5
Jet resolution ±0.3
Lepton pt scale ±0.4
Muon resolution ±0.2

Method:
MC calibration ±0.1
Signal fraction ±0.5

Total ±2.4

Table 2.9: Summary of systematic uncer-
tainties on the measurement of mt in ℓ+jets
final state, 9.7 fb−1, [83].

Source σ, GeV
Signal and Bckg. Modeling:
Higher order corrections +0.15
Hadronization +0.26
Color reconnection +0.10
ISR/FSR ±0.09
b-jet modeling +0.09
PDF uncertainty ±0.11
Multiple pp̄ interactions −0.06
Heavy flavor scale factor ±0.06

Detector modeling:
b/light jet response ±0.16
Residual JES ±0.21
Jet resolution ±0.07
Lepton pt scale ±0.01
b-tagging ±0.01

Method:
MC calibration ±0.07
Signal fraction ±0.08
Modeling of multijet events +0.04

Total ±0.49
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Figure 2.15: Correction factor Fcorr derived using tuned MC single-particle responses for
central jets (|ηdet| < 0.4) and different jet flavors, [30]. The bands represent the statistical
and systematic uncertainties.
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of light quarks. This JES is calibrated using γ+jets and dijets events [30] and applied to
jets of any flavor. The total uncertainty typically is about 1.5% per jet, Fig. 2.16, which
translates into an uncertainty on mt of 1.5 GeV. In ℓ+jets final states this uncertainty
could be significantly reduced by the fact that one of the W -boson decays to two jets
and the invariant mass of these two jets is constrained to the W -boson mass. The two-
dimensional fit of the top quark mass and the JES correction factor allow to reduce the
JES uncertainty. For example, in the most precise D0 measurement, the JES correction
factor is found to be kJES = 1.025± 0.005 and the residual JES uncertainty is estimated
to be 210 MeV, Table 2.9. This JES correction factor is relevant also to the measurements
in the dilepton final state. In the more recent D0 measurement in ℓℓ channel (5.4 fb−1,
neutrino weighting template technique) the ℓ+jets JES correction factor is applied to
jets in the dilepton final state and due to this procedure, the JES uncertainty has been
reduced to 950 MeV, [66]. We expect that in the 9.7 fb−1 ℓℓ ME measurement, the JES
uncertainty will be reduced to 500 MeV or less.

Another important set of uncertainties is re-
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Figure 2.16: D0 JES uncertainty for
jets in data as a function of the detec-
tor pseudorapidity ηdet for different un-
corrected pT , [30].

lated to the modeling of the tt̄ events. The fol-
lowing source of uncertainties are considered.
Uncertainty related to the higher-order effects,
hadronization and underlying events is evalu-
ated by comparing the measured mass using tt̄
events generated with mc@nlo [98] + her-

wig [99] with the default alpgen+ pythia.
This uncertainty is estimated to be around 0.7 GeV.
With the reduction of the detector related sys-
tematic uncertainties, hadronization and higher-
order effects become the most important un-
certainty. In addition, this uncertainty consid-
ered as 100% correlated between measurements
in different experiments, and hence couldn’t
be reduced in the combination. This leads to
a more refined estimation of this uncertainty.
In particular, in [83], we estimated separately
higher-order effects uncertainty and uncertainty
due to the hadronization and underlying events
simulation. The higher-order effects uncertainty
is estimated by comparing themc@nlo+herwig

with alpgen+herwig. Hadronization uncer-
tainty is estimated by comparing the alpgen+herwig

with alpgen +pythia. In order to avoid the double counting with the JES related un-
certainties, the hadronization and underlying events uncertainty is evaluated by using
the particle jet transverse momenta, i.e. the momenta of jets before any detector interac-
tion and reconstruction. As a result, these uncertainties are estimated to be 150 MeV and
260 MeV respectively, see Table 2.9. The same approach is applied to the 9.7 fb−1dilepton
mass measurements.

The uncertainty due to the initial and final state radiation is estimated by comparing
the Drell-Yan process in data and MC. In the most recent version of this estimation, we
change the amount of radiation via the renormalization and factorization scale parameter
for the matching scale in alpgen interfaced to pythia [100] up and down by a factor
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of 1.5. As a reference measurement in data, we use the D0 measurement of the φ⋆5

distribution [102]. A potential effect of color reconnection is evaluated by comparing
different MC tunes. For example, for the latest ℓ+jets analysis, [83], we compare events
simulated with alpgen interfaced with pythia tunes Perugia2011NOCR or Perugia2011,
where the latter includes an explicit color reconnection model [103]. Uncertainty due to
the description of b-quark fragmentation is estimated by reweighting of the default MC
samples to a Bowler scheme tuned to LEP or SLD data [104].

The most precise value of the measured top mass can be achieved by the combination
of the results from the different channels and experiments. Such combination is done using
the best linear unbiased estimator (BLUE) technique [105, 106]. The validity of the com-
bination depends on the assignment about correlations between the different sources of
systematic uncertainties in different measurements. For example, the detector related un-
certainties, like JES or measurement method, are usually treated as uncorrelated and are
significantly reduced by the combination. The signal modeling uncertainties are usually
treated as correlated and can’t be reduced by the combination, [107]. The most precise
combinations are listed in the Table 2.7. One could remark than the LHC-Tevatron com-
bination [92] is less precise that the Tevatron-only combination [2]. This is related to
the fact that the LHC-Tevatron combination doesn’t include the recent, most precise D0
measurement [83].

Till early 2014, all top quark mass measurements in different experiments were in
surprisingly good agreement and this agreement was often considered to be too good
to be true. In 2014 this situation has changed. The D0 collaboration published the
measurement of the top quark mass mt = 174.98 ± 0.76 GeV in ℓ+jets channel with
9.7 fb−1 [83] and the CMS collaboration made public a preliminary measurement of
mt = 172.22 ± 0.73 GeV [108]. Those two measurements differ by 2.8 GeV. It is dif-
ficult to estimate a significance of this difference without a full combination and proper
account of the correlations between uncertainties, but a rough estimation gives a signif-
icance of about (2.5 ÷ 3.5)σ6. Without additional investigation it is difficult to explain
such a large difference. It could be of statistical origin, because those measurements
are the two measurements with a largest difference, selected from a set of more than
twenty measurements. Another possibility is that one or several systematic uncertainties
related to the detector effects or to the tt̄ signal simulations are underestimated or not
accounted for. One can even speculate about the difference being due to different produc-
tion mechanisms, not fully accounted in the measurement calibration. In any case, this
significant difference between measurements stimulated the more careful consideration of
the different sources of the systematic uncertainties and special efforts are on-going in the
collaborations to understand better the measurement uncertainties.

Up to this point we didn’t discuss the definition of the top quark mass. Indeed in the
SM, the mass of the particle is a parameter of the Lagrangian, and can be related to the
observed or physical mass in different ways. Usually, the mass of a free, stable particle
is understood as a physical mass. This mass corresponds to the pole mass, defined as a
real part of the particle propagator. The pole mass of a stable particle is a well defined
concept in the finite order perturbation theory. This definition is not working well for the
top quark, because of the color confinement of the quarks. In other words, the definition

5φ⋆ is a variable related to the angle between two leptons from Z/γ⋆ decay which is correlated strongly
with the Z/γ⋆ pT . For the definition, see [101, 102].

6For this estimation we consider two hypothesis: (1) totally uncorrelated uncertainties; (2) fully
correlated systematic uncertainties, but statistical uncertainties and uncertainties related to the JES
scale factor are uncorrelated.
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Figure 2.17: The most precise measurement of each of the four experiments, [83, 108–
110] and the most recent combinations, [2, 92]. The results of the global electroweak fit
[89, 90] is shown as a gray band.

of the top quark mass is ambiguous due to the non-perturbative effects and the scale of the
ambiguity is of the order of ΛQCD, see, for example, [111]. Alternatively, a short-distance
mass definition could be used, the most often used short-distance mass definition is the
one in the minimal subtraction scheme, MS. This scheme realizes the concept of a running
mass, i.e. the mass parameter is dependent on the renormalization scale µ, mt(µ). It can
be defined without any additional theoretical uncertainty.

So the natural question arises, what kind of mass is measured in the experiment? As
was mentioned before, an unavoidable part of almost all methods based on the final state
kinematics is a calibration of the method using the MC generator. This calibration fixes
the experimental mass definition with the MC mass definition. The MC generators in use
are the tree-level matrix element generators (e.g. alpgen, madgraph) or NLO generator
(mc@nlo, powheg)7 with non-perturbative hadronization and showering realized by
pythia or herwig generators. The MC mass is very close to the pole mass definition,
but it is not known how close. There are at least two effects which are not accounted for in
the MC. Not all NLO diagrams are taken into account. Even in existing NLO generators,
the top quark is usually simulated as a stable particle with the following decay to the final
state particles, so the NLO diagrams related to the interaction between initial and final
particles are not simulated. The second effect is the use of ad-hoc models for the showering

7Even if the NLO generators are not used for the mass measurement, they are always used to assign
a systematic uncertainty related to the higher order effect. This uncertainty estimate how “far” the
reconstructed mass from the MC NLO mass.
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and hadronization realized in pythia and herwig generators. This non-perturbative part
is at least of the order of ΛQCD. In [112, 113] authors stated that: “The uncertainty on
the translation from the MC mass definition to a theoretically well defined short-distance
mass definition at a low scale is currently estimated to be of the order of 1 GeV”. In
SM calculations using the pole-mass definition for mt, the uncertainty is chosen to be
0.3÷ 0.5 GeV, [89, 94]. From the experimental point of view, the uncertainty on the top
quark mass definition is not considered as a systematic uncertainty. It is believed that
future theoretical work will allow to clarify and reduce the uncertainty in the definition
of the top quark mass in MC and all experimental results could be translated to any new
generator with a clear definition of the mass.

Another approach to this problem was pioneered by D0 [56, 114] and consists in
measuring the top quark mass using the dependence of the inclusive tt̄ cross-section on
the mass. This dependence can be calculated using pole or MS definitions of the top
quark mass [26, 45, 48, 49]. As was mentioned in section 2.3, this dependence allows to
measure the top quark mass with a reduced influence of the MC mass and, hence, to have
a measurement with a theoretically clearer mt definition. Unfortunately, these results
have a rather large uncertainty, about 5 GeV in D0 measurement [63], but the precision
has been improved in the LHC experiments up to 2 GeV, [115–117].

A revolution in the measurement of the top quark mass could happen at the future
e+e− colliders. The measurement of the threshold behaviour of the tt̄ cross section allows
to measure mt in the threshold short-distance mass scheme. The cross section dependence
has been calculated up to the NNLO+NNLL order and the theoretical uncertainty in the
determination of the top quark mass is estimated to be about 20 MeV, [118], while the
experimental uncertainty could be as good as 100 MeV [119–121].
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2.6 Angular Asymmetry in tt̄ Production

2.6.1 Introduction

The measurement of the asymmetry in the angular distributions of tt̄ events is a powerful
test of the standard model (SM) predictions and allows to search for new effects beyond
the SM. Perturbative quantum chromodynamics (pQCD) at leading order predicts that
angular distributions of the t and t̄ quarks produced in qq̄ annihilation is forward-backward
(FB) symmetric in the center of mass frame. However, a FB asymmetry appears at order
α3
S, as a result of interference of production diagrams. At this order, interference of the

Born and box diagrams results in a positive asymmetry in two-body production, while a
negative contribution to the asymmetry arises from the interference of the diagrams with
initial and final state radiation (ISR/FSR) [122–128]. As a result, a positive FB asymme-
try is expected, such that the top (antitop) quark is preferentially emitted in the direction
of the incoming quark (antiquark). Interactions beyond the SM can modify the tt̄ produc-
tion asymmetry, for example through contributions from axigluons or diquarks [129–141],
Z ′/W ′ bosons [142–150], supersymmetry [151–153], or new scalar particles [154, 155].

At the Tevatron, the tt̄ pairs are produced in pp̄ collisions, so we can define the
forward-backward asymmetry as

Att̄ =
N(∆y > 0)−N(∆y < 0)

N(∆y > 0) +N(∆y < 0)
, (2.18)

where ∆y = yt − yt̄ is the difference in rapidity of top and antitop quarks, N(...) is the
corresponding number of tt̄ events.

The results of the first measurements of the tt̄ asymmetry at the Tevatron were rather
high, compared to the theoretical NLO prediction and values predicted by the MC genera-
tor mc@nlo. For example, in [156] the D0 collaboration measured the tt̄ asymmetry to be
19.6±6.5% and CDF experiment measured it to be 15.0±5.5% [157], while mc@nlo gen-
erator predicts a value of about 5.0±0.1% [156]. The pQCD calculations which account for
the electroweak corrections predict this asymmetry to be 8.7+0.6

−0.5% at the Tevatron [122].
The observed tension between measurements and theoretical expectations generated a lot
of interest in the community and stayed, for many years, the most intriguing measurement
in top quark physics.

The analysis of experimental data includes several steps. After event selection the
top and antitop quark kinematic parameters need to be reconstructed using measured
parameters of leptons, jets and missing transverse energy. Two final states are usually
considered for the asymmetry measurement: ℓ+jets and ℓℓ. Usually, more or less so-
phisticated kinematic reconstruction methods are used to account for the ambiguity in
attributing jets to partons. In the dilepton final state, the tt̄ pair decays to a final state
with two non-detected neutrinos, tt̄ → W+W− bb̄ → ℓ+ℓ− νν̄ bb̄ and the reconstruction
in this final state requires a “scan” of the phase space constrained by the experimental
measured parameters of leptons and jets. The last step in the asymmetry measurements
is a unfolding of the reconstructed distributions to the parton level. Strictly speaking,
such unfolding is not required if we restrict the measurement to the inclusive asymmetry
only. In the case of the ℓ+jets final state, we are interested in measuring the asymmetry
dependence from the invariant mass of tt̄ pair (mtt̄), ∆y. Such a differential measure-
ment is more sensitive to possible new physics contributions, because of the phase space
enhancement of such a contribution, e.g. at high mtt̄.

The procedure of reconstruction and unfolding complicates a lot the asymmetry analy-
ses and requires a careful calibration. An alternative approach has been developed for the
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asymmetry measurements. Instead of measuring the quark asymmetry, we can measure
an asymmetry in the distributions of leptons. Since the direction of leptons is measured
with a good precision, no unfolding is needed. The drawback of this approach is that the
leptonic asymmetry isn’t as powerful as the top quark asymmetry, because the direction
of leptons is not fully correlated with the direction of top quark. For example, at the
Tevatron, the single-lepton asymmetry is defined as

Aℓ =
N(q × η > 0)−N(q × η < 0)

N(q × η > 0) +N(q × η < 0)
(2.19)

where η and q are the lepton rapidity and charge. The dilepton asymmetry in the ℓℓ final
state is defined as

Aℓℓ =
N(∆η > 0)−N(∆η < 0)

N(∆η > 0) +N(∆η < 0)
(2.20)

where ∆η is the difference in leptons rapidities ∆η = ηℓ+ − ηℓ− . The NLO prediction for
those asymmetries are Aℓ = 3.8 ± 0.6% and Aℓℓ = 4.8 ± 0.4% [122]. In fact, the mea-
surement of the leptonic asymmetry is complementary to the tt̄ asymmetry measurement,
because the angular distribution of leptons is influenced not only by the angular distri-
bution but also by polarization of the top quark. In the SM the top quark polarization
in tt̄ production is close to zero, but could be significantly different for parity violating
non-SM contributions, e.g. in the tt̄ production via axigluon mechanism [158].

2.6.2 Asymmetry Measurement in Distributions of Leptons in

the Dilepton Final State

For the asymmetry measurements in the dilepton final state [43], we used the selection
described in section 2.2 with the additional acceptance cuts |η| < 2, |∆η| < 2.4 to
optimize the statistical uncertainty of the asymmetry measurement. The q × η and ∆η
distributions for dilepton events after selection are shown in Fig. 2.18. We compute Aℓ and
Aℓℓ in two steps. First, we perform a bin-by-bin subtraction of the estimated background
contributions to the data and apply a bin-by-bin correction, to account for the efficiency
of reconstruction and selection. The correction function is determined using tt̄ mc@nlo

events at the parton level within the fiducial region |η| < 2, |∆η| < 2.48. and events
after reconstruction and selection. The q × η and ∆η distributions after correction for
selection efficiency are shown in Fig. 2.19. The cross section in each bin is calculated as a
weighted sum of the measurements in all channels, where only the statistical uncertainty
is taken into account. At the second step, we extrapolate the corrected asymmetries to the
full range of η by multiplying the corrected asymmetries with the calculated extrapolation
factor, which is given by the ratio of the generator level SM tt̄ asymmetries from mc@nlo

without selections to asymmetries within the fiducial region (|η| < 2 and |∆η| < 2.4). We
refer to these asymmetries as “extrapolated” asymmetries.

Systematic effects can affect the measurements in different ways: affect the efficiency
corrections and thereby modify the corrected and extrapolated asymmetries, affect the
normalization or the differential dependence, i.e., shape of the background distributions,
finally, differences in MC generations or model assumptions could impact the extrapola-
tion correction to the full phase space. For the last item, we verified that the axigluon MC
samples do not affect the extrapolated correction significantly. For the first two items, we
consider the following sources of systematic uncertainties: uncertainties on the efficiencies

8Here η refers to the generated lepton pseudorapidity
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Figure 2.18: Distributions in q × η and ∆η = ηℓ+ − ηℓ− for the sum of ee, eµ and µµ
events, 9.7 fb−1, [43].
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Aℓ, % Aℓℓ, %

Measured, |η| < 2 and |∆η| < 2.4 4.1± 3.5± 1.0 10.5± 4.7± 1.1

Extrapolated to the full phase space 4.4± 3.7± 1.1 12.3± 5.4± 1.5

SM, NLO 3.8± 0.3 4.8± 0.4

Table 2.10: The measured corrected and extrapolated asymmetries in lepton distribution.
compared to the predicted SM NLO asymmetries [122] for inclusive tt̄ production, 9.7 fb−1,
[43].

gR,i gL,i gR,q gL,q gR,t gL,t mG(GeV) ΓG(GeV) Att̄, % Aℓℓ, % Aℓ, %

Model 1 0.8 gs 0 200 50 11.2± 0.6 21.3± 0.6 14.9± 1.0

Model 2 −1.5 gs 0 6 gs 0 2000 670 7.4± 0.5 11.3± 0.5 8.9± 0.8

Table 2.11: Description of two axigluon models, where gs is the QCD coupling, gR,i and
gL,i represent flavor universal couplings to the SM quarks with right-handed (R), left-
handed (L) couplings respectively. gR,q, gL,q, gR,t and gL,t represent couplings to light (q)
and top (t) quarks respectively. mG, ΓG are the axigluon mass and width.

of lepton identification, uncertainties on trigger efficiencies, uncertainties on jet-related
quantities (JES, efficiencies, b-quark tagging, etc). Uncertainties specific to the back-
ground model include uncertainties on the asymmetries generated for Z boson events and
on background normalization. Another important uncertainty is related to the choice of
parton showering and hadronization in tt̄ events. This is evaluated by taking the dif-
ference between the asymmetries obtained with efficiency corrections and extrapolation
factors using mc@nlo+herwig and alpgen+pythia. This estimation also includes
the difference in the simulation of NLO effects between mc@nlo and alpgen genera-
tors. Finally, we consider the limited statistics of the MC samples used to measure the
efficiency correction. We estimate the total systematic uncertainty to be 1.0% (1.1%) on
the corrected Aℓ(Aℓℓ) asymmetries and 1.1% (1.5%) on the extrapolated ones.

The measured asymmetry is a combination of the asymmetries in the ee, eµ 2 jets,
eµ 1 jet, and µµ final states. We combine these measurements using the BLUEmethod [105,
106], assuming 100% correlation among their systematic uncertainties. Table 2.10 sum-
marizes the corrected and extrapolated asymmetries, as well as the prediction from a SM
NLO calculation including QCD and electroweak (EW) corrections [122]. In addition,
we studied the dependence of the corrected asymmetries as a function of q × η and ∆η
in Fig. 2.20, where we observe no significant dependence on these variables in data and
consistently with the mc@nlo [98, 159] predictions. For illustration, we compare the
measured dependence with two selected axigluon models. The details of these models are
given in Table 2.11 and in [158].

We also studied the statistical correlation between Aℓ and Aℓℓ, using ensembles of
generated pseudo-data and found the correlation between the two asymmetries to be
0.82. Using this correlation coefficient, we can compute the ratio of the two extrapolated
asymmetries in data to be R = Aℓ/Aℓℓ = 0.36± 0.20, consistent at the level of 2 standard
deviations (SD) with the SM prediction of 0.79±0.10. The uncertainty on the theoretical
ratio is estimated by adding in quadrature the uncertainty on the theoretical expectations
for Aℓ and Aℓℓ and without taking into account the possible correlation between these two
values. Fig. 2.21 shows the Aℓ versus Aℓℓ 2D asymmetry measurement.
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Figure 2.21: Aℓ vs Aℓℓ asymmetry as measured in the dilepton final state [43]. The ellipses
represent 1, 2, and 3 SD contours where both, statistical and systematical uncertainties
are taken into account.

2.6.3 tt̄ Asymmetry Measurement in Dilepton Final State

To measure the Att̄ asymmetry in the dilepton final state [80], we use the selection de-
scribed in section 2.2 and all events are required to have at least two jets. To reconstruct
the top quark and antiquark rapidities, yt, yt̄, we are using the ME technique, as it is
discussed in section 2.4. Using this technique, we reconstruct the probability density
function fi(∆y) for the variable ∆y = yt − yt̄ for each event i and not the single value for
the rapidity difference. Function fi(∆y) is normalized to unity:

∫ +∞
−∞ fi(∆y)d(∆y) = 1.

The sum of these functions for all events, f(∆y) =
∑N

i fi(∆y), forms the reconstructed
distribution, see Fig. 2.22. The reconstructed asymmetry is calculated as:

Att̄
raw =

1

N

(
∫ +∞

0

f(∆y)d(∆y)−
∫ 0

−∞
f(∆y)d(∆y)

)

, (2.21)

where N is the number of selected events. For convenience, for each event i we introduce
the variable Ai, defined as

Ai =

∫ +∞

0

fi(∆y)d(∆y)−
∫ 0

−∞
fi(∆y)d(∆y), and (2.22)

Att̄
raw =

1

N

N
∑

i

Ai (2.23)

Fig. 2.23 shows the reconstructed ∆y distribution after subtraction of the background
and the corresponding distribution of the Ai variable. By definition the variable Ai is
limited to the range [-1,+1].
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Figure 2.22: Comparison of reconstructed distributions between data (band) and expecta-
tions (filled areas), 9.7 fb−1, [80]. The statistical uncertainty on data is represented by an
uncertainty band, because data in adjacent bins are correlated due to the reconstruction
procedure.
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Figure 2.23: Distributions of the ∆y and Ai variables after background subtraction, 9.7
fb−1, [80].

The statistical precision of this measurement is limited by the number of events in
the ℓℓ final state. That is why we decided to focus our efforts on the measurement of the
inclusive asymmetry only. In this case, we can correct the reconstructed asymmetry Att̄

raw

with a simple calibration and no unfolding is needed. We produced samples with different
asymmetries by reweighting the mc@nlo MC sample. The measured dependence of the
reconstructed asymmetry, Att̄

raw, versus the generated asymmetry, AMCtrue
FB , is parametrized

with a linear function, Fig. 2.24. Using this parametrization we correct the raw asymmetry
for reconstruction effects:

Att̄ =
(

Att̄
raw − 0.011

)

/0.565 . (2.24)

To estimate the systematic uncertainty, we consider the sources of uncertainties similar
to the ones described in section 2.6.2. The main contribution is coming from the signal
modeling and uncertainty in calibration due to the MC reweighting procedure. It was
found that the measurement result is sensitive to the polarization of the top quark. If we
assume zero polarization, as in the SM, we obtain an asymmetry of [80].:

Att̄ = 0.180± 0.061 (stat) ± 0.032 (syst) . (2.25)
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If we allow for non-zero polarization, we estimate an additional model depent uncertainty
of about 5 % using the axigluon MC samples with different asymmetries and polariza-
tions [158].

FB
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Figure 2.24: Reconstructed asymmetry as a function of the generated asymmetry, 9.7 fb−1,
[80]. The different markers correspond to the different pseudo-samples (the red marker cor-
responds to the non-reweighted mc@nlo sample). The black line shows the parametriza-
tion used for the measurement calibration.

2.6.4 Overview and discussion

For quite some time, measurements at the Tevatron were puzzling because of the ob-
served deviation (2–3 SD) between the measured and expected Att̄ inclusive asymmetries.
In the most recent and the most precise measurements of the CDF and D0 experiments
(Table 2.12, Fig. 2.25) this difference is reduced below 2 SD. Additional interest in these
measurements is caused by the observed deviation in the dependence of the Att̄ on the
invariant mass of the tt̄ pair. In particular, CDF measured a slope of the asymmetry to
be different by a 2.4 SD deviation from the expectation [160]. A similar effect is observed
for the dependence of the Att̄ on the |∆y| distribution, where a deviation of about 2.8
SD is observed. Unfortunately, the recent D0 measurement, [161], doesn’t confirm these
tensions, Fig. 2.26. In addition, a very recent NNLO differential cross-section calculation,
increases the SM expectation by 0.7% [162], and makes the agreement between experi-
mental and theoretical numbers even better. The combination of measurements between
the two Tevatron experiments is ongoing and will allow to make a quantitative statement
about the level of agreement between experimental and theoretical results.

The leptonic asymmetries Aℓ, Aℓℓ are measured by both Tevatron experiments with
full available statistics and show rather good agreement with the expectation, even if the
CDF measurements of the Aℓ asymmetry differ from the SM expectation by about 2 SD,
Table 2.12. There exists some difficulty in the interpretation of the obtained results. It
is related to the fact that leptonic asymmetries are measured in the phase space limited
by the acceptance and then extrapolated to the full phase space. These acceptance cuts
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are different in different measurements, e.g. CDF ℓ+jets measurement uses |y| < 1.25,
D0 ℓ+jets measurement uses |y| < 1.5 and the asymmetry in the D0 dilepton channel
is measured within the acceptance of |y| < 2.0. The extrapolation procedure is model
dependent and done in a different way in the different measurements. Currently both
experiments are working on the combination of measurements and defining the most
appropriate extrapolation procedure.

At the LHC, the pp collisions are forward-backward symmetric, so no forward-backward
asymmetry can be observed. It is possible to define a quantity similar to the forward-
backward asymmetry at the Tevatron, called charge asymmetry, by:

AC =
N(∆|y| > 0)−N(∆|y| < 0)

N(∆|y| > 0) +N(∆|y| < 0)
(2.26)

where ∆|y| = |yt| − |yt̄| is the difference in absolute rapidity of top and antitop quarks.
Because tt̄ events at the LHC are produced mainly by the gluon fusion process, but the
asymmetry is caused by the qq̄ annihilation, the total asymmetry at the LHC is small.
The latest SM calculations for this quantity yield (1.23± 0.05)% for the LHC 7 TeV and
(1.11 ± 0.05)% for the LHC 8 TeV [122]. Measurements at the LHC don’t show any
deviation from the SM prediction, [163], but the expected asymmetry is very low and the
current precision of the measurements which is about 1%, is at the level of the expected
asymmetry. At the LHC the most interesting direction of study is a measurement of the
differential asymmetry as a function of the velocity or invariant tt̄ mass [164]. The large
statistics accumulated at the LHC makes possible the precise measurements in regions of
the phase space where both SM and non-SM asymmetries are expected to be large. Up
to now, no deviation from the expectations were found [165, 166].

In conclusion, we can say that a lot of effort has been made, both from the experi-
mental and theoretical sides, to understand the earlier obtained difference between the
measurements and SM expectation. Unfortunately, improvements in the experimental
precision and in the theoretical prediction don’t leave much space for a contribution from
new physics, even if slightly higher values of the asymmetry are measured at the Teva-
tron compared to the SM prediction. For example, the naive average9 of the four Att̄

measurements from Table 2.12 gives a result of 13.6± 2.3% as compared to NNLO+EW
expectation of 9.5± 0.7% [162].

9For this average we assume that both statistic and systematic uncertainties are not correlated between
measurements.
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Source Year Asymmetry in %

Att̄ Aℓ Aℓℓ

SM, NNLO + EW, [162] 2014 9.5± 0.7

SM, NLO + EW, [122] 2012 8.8± 0.6 3.8± 0.3 4.8± 0.4

CDF ℓ+jets, 9.4 fb−1 2012, 2013 16.4± 4.7 [160] 9.4± 3.0 [167]

CDF ℓℓ, 5.1/9.1 fb−1 2011, 2013 42± 16 [168]∗ 7.2± 6.0 [169] 7.6± 8.2 [169]

D0 ℓ+jets, 9.7 fb−1 2014 10.6± 3.0 [161] 5.0± 3.6 [170]

D0 ℓℓ, 9.7 fb−1, 2013, 2014 18.0± 6.9 [80]∗ 4.4± 3.9 [43] 12.3± 5.6 [43]

Table 2.12: The most recent measurements of the forward-backward asymmetry at the
Tevatron and comparison with the SM expectations. Measurements marked with ∗ are
preliminary results, reported in a conference note only.

Asymmetry, %
0 5 10 15 20

* preliminary

Bernreuther & Si, PRD 86 (2012) 034026

-1D0, dileptons, 9.7 fb  5.6 % ±12.3 

-1CDF, dileptons, 9.1 fb  8.2 % ±7.6 
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Figure 2.25: The most recent asymmetry measurements at the Tevatron and comparison
to the theoretical prediction [122].
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Conclusion

In this manuscript I describe my research in the D0 experiment.

My contribution to the operation of the D0 detector and data taking consisted in
the operation of the D0 calorimeter, development of the calorimeter on-line and off-line
monitoring software with the automatic identification of hardware problems and presence
of external noise. Studies of different sources of data quality problems in the calorimeter
allowed me to identify several sources of noise and develop the corresponding identification
algorithms for the following failures: rings of fire, hot cells, hot towers, coherent pedestal
shifts in ADC, missing crates, noon noise. I contributed to the development of the D0
wide strategy for the data quality improvement and of the procedure for selecting the
data with good quality and to the development of a corresponding software. As a result
of these efforts D0 improved the fraction of lost data due to calorimeter problems from
10% in the beginning of the data taking to 2–3% in the end of data taking. For all
subsystems combined, the improvement is going from 15% to 5%. This corresponds to
about 715 pb−1 of recovered integrated luminosity, or about 6 months of Tevatron running
at the end of the data taking period.

One more contribution to the D0 experiment was the work on the off-line processing
of the collected data, data preparation for the different D0 analyses, contribution to
development of common analysis framework and development of common analysis tools.
These framework and tools were used for most of the analyses since 2007 and allowed to
provide certified selections and MC corrections with well established uncertainties, tools
for MC studies and data processing. I also provided a D0 wide user support for the analysis
framework for many years. I coordinated the common analysis activity as a convener of
the common samples group in 2007—2009 and the V+jets group in 2009—2010.

For many years I carried out a study of the top quark in the D0 experiment. My
personal contributions focused mainly on the precision measurements of the top quark
properties in the dilepton final state, but I also participated in many other measurements
via discussions, analysis reviews, definition of the strategies for the measurements as a
top group convener (2011 – 2014). I participated in the measurements of the top pair
production cross section in the dilepton final state, started from the analysis with an inte-
grated luminosity of 425 pb−1 and a precision of the 23%. The most recent measurement
used an integrated luminosity of 5.4 pb−1 and achieved a precision of 12%. Combination
with the lepton+jets final state, allowed to reach a precision of 8% and combination with
the CDF experiment reduced the uncertainty on the tt̄ production cross section mea-
surement to 5.4%. The combination of lepton+jet and dileptons finals states has been
used to search for a charged Higgs boson and measurement of the ratio of the branching
fractions R = B(t → Wb)/B(t → Wq) achieved a precision of 0.04, still the most precise
measurement of this quantity at D0. The measurement of the mass of the top quark in
the dilepton final state uses the most precise technique, the matrix element method, and
reached a precision of 1.4%. My contribution to this technique allowed to speed-up the
calculation by a factor of 100 and is still used for analyses of the full available D0 data
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set, currently on-going. For the first time, we adapted the matrix element technique to
the differential measurement, in particular, for the measurement of the tt̄ asymmetry with
9.7 fb−1. This measurement has a precision of about 7% and is the only measurement in
D0 of this quantity in the dilepton final state. I contributed also to the measurements
of the asymmetry of the distribution of leptons in the tt̄ dilepton final state. These two
asymmetry measurements, as well as two D0 measurements in the lepton+jet final state,
are in good agreement with the most up-to-date theoretical predictions and resolve the
long standing puzzle of the asymmetry in the top quark pair production.

I am participating in several other measurements with the full D0 statistics, currently
in internal D0 review. We expect to be able to publish soon the spin correlation mea-
surement in the dilepton and lepton+jets final states, the measurement of the top quark
mass in the dilepton channel and the measurement of the tt̄ production cross section in
the dilepton and lepton+jets final states. Those measurements will end the top quark
program at D0, but the top quark studies is continuing at the LHC experiments and, in
the future, will be continued by the currently discussed e+e− collider(s).
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