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As for gravitational tides, the redistribution of mass
in the atmosphere gives rise to an atmospheric bulge that
modifies the gravitational potential generated by the atmo-
sphere in any point of the space. The tidal potential U

a

responsible for the spin changes is given by3 (e.g. Correia
& Laskar 2003a):

U
a

= �3

5

p̃2
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P2(cosS) , (13)

where p̃2 is the second order surface pressure variations,
and ⇢̄ is the mean density of the planet.

To find the contributions to the spin we use expressions
(4) together with the averaging method over fast varying
angles, which gives:
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. (16)
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(�) factor is now:
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= |p̃2| sin 2(�a(�) + ⇡/2) = �|p̃2| sin 2�a(�) , (17)

where �t
a

is the atmosphere’s delayed response to the stel-
lar heat excitation, and �

a

the corresponding phase lag.
The amplitude of the bulge, p̃2, is the second order surface
pressure variations (Chapman & Lindzen 1970):
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where � = 7/5 for a perfect diatomic gas, p̃0 is the mean
surface pressure, �

�

is the tidal winds velocity, J
�

is the
amount of heat absorbed or emitted by unit of mass of
air per unit time, and H0 is the scale height at the surface.
The imaginary number in equation (18) causes the pressure
variations to lead the star (i = ei⇡/2).

The coefficients ⇤

a

�

and ⌥

a

�

are also polynomials in the
eccentricity, but different from their analogs for gravita-
tional tides (Eqs. 10 and 11). Once more, for a planet
with moderate eccentricity, we can neglect terms in e4 and
greater, and obtain the following development for equations

3 We did not include the diurnal surface pressure variations,
because they correspond to a displacement of the center of mass
of the atmosphere bulge, which has no dynamical implications.
We also neglect terms in (R/r)4.
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and
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similar to Venus than to Earth. Thus we may apply the
Correia et al. (2003) and Correia & Laskar (2003b) model
for Venus spin evolution to the Earth-like exoplanets.

In this work we expect to be able to infer about the
present rotation of Earth-like planets in the HZ. Contrarily
to Venus, whose orbit is almost circular, most of these ex-
oplanets have non-zero eccentricities. Therefore, the above
mentioned model for Venus’ rotation needs to be general-
ized in order to cope with such conditions. We also assess
if these planets can only evolve to final obliquity of 0� and
180

� (Correia et al. 2003), or if they can present intermedi-
ate stable obliquities. In section 2 we present the equations
of motion that describe the long-term spin evolution of a
terrestrial planet. We also describe the contribution of the
main dissipative effects: the gravitational tides, thermal at-
mospheric tides, and core-mantle friction. In section 3 we
present a dynamical analysis for the spin evolution and con-
sequent final equilibrium rotation states. In section 4 we
present numerical simulations for the spin evolution start-
ing with different initial rotation periods and obliquities.
We apply our model both to the known Earth-like planets,
but also to fictitious Earth-like planets in the HZ of Sun-like
stars. We finish this work by presenting our conclusions in
section 5.

2. Equations of motion

2.1. Conservative motion

The planet is considered here as a rigid body with mo-
ments of inertia A = B < C. As we are interested in the
long-term behavior of the spin axis, we merge the axis of
figure with the direction of the angular momentum (gyro-
scopic approximation). The averaged Hamiltonian of the
motion H can be written using canonical Andoyer’s action
variables (L,X) and their conjugate angles (✓,') (Andoyer
1923; Kinoshita 1977). L = C! is the projection of the an-
gular momentum with rotation rate ! on the C axis, and
X its projection on the normal to the ecliptic; ✓ is the hour
angle between the equinox and a fixed point of the equator,
and ' is the precession angle. For a slow precessing planet
('̇ ⌧ !), we have X ' L cos ", where " is the obliquity.
Averaging the Hamiltonian over the rotation angle and the
mean anomaly, we get (Kinoshita 1977; Correia & Laskar
2010)
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is the “precession constant”. G, M⇤, a, n, and e are the grav-
itational constant, the stellar mass, the planet semi-major
axis, the mean motion, and the eccentricity, respectively.
E

d

is the dynamical ellipticity1,

E
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k
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, (3)

where R is the planet radius, and k
f

is the fluid Love num-
ber. The first part of this expression corresponds to the
1 When A 6= B, after averaging over the fast rotation angles we
can replace A by (A+B)/2 (e.g. Boué & Laskar 2006).

flattening in hydrostatic equilibrium (Lambeck 1980), and
the second corresponds to the departure from this equilib-
rium.

Since Andoyer’s variables are canonical, the spin equa-
tions of motion are easily obtained from the mean Hamil-
tonian (Eq.1) as

dL

dt
= �@H
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,
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, (4)

which gives

dL

dt
=

dX

dt
= 0 , and

d'

dt
= �↵ cos " , (5)

that is, the rotation rate and the obliquity are constant,
and the planet precesses with at a constant rate.

2.2. Tidal effects

Tidal effects arise from planetary differential and inelastic
deformations caused by a perturbing body. There are two
types of tidal effects: the gravitational tides and the ther-
mal atmospheric tides. The estimations for both effects
are based on a general formulation of the tidal potential,
initiated by Darwin (1880). We first write the complete
tidal potential expression, U , expressed in the canonical
Andoyer’s variables. The contributions to the spin are thus
easily obtained through expressions (4). Since we are only
interested in the long-term evolution of the spin, we then
average the resulting equations over the rotation angle, the
mean anomaly, the argument of the periapsis, and the lon-
gitude of the node. To do this work we used the algebraic
manipulator TRIP (Laskar 1989, 1994), which expands the
tidal potential in Fourier series, as in Kaula (1964) and
Correia & Laskar (2010).

2.2.1. Gravitational tides

Gravitational tides are raised on the planet by a perturb-
ing body because of the gravitational gradient across the
planet. The force experienced by the side facing the per-
turbing body is stronger than that experienced by the far
side. These tides are mainly important upon the solid (or
liquid) part of the planet, and are independent of the exis-
tence of an atmosphere.

Since the planets are not perfectly rigid, there will be a
distortion that gives rise to a tidal bulge. This redistribu-
tion of mass modifies the gravitational potential generated
by the planet in any point of the space. The additional
amount of potential, the tidal potential U

g

, is responsible
for the modifications in the planet’s spin (and orbit). It is
given by2 (e.g. Lambeck 1980):

U
g

= �k2
GM2

⇤
R

✓
R

r⇤

◆3 ✓
R

r

◆3

P2(cosS) , (6)

where r and r⇤ are the distance from the planet’s center of
mass to a generic point and to the star, respectively, S is
the angle between these two directions, P2 are the second
order Legendre polynomials, and k2 is the second potential
Love number.
2 We neglect terms in (R/r)4.
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As for gravitational tides, the redistribution of mass
in the atmosphere gives rise to an atmospheric bulge that
modifies the gravitational potential generated by the atmo-
sphere in any point of the space. The tidal potential U

a

responsible for the spin changes is given by3 (e.g. Correia
& Laskar 2003a):

U
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where p̃2 is the second order surface pressure variations,
and ⇢̄ is the mean density of the planet.

To find the contributions to the spin we use expressions
(4) together with the averaging method over fast varying
angles, which gives:
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where �t
a

is the atmosphere’s delayed response to the stel-
lar heat excitation, and �

a

the corresponding phase lag.
The amplitude of the bulge, p̃2, is the second order surface
pressure variations (Chapman & Lindzen 1970):

p̃2(�) = i
�

�
p̃0

✓
r · �

�

� � � 1

�

J
�

gH0

◆
= i

P
�

�
(18)

where � = 7/5 for a perfect diatomic gas, p̃0 is the mean
surface pressure, �

�

is the tidal winds velocity, J
�

is the
amount of heat absorbed or emitted by unit of mass of
air per unit time, and H0 is the scale height at the surface.
The imaginary number in equation (18) causes the pressure
variations to lead the star (i = ei⇡/2).

The coefficients ⇤

a

�

and ⌥

a

�

are also polynomials in the
eccentricity, but different from their analogs for gravita-
tional tides (Eqs. 10 and 11). Once more, for a planet
with moderate eccentricity, we can neglect terms in e4 and
greater, and obtain the following development for equations

3 We did not include the diurnal surface pressure variations,
because they correspond to a displacement of the center of mass
of the atmosphere bulge, which has no dynamical implications.
We also neglect terms in (R/r)4.
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Table 1. Characteristics and equilibrium rotation rates of Earth-like planets with masses lower than 12 M⊕ (see text for notations).

Name M∗ Age ∗τeq m sin i a e ωs/n 2π/n 2π/ω−1 2π/ω−2 2π/ω+1 2π/ω+2
[M$] [Gyr] [Gyr] [m⊕] [AU] [day] [day] [day] [day] [day]

Venus 1.00 4.5 2.3 0.82 0.723 0.007 1.92 224.7 −243 76.8
GJ 581 c1 0.31 4.3 10−5 5.0 0.073 0.16 0.0002 12.93 11.2
GJ 876 d2 0.32 9.9 10−8 5.7 0.021 0 10−5 1.9378 1.9379 1.9377
GJ 581 d1 0.31 4.3 0.04 7.7 0.253 0.2 0.0026 83.6 67.4
HD 69830 b3 0.86 4–10 10−5 10.2 0.079 0.10 0.0009 8.667 8.17
GJ 674 b4 0.35 0.1-1 10−7 11.7 0.039 0.2 10−5 4.693 3.79
HD 69830 c3 0.86 4-10 10−3 11.8 0.186 0.13 0.0069 31.56 28.5

∗ Using Eq. (7) with k2 = 1/3 and ∆tg = 640 s (Earth’s values). References: [1] Udry et al. (2007); [2] Rivera et al. (2005); [3] Lovis et al. (2006);
[4] Bonfils et al. (2007). Earth-like planets OGLE-2005-BLG-390Lb (Beaulieu et al. 2006) and MOA-2007-BLG-192-Lb (Bennett et al. 2008)
have not been included because their despinning timescales τeq ∼ 102 Gyr are much larger than the age of the Universe.
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Fig. 1. Evolution of ω̇ (Eq. (5)) with ωs/n = 1.92, ωs/n = 0.40 and
ωs/n = 0.05, for different eccentricities (e = 0.0, 0.1, 0.2). The equilib-
rium rotation rates are given by ω̇ = 0 and the arrows indicate whether
it is a stable or unstable equilibrium position. For ωs/n > 1, we have
two equilibrium possibilities, ω±2 , one of which corresponds to a retro-
grade rotation (as for Venus). For ωs/n < 1, retrograde states are not
possible, but we can still observe final rotation rates ω− < n. For eccen-
tric orbits, because of the terms in bτ(2ω − n) and bτ(2ω − 3n), we may
have at most four different final possibilities (Eq. (12)). When ωs/n be-
comes extremely small, which is the case for the present observed extra-
solar planets with some eccentricity (Table 1), a single final equilibrium
is possible for ω+1 .

where

g(ω) =
Kg

4Ka

[
bg(2ω − n) + 49bg(2ω − 3n)

]

− ba(2ω − n) + 9 ba(2ω − 3n). (11)

Since bτ(σ) are monotonic odd functions, the effect of the eccen-
tricity is eventually to split each previous equilibrium rotation

rate into two new equilibrium values so that four final equilib-
rium positions for the rotation rate are possible, written as:

ω±1,2 = n ± ωs + e2 δ±1,2 , (12)

with

δ±1,2 =

(
2 +

g(ω)
|ba(2ω − 2n)|

)
∂ f −1

∂x

∣∣∣∣∣∣
x=1
, (13)

or, adopting the tidal models described in Sect. 2 (Eq. (5)):

δ−1,2 = 6n − (6 ± 1)ωs and δ+1,2 = 6n − (4 ± 9)ωs, (14)

where + corresponds to the state δ1 and− to the state δ2. Because
the set of ω±1,2 values must verify the additional condition

ω−2 < n/2 < ω−1 < n < ω+1 < 3n/2 < ω+2 , (15)

these four equilibrium rotation states cannot, in general, exist
simultaneously, depending on the values of ωs and e. In par-
ticular, the final states ω−1 and ω+1 can never coexist with ω−2 .
At most three different equilibrium states are therefore possible,
obtained when ωs/n is close to 1/2, or more precisely, when
1/2− 17 e2/2 < ωs/n < 1/2+ 7 e2/2. Conversely, we found that
one single final state ω+1 = (1+6e2) n+ (1−13e2)ωs exists when
ωs/n < 6e2(1 − 7e2).

4. Application to Earth-like extra-solar planets

The Earth and Venus are the only Earth-like planets for which the
atmosphere and spin are known. Only Venus is tidally evolved
and therefore suitable for applying the above expressions for
tidal equilibrium. We can nevertheless investigate the final equi-
librium rotation states of the already detected “super-Earths”.
For that purpose, we considered only the 6 extra-solar plan-
ets of masses smaller than 12 M⊕ that we classified as rocky
planets with a dense atmosphere, although we stress that this
mass boundary is quite arbitrarily. Using the empirical mass-
luminosity relation L∗ ∝ M4

∗ (e.g. Cester et al. 1983) and the
mass-radius relationship for terrestrial planets R ∝ m0.274 (Sotin
et al. 2007), Eq. (6) can be written as:

ωs/n = k (a M∗)2.5m−0.726, (16)

where k is a proportionality coefficient that contains all the con-
stant parameters, but also the parameters that we are unable to
constrain such as H0, k2, ∆tg or ∆ta. In this context, as a first or-
der approximation, we consider that for all these terrestrial plan-
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Eqs. 5, 6 and 7 are coupled by the Coriolis terms in the left-hand
side. To simplify them, we assume the traditional approxima-
tion. This hypothesis is applicable to stratified fluids where the
buoyancy is strong compared to the Coriolis term, which is true
for the Earth for instance. So, we obtain:

@V✓
@t
� 2⌦V' cos ✓ = �1

r
@

@✓

 

�p
⇢0
+ U

!

, (8)

@V'
@t
+ 2⌦ cos ✓V✓ = � 1

r sin ✓
@

@'

 

�p
⇢0
+ U

!

, (9)

⇢0
@Vr

@t
= �@�p
@r
� g�⇢ � ⇢0

@U
@r
. (10)

In strongly stratified fluids, the left-hand side of Eq. 10 is usu-
ally ignored because it is very small compared to the terms in
�p and �⇢ in typical waves regimes. The radial acceleration will
only play a role in regimes where the tidal frequency exceeds the
Brunt-Vaisala frequency, which correspond to fast rotators. The
second equation of our system is the conservation of mass,

@⇢

@t
+ r (⇢V) = 0, (11)

that gives:

@�⇢

@t
+

1
r2
@

@r

⇣

r2⇢0Vr
⌘

+
⇢0

r sin ✓

"

@

@✓
(sin ✓V✓) +

@V'
@'

#

= 0 (12)

The thermal forcing appears in the right-hand side of the lin-
earized heat transport equation,
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where  = (�1 � 1) /�1 and �rad is the power per mass unit ra-
diated by the atmosphere, which behaves as a grey body. �rad
is assumed to be proportional to �T , which corresponds to an
optically thin layer approximation and can be written:

�rad =
p0�0

⇢0T0
�T. (14)

�0 is the thermal frequency of the atmosphere. It varies with r
and defines the transition between the dynamical regime (|�| �
�0) where the radiative losses can be ignored and the thermal
regimes (|�| < �0) where they dominate in the heat transport
equation. Assuming that the radiative emission of the gas is pro-
portional to the local molar concentration C0 = ⇢0/M, the sink
term is expressed:

�rad =
8✏a
M

S T 3
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and the corresponding thermal frequency,
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✏a being the molar emissivity coe�cient of the gas and S =
5.670373 ⇥ 10�8 W.m�2.K�4 the Stefan-Boltzmann constant
(data from NIST). The substitution of Eq. 14 in Eq. 13 yields:
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At the end, the system is closed by the perfect gas law:
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Substituting Eq. 18 in Eq. 17, we eliminate the unknown �T , and
obtain a new equation for heat transport,
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Because of the rotating motion of the planet, a tidal perturbation
is periodical in time and longitude. So, any perturbed quantity f
of our model can be expanded in Fourier series of t and ':

f =
X

�,s

f �,s (✓, z) ei(�t+s'), (20)

� being the tidal frequency of a contribution and s its longitudi-
nal degree. For simplicity, the exponents � and s will be omitted
from now. We also introduce the quantity y = �p/⇢0, which will
be convenient further and the operators of ✓
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where ⌫ = 2U/� indicates the regime of waves:

• |⌫| < 1 corresponds to super-inertial waves,
• |⌫| > 1 corresponds to sub-inertial waves.

Under the traditional approximation, the horizontal component
of the velocity field is directly expressed as a function of the
variations of the pressure and tidal gravitational potential:

V✓ =
i
�r
L✓ (y + U) , (23)

V' = � 1
�r
L' (y + U) . (24)

We also get the horizontal component ⇠H of the displacement
vector ⇠ = ⇠rer + ⇠✓e✓ + ⇠�e� = V/ (i�), readily deduced from
Eq. 23 and 24:
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Eqs. 5, 6 and 7 are coupled by the Coriolis terms in the left-hand
side. To simplify them, we assume the traditional approxima-
tion. This hypothesis is applicable to stratified fluids where the
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In strongly stratified fluids, the left-hand side of Eq. 10 is usu-
ally ignored because it is very small compared to the terms in
�p and �⇢ in typical waves regimes. The radial acceleration will
only play a role in regimes where the tidal frequency exceeds the
Brunt-Vaisala frequency, which correspond to fast rotators. The
second equation of our system is the conservation of mass,
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where  = (�1 � 1) /�1 and �rad is the power per mass unit ra-
diated by the atmosphere, which behaves as a grey body. �rad
is assumed to be proportional to �T , which corresponds to an
optically thin layer approximation and can be written:
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�0 is the thermal frequency of the atmosphere. It varies with r
and defines the transition between the dynamical regime (|�| �
�0) where the radiative losses can be ignored and the thermal
regimes (|�| < �0) where they dominate in the heat transport
equation. Assuming that the radiative emission of the gas is pro-
portional to the local molar concentration C0 = ⇢0/M, the sink
term is expressed:
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✏a being the molar emissivity coe�cient of the gas and S =
5.670373 ⇥ 10�8 W.m�2.K�4 the Stefan-Boltzmann constant
(data from NIST). The substitution of Eq. 14 in Eq. 13 yields:
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Because of the rotating motion of the planet, a tidal perturbation
is periodical in time and longitude. So, any perturbed quantity f
of our model can be expanded in Fourier series of t and ':
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� being the tidal frequency of a contribution and s its longitudi-
nal degree. For simplicity, the exponents � and s will be omitted
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where ⌫ = 2U/� indicates the regime of waves:

• |⌫| < 1 corresponds to super-inertial waves,
• |⌫| > 1 corresponds to sub-inertial waves.

Under the traditional approximation, the horizontal component
of the velocity field is directly expressed as a function of the
variations of the pressure and tidal gravitational potential:

V✓ =
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L✓ (y + U) , (23)

V' = � 1
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L' (y + U) . (24)

We also get the horizontal component ⇠H of the displacement
vector ⇠ = ⇠rer + ⇠✓e✓ + ⇠�e� = V/ (i�), readily deduced from
Eq. 23 and 24:
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Eqs. 5, 6 and 7 are coupled by the Coriolis terms in the left-hand
side. To simplify them, we assume the traditional approxima-
tion. This hypothesis is applicable to stratified fluids where the
buoyancy is strong compared to the Coriolis term, which is true
for the Earth for instance. So, we obtain:
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In strongly stratified fluids, the left-hand side of Eq. 10 is usu-
ally ignored because it is very small compared to the terms in
�p and �⇢ in typical waves regimes. The radial acceleration will
only play a role in regimes where the tidal frequency exceeds the
Brunt-Vaisala frequency, which correspond to fast rotators. The
second equation of our system is the conservation of mass,
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where  = (�1 � 1) /�1 and �rad is the power per mass unit ra-
diated by the atmosphere, which behaves as a grey body. �rad
is assumed to be proportional to �T , which corresponds to an
optically thin layer approximation and can be written:
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�0 is the thermal frequency of the atmosphere. It varies with r
and defines the transition between the dynamical regime (|�| �
�0) where the radiative losses can be ignored and the thermal
regimes (|�| < �0) where they dominate in the heat transport
equation. Assuming that the radiative emission of the gas is pro-
portional to the local molar concentration C0 = ⇢0/M, the sink
term is expressed:
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and the corresponding thermal frequency,

�0 (r) =
8✏a⇢0

Mp0
S T 4

0 , (16)

✏a being the molar emissivity coe�cient of the gas and S =
5.670373 ⇥ 10�8 W.m�2.K�4 the Stefan-Boltzmann constant
(data from NIST). The substitution of Eq. 14 in Eq. 13 yields:
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At the end, the system is closed by the perfect gas law:
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Substituting Eq. 18 in Eq. 17, we eliminate the unknown �T , and
obtain a new equation for heat transport,
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Because of the rotating motion of the planet, a tidal perturbation
is periodical in time and longitude. So, any perturbed quantity f
of our model can be expanded in Fourier series of t and ':

f =
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�,s

f �,s (✓, z) ei(�t+s'), (20)

� being the tidal frequency of a contribution and s its longitudi-
nal degree. For simplicity, the exponents � and s will be omitted
from now. We also introduce the quantity y = �p/⇢0, which will
be convenient further and the operators of ✓

L✓ ⌘ 1
�

1 � ⌫2 cos2 ✓
�

"

@

@✓
+ s⌫ cot ✓

#

, (21)

L' ⌘ 1
�

1 � ⌫2 cos2 ✓
�

"

⌫ cos ✓
@

@✓
+

s
sin ✓

#

, (22)

where ⌫ = 2U/� indicates the regime of waves:

• |⌫| < 1 corresponds to super-inertial waves,
• |⌫| > 1 corresponds to sub-inertial waves.

Under the traditional approximation, the horizontal component
of the velocity field is directly expressed as a function of the
variations of the pressure and tidal gravitational potential:

V✓ =
i
�r
L✓ (y + U) , (23)

V' = � 1
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L' (y + U) . (24)

We also get the horizontal component ⇠H of the displacement
vector ⇠ = ⇠rer + ⇠✓e✓ + ⇠�e� = V/ (i�), readily deduced from
Eq. 23 and 24:
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Eqs. 5, 6 and 7 are coupled by the Coriolis terms in the left-hand
side. To simplify them, we assume the traditional approxima-
tion. This hypothesis is applicable to stratified fluids where the
buoyancy is strong compared to the Coriolis term, which is true
for the Earth for instance. So, we obtain:
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In strongly stratified fluids, the left-hand side of Eq. 10 is usu-
ally ignored because it is very small compared to the terms in
�p and �⇢ in typical waves regimes. The radial acceleration will
only play a role in regimes where the tidal frequency exceeds the
Brunt-Vaisala frequency, which correspond to fast rotators. The
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where  = (�1 � 1) /�1 and �rad is the power per mass unit ra-
diated by the atmosphere, which behaves as a grey body. �rad
is assumed to be proportional to �T , which corresponds to an
optically thin layer approximation and can be written:
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�0) where the radiative losses can be ignored and the thermal
regimes (|�| < �0) where they dominate in the heat transport
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Because of the rotating motion of the planet, a tidal perturbation
is periodical in time and longitude. So, any perturbed quantity f
of our model can be expanded in Fourier series of t and ':
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where ⌫ = 2⌦/� indicates the regime of waves:

• |⌫| < 1 corresponds to super-inertial waves,
• |⌫| > 1 corresponds to sub-inertial waves.

Under the traditional approximation, the horizontal component
of the velocity field is directly expressed as a function of the
variations of the pressure and tidal gravitational potential:
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We also get the horizontal component ⇠H of the displacement
vector ⇠ = ⇠rer + ⇠✓e✓ + ⇠�e� = V/ (i�), readily deduced from
Eq. 23 and 24:
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temperature and exponentially decaying profiles of the pressure
and density. Literally,

p0 (x) = p0 (0) e�x, ⇢0 (x) =
p0 (0)
gH

e�x, T0 =
gH
Rs
. (89)

In this case, which corresponds to an isothermal atmosphere,
95 % of the mass of the gas is contained within the interval
x 2 [0, 3]. So, Hatm ⇡ 3H. For the Earth, H = 7.6 km (Chap-
man & Lindzen 1970) and Hatm = 22.8 km.

3.2. Wave equation and polarization relations

The constant H hypothesis is very useful to simplify the com-
plex expressions of section 2. The typical frequencies of the sys-
tem do not vary with the radial coordinate any more. The Brunt-
Vaisala frequency is simply expressed:

N =
r

g

H
, (90)

and the acoustic frequency associated to the mode (⌫, s, n),

�s;n =
p

⇤n
cs

R
. (91)

Moreover, the horizontal structure does not change because the
Laplace’s tidal equation is not modified. So, the vertical struc-
ture equation and the polarization relations only are a↵ected by
the constant H hypothesis. The coe�cients defined in Eq. 37 be-
come:
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with the complex factor:

K = 1 � "s;n
i��1 + �0

i� + �0
. (93)

Note that the logarithmic term A in Eq. 38 vanishes because
of the shallow atmosphere approximation, the coe�cient B1
(Eq. 35) being a constant in this case. Let us introduce the com-
plex vertical wave number �n,

�2
n =

1
4

"

&n

 

i�
i� + �0
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�2 + "s;n � 1
!

� 1
#

, (94)

with the scale ratio &n = 4H2⇤n/R2, which can also be written:

�2
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1
4

"

i�
i� + �0

4H
hn
� 1 + &n

�

"s;n � 1
�

#

, (95)

where hn = R2�2/ (g⇤n) is often called the equivalent depth
in literature (Taylor 1936; Chapman & Lindzen 1970) and rep-
resents the scale length associated to the oscillation. The term
&n

�

"s;n � 1
�

comes from the radial acceleration in the Navier-
Stokes equation (Eq. 10). It is negligible when |�| ⌧ �s,

�s =
1
2

r

�1g

H
(96)

being the acoustic frequency of the atmosphere, of the same
magnitude order as the Brunt-Vaisala frequency (Eq. 90). This
condition is verified here because using the traditional approx-
imation requires that |�| ⌧ N, which is true for fast rotators
such as the Earth. Therefore, by considering the case where
�0 ⌧ |�| ⌧ �s, we retrieve the wave number obtained by Chap-
man & Lindzen (1970). The equation giving the vertical profiles
(Eq. 41) becomes:

d2 n

dx2 + �
2
n n = H2e�x/2C (x) . (97)

Contrary to the wave number of the thick shell (Eq. 41), �n now
does not vary with x. Moreover, if the condition
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is satisfied, then the perturbation is dominated by thermal tides
and the contribution of the gravitational tidal potential can be
ignored in Eq. 97, which is rewritten:
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The polarization relations of the thin atmospheric shell are de-
duced from Eq. 43 to 52:
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Fig. 8. Power flux (I) at the top and heat power per volume unit (J ) at the bottom normalized by their maximum values. Left: Incident flux, with
⌧� = 0.2. Right: Radiative heating from the ground, with ⌧� = 0.5.

Kgr =
kgr

⇢0 (0�) cgr
and Katm =

katm

⇢0 (0+) catm
, (157)

Katm being the vertical turbulent thermal di↵usivity. Thus, tem-
perature variations near the surface are described by the equa-
tions of heat transport:
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where the di↵usive terms only are taken into account. The power
balance of the surface is deduced from Eqs. 156 and 145:

Iinc
gr � ✏S T 4

gr � Qgr � Qatm = 0, (159)

and provides the temperature Tgr;0 of the ground at the equilib-
rium. Linearized with variables of the form given by Eq. 20,
Eq. 158 can be written:
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(160)

where ��gr and ��atm are the tidal frequency-dependent skin thick-
nesses of di↵usive heat transport in the solid and fluid parts re-
spectively. Their expressions are:

��gr =
1
H

s

2Kgr

|�| and ��atm =
1
H

s

2Katm

|�| . (161)

Note that they both decay when the tidal frequency increases.
��atm corresponding to the typical depth of the boundary layer, it
has to satisfy ��atm ⌧ 1. Otherwise, the di↵usive e↵ects could
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ABSTRACT

Context. Tidal dissipation in planets and in stars is one of the key physical mechanisms that drive the evolution of planetary systems.
Aims. Tidal dissipation properties are intrinsically linked to the internal structure and the rheology of the studied celestial bodies. The
resulting dependence of the dissipation upon the tidal frequency is strongly di↵erent in the cases of solids and fluids.
Methods. We computed the tidal evolution of a two-body coplanar system, using the tidal-quality factor frequency-dependencies
appropriate to rocks and to convective fluids.
Results. The ensuing orbital dynamics is smooth or strongly erratic, depending on the way the tidal dissipation depends upon
frequency.
Conclusions. We demonstrate the strong impact of the internal structure and of the rheology of the central body on the orbital evolu-
tion of the tidal perturber. A smooth frequency-dependence of the tidal dissipation causes a smooth orbital evolution, while a peaked
dissipation can produce erratic orbital behaviour.

Key words. celestial mechanics – hydrodynamics – planet-star interactions – planets and satellites: dynamical evolution and stability

1. Introduction and context

Tides are one of the key interactions that drive the evolution of
planetary systems. Indeed, because of the friction in the host-star
and in the planet interiors, a system evolves either to a stable
state of minimum energy, where spins are aligned, orbits circu-
larised, and the rotation of each body is synchronised with the
orbital motion, or the perturber tends to spiral into the parent
body (Hut 1980). Therefore, understanding and modelling the
dissipative mechanisms that convert the kinetic energy of tidally
excited velocities and displacements into heat is of great im-
portance. These processes, driven by the complex response of
a given body (either a star or a planet) to the gravific pertur-
bation by a close companion, strongly depends on its internal
structure and its rheology. Indeed, the tidal dissipation in solid
(rocky/icy) planetary layers strongly di↵ers from the dissipation
in fluid regions in planets and in stars; the one in rocks and ices
is often strong with a smooth dependence on the tidal frequency
�, the one in gas and liquids being generally weaker on average
and strongly resonant. Therefore, these properties must be taken
into account in the study of the dynamical evolution of planetary
systems using celestial mechanics.

To reach this objective, the tidal quality factor Q has been in-
troduced in the literature (Goldreich & Soter 1966). Its definition
comes from the evaluation of the tidal torque (Kaula 1964) and
the analogy with forced damped oscillators: it evaluates the ratio
between the maximum energy stored in the tidal distortion dur-
ing an orbital period and the energy dissipated by the friction.
Indeed, a low value of Q corresponds to a strong dissipation,

and vice versa. In this framework, Q can be computed from an
ab initio resolution of the dissipative dynamical equations for the
tidally excited velocities and displacements in fluid and in solid
layers of celestial bodies, respectively (e.g. Henning et al. 2009;
Efroimsky 2012; Remus et al. 2012b; Zahn 1977; Ogilvie & Lin
2004, 2007; Remus et al. 2012a). This leads to values of Q that
varies smoothly as a function of � in rocks and ices, while nu-
merous and strong resonances are obtained in fluids. However,
in celestial mechanics studies, Q is often assumed to be constant
or to scale as ��1 as a convenient first approach and is evaluated
using the scenario for the formation and evolution of planetary
systems.

In this work, we show how the dependence of Q on � im-
pacts this evolution and that it must be taken into account. In
Sect. 2, we describe the set-up we studied and the correspond-
ing dynamical equations, which correspond to those adopted by
Efroimsky & Lainey (2007), who studied the impact of the rheol-
ogy of solids on related tidal dissipation and evolution (Sect. 3).
In Sect. 4, we study highly resonant tidal dissipation in fluid lay-
ers and discuss the strong di↵erences with solids. Finally, we
discuss astrophysical consequences for the evolution of plane-
tary systems.

2. Set-up and dynamical equations

2.1. Model

To study the impact of rheology on tidal evolution and of the
related variation of Q as a function of �, we chose to follow
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Fig. 1. Temporal evolution of the semi-major axis a for a class of tidal
models with k2/Q / ��↵ and with di↵erent values of the parameter ↵.
The abscissa represents time in years, the vertical axis measures the de-
viation of the semi-major axis from its initial value a0. Our plots serve to
compare realistic rheologies (↵ = 0.2, 0.3, 0.4) with less physical ones
– those with ↵ = 0 (Kaula 1964) and ↵ = �1 (Singer 1968; Mignard
1979).

gravito-inertial waves in stably stratified zones (e.g. Zahn 1977;
Ogilvie & Lin 2004, 2007). The excitation of these oscillation
eigenmodes by tides then leads to a highly resonant dissipation.

To illustrate our purpose, we consider from now that the cen-
tral body is completely convective and rotates rapidly so that
0  �  1, where � = �/ (2⌦A), which generates tidally excited
inertial waves. There clearly is a strong di↵erence between the
tidal quality factor adopted before for solid bodies that scale as
a smooth power-law of � and the one related to inertial waves.
Indeed, as demonstrated by Ogilvie & Lin (2004), using a lo-
cal approach, their viscous dissipation is expressed as a sum of
corresponding resonant terms3

D(�)=D0

X

{m,n}2N⇤⇥N⇤

(m2 + n2)
����̃2
��� + n2

���(m2 + n2) �̃2 � n2
���2
⇣
m2+n2

⌘
|n fmn�mhmn|2,

(6)

where �̃ = � + iE
⇣
m2 + n2

⌘
and E = ⌫/

⇣
2⌦AL2

⌘
is the Ekman

number of the fluid, ⌫ is the viscosity, and L a characteristic
length; m and n are the vertical and horizontal wave-vectors of
inertial waves, respectively; finally, fmn and hmn are the coe�-
cients of the Fourier series of the excitation. The tidal dissipation
is thus a complex set of resonant peaks depending on the viscos-
ity and on the rotation of the fluid. Since Q (�) / [D (�)]�1, we
coupled it with the dynamical Eqs. (3), (4) of our model.

4.2. Numerical integration

To evaluate the e↵ects of these resonances on dynamics, we
computed the evolution of the semi-major axis of the orbit with
the same parameters as for solid tides, but giving as input a syn-
thetic Q�1 (�) factor written as D (�) given in Eq. (6). Our fluid
is characterised by its Ekman number, E = 10�5, which is a
value often adopted in the literature for planetary convective lay-
ers, and which allows one to derive a peaked dissipation (see
Fig. 2)4. The maximal rank of the sum (Nmax) was chosen to be
3 Global models lead to the same behaviour.
4 The Eckman number depends on the modelling of the turbulent vis-
cosity (e.g. Ogilvie & Lesur 2012).

Fig. 2. Resonant tidal dissipation spectrum D resulting from inertial
modes as a function of the normalised tidal frequency � = �/(2⌦A)
assuming Nmax = 5.
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Fig. 3. Evolution of the semi-major axis a over time with a Q factor pro-
portional to inertial wave dissipation in fluids (green curve), and with a
constant Q factor (blue dashed curve). The abscissa represents time in
years, the vertical axis measures the evolution of the semi-major axis
from the initial value a0.

relatively low, with Nmax = 5, to increase the computation speed.
Following Ogilvie & Lin (2004), we describe the excitation with
the coe�cients

fmn =
1

mn2 , gmn = 0, and hmn = 0. (7)

The simulation clearly shows that, in contrast to solid tides,
where the power scaling law implies a smooth evolution of a, a
contrasted Q factor, that strongly depends on the tidal frequency,
enables abrupt changes of a (see Fig. 3). As the perturber comes
nearer to the central body, its mean motion increases. That is
why dissipation varies strongly during the evolution of the sys-
tem and, at each time it meets a resonance, there is a jump of a,
which is bounded to the properties of the peak: the higher and
wider the peak, the higher the amplitude of the jump. This is the
resonance-locking identified by Witte & Savonije (1999) in the
stellar case. However, we note that when � > 1, at the end of the
simulation, the evolution of a becomes smooth again. The reason
for this behaviour is that we are beyond the range of frequencies
where inertial waves are excited. Then, the tidal dissipation is
that of the equilibrium tide that corresponds to the non-resonant
background of D observed in Fig. 2. Finally, as demonstrated in
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Fig. 3. Frequential spectra of the energy per mass unit ⇣visc (viscous friction) locally dissipated by inertial waves (A = 0) at the position ✓ = 0 for
K = 0 and di↵erent Ekman numbers. In abscissa, the normalized frequency ! = �/2⌦. Top left: E = 10�2. Top right: E = 10�3. Bottom left:

E = 10�4. Bottom right: E = 10�5.

Given the form of the polynomials P and Q, which involve only
even terms, eigenfrequencies are symmetrical with respect to the
vertical axis (! = 0). Therefore the domain studied can be re-
stricted to the interval [0;+1[. There is a single physical solu-
tion if 2↵ > �2 or ↵2 < 2��,

!mn =
1p
3

"

2↵ � �2 +

q

�4 + ↵2 � 4↵�2 + 6��
#

1
2

, (42)

which corresponds to a minimum of P, so a maximum of ⇣. We
have pointed out that ⇣visc

mn and ⇣ therm
mn have the same denominator.

Therefore, they also have the same eigenfrequencies. In a first
time, consider the bi-parameter case of Ogilvie & Lin (2004):
A = 0, K = 0 (the solution only depends on the position ✓ and
the Ekman number E). The eigenfrequency !mn becomes:

!mn =

r

n2 cos2 ✓

m2 + n2 � E2 �m2 + n2�2. (43)

Beyond a critical rank, there is no minimum any more. The first
harmonics only are resonant because they verify the condition:

n2

�

m2 + n2�3
>
✓ E
cos ✓

◆2
. (44)

Thus, there is obviously a maximum number of resonances that
decreases with E and ✓ in the bi-parameter case. However, we
will see that this maximum does not correspond to the e↵ective
number of resonances. This latter is actually strongly constrained
by the level of the non-resonant background which is the cause
of the variations observed in Figs. 3 and 4. By plotting the analyt-
ical eigenfrequencies !mn (Fig. 5), we retrieve the global struc-
ture of spectra. Each blue point corresponds to a mode (m, n).
The characteristic rank of the harmonic k = max {|m|, |n|} is in-
troduced to reduce the doublet (m, n) to one index only. It repre-
sents an approximative degree of the resonance. The cuto↵ fre-
quency of inertial waves !c = cos ✓ distinctly appears on Fig.
5 given that E ⌧ 1. It can also be deduced from the simplified
expression of !mn:

!mn ⇡
np

m2 + n2
cos ✓. (45)

The plots representing the eigenfrequencies (Fig. 5) expose
the symmetries of the dispersion relation in the quasi-adiabatic
approximation, that we develop from now.

The quasi-adiabatic approximation means that the di↵usivities E
and K are first order infinitesimals with respect to cos ✓ and

p
A.

Thus, for the main resonances (k < 10), the coe�cients ↵, � and
� become:
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!inf ⇡
N

2⌦
and !sup ⇡ cos ✓ if N < 2⌦ (57)

or the contrary if N > 2⌦. Note that the exact expressions of
!inf and !sup (Eq. 28) are actually a bit more complex than the
previous ones. In Figs. 4 and 5, the interval

h

!inf ,!sup
i

delimits
peaks and blue points zones. As the impact of E and K is of
second order, the structure of the batch of resonances only
depends on A and the colatitude ✓ under the quasi-adiabatic
approximation. This is the reason why the plots of Fig. 5 where
{E,K} ⌧

np
A, cos ✓

o

have the same appearance. By taking
A = 0, we recover the expression that corresponds to pure
inertial waves (see Eq. 50).

Moreover, Eq. (56) points out an hyper-resonant case related to
quasi-inertial waves (A < 1) and characterized by the equality:

A = cos2 ✓. (58)

When it is verified, all the peaks are superposed at the eigenfre-
quency:

!p = !c = cos ✓, (59)

and form a huge single peak. So, if N < 2⌦ (quasi-inertial
waves), there is a critical colatitude ✓0 = arccos (N/ (2⌦)) at
which the dissipation spectrum of tidal gravito-inertial waves
reduces to a single resonance. The frequency range decreases
when the latitude comes closer to ✓0. As there is no such critical
colatitude for A > 1, usual gravito-inertial waves are not a↵ected
by this e↵ect. Their frequency range

h

!inf ,!sup
i

is only larger at
the equator than at the pole.

The number of resonances constituting a spectrum can be es-
timated from the expressions of the eigenfrequencies !mn (Eq.
56). Indeed, due to the definition of k, there are 2k � 1 points
per line on Fig. 5. But the symmetries of !mn make that some of
these points have the same positions. Indeed, note that !m0n0 =
!mn if m0 = pm and n0 = pn with p 2 Z⇤. This explains why res-
onances are not as numerous as modes. We denote kc the max-
imal rank of the harmonics dominating the background and Nkc
the number of e↵ective resonant peaks. The layer of harmonics
k brings pk new peaks:

pk = 2k � 1 �
X

i | (k/ki2N\{0,1},
ki prime number)

pi . (60)

So, the e↵ective number of resonances can be computed using
the following recurrence series:
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Domain A ⌧ A11 A � A11

Pr � Preg
r;11

lmn / E !mn /
np

m2 + n2
cos ✓ lmn / E !mn /

mp
m2 + n2

p
A

Hmn / E�1 Nkc / E�1/2 Hmn / E�1 Nkc / A1/4E�1/2

Hbg / E ⌅ / E�2 Hbg / A�1E ⌅ / AE�2

Pr ⌧ Preg
r;11

Pr � Pr;11

lmn / E !mn /
np

m2 + n2
cos ✓

Pr � Pdiss
r;11

lmn / EP�1
r !mn /

mp
m2 + n2

p
A

Hmn / E�1P�1
r Nkc / E�1/2 Hmn / E�1P2

r Nkc / A1/4E�1/2P1/2
r

Hbg / EP�1
r ⌅ / E�2 Hbg / A�1E ⌅ / AE�2P2

r

Pr ⌧ Pr;11

lmn / AEP�1
r !mn /

np
m2 + n2

cos ✓

Pr ⌧ Pdiss
r;11

lmn / EP�1
r !mn /

mp
m2 + n2

p
A

Hmn / A�2E�1Pr Nkc / A�1/2E�1/2P1/2
r Hmn / A�1E�1Pr Nkc / A1/4E�1/2P1/2

r

Hbg / EP�1
r ⌅ / A�2E�2P2

r Hbg / A�2EP�1
r ⌅ / AE�2P2

r

Table 14. Scaling laws for the properties of the energy dissipated in the di↵erent asymptotic regimes. Pdiss
r;11 indicates the transition zone between

a dissipation led by viscous friction and a dissipation led by heat di↵usion. A11 indicates the transition between tidal inertial and gravity waves.

frequency that corresponds to the so-called equilibrium or
non-wave like tide (Remus et al. 2012a; Ogilvie 2013). In
the resonant regime, a typical dissipation spectrum presents
an organized structure of peaks which have di↵erent sizes
and properties. These laters depend on the one hand on the
spectral form of the forcing, in particular the amplitude
of the harmonics which explains the fractal pattern of the
studied case. On the other hand, they are narrowly bound to
the fluid parameters: rotation (⌦), stratification (N), thermal
di↵usivity () and viscosity (⌫).

• There are four asymptotic regimes for tidal waves, charac-
terized by the frequency ratio A and the Prandtl number Pr,
and the positions of the transition borders are expressed as
functions of the fluid parameters. The case when A ⌧ 1
corresponds to quasi-inertial waves. They are mainly driven
by the Coriolis acceleration even when N2 > 0. If A � 1,
then quasi-gravity waves are excited, the Archimedean force
predominating on the Coriolis term. Besides, depending
on the value of the Prandtl number Pr, the dissipation is
driven either by viscous friction (Pr � Pr;11) or by thermal
di↵usion (Pr ⌧ Pr;11).

• For each of these asymptotic behaviors, all the properties of
the dissipation spectrum can be expressed as functions of the
fluid parameters: the positions, widths at mid-height, heights
and number of resonances, the level of the non-resonant
background and the sharpness ratio. These scaling laws, de-
rived analytically from the model, can be used as zero-order
approaches to constrain the resulting rotational and orbital
dynamics. In this context, they constitute a tool to explore
the physics of dissipation and o↵er a first basis to validate
the results obtained from direct numerical simulations and
global models. For instance, they can be used to compute

scaling laws for the turbulent convective dissipation of tidal
inertial waves in the convective envelope of stars and giant
planets as a function of their rotation (Mathis et al. 2014a).

In a near future, the method applied in this work will be extended
to other dissipative systems with for example di↵erential rotation
(Baruteau & Rieutord 2013) or stratified convection (Leconte &
Chabrier 2012). Moreover, we will include magnetic field and
take into account the corresponding Ohmic dissipation in addi-
tion to viscous and thermal di↵usions (e.g. Barker & Lithwick
2014). Tidal waves will become magneto-gravito-inertial waves
(Mathis & de Brye 2011). This will introduce new fluid parame-
ters (the Alfvén frequency and the Elsasser and magnetic Prandtl
numbers), new asymptotic behaviors and the corresponding scal-
ing laws. Finally, non-linear interactions between tidal waves
will be studied and characterized (e.g. Galtier 2003; Sen et al.
2012; Sen 2013; Barker & Lithwick 2013).
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ABSTRACT

Context. Tidal dissipation in planets and stars is one of the key physical mechanisms driving the evolution of star-planet and planet-
moon systems. Several signatures of its action are observed in planetary systems thanks to their orbital architecture and the rotational
state of their components.
Aims. Tidal dissipation inside the fluid layers of celestial bodies are intrinsically linked to the dynamics and the physical properties
of the latter. This complex dependence must be characterized.
Methods. We compute the tidal kinetic energy dissipated by viscous friction and thermal di↵usion in a rotating local fluid Cartesian
section of a star/planet/moon submitted to a periodic tidal forcing. The properties of tidal gravito-inertial waves excited by the pertur-
bation are derived analytically as explicit functions of the tidal frequency and local fluid parameters (i.e. the rotation, the buoyancy
frequency characterizing the entropy stratification, viscous and thermal di↵usivities) for periodic normal modes.
Results. The sensitivity of the resulting possibly highly resonant dissipation frequency-spectra to a control parameter of the system
is either important or negligible depending on the position in the regime diagram relevant for planetary and stellar interiors. For
corresponding asymptotic behaviors of tidal gravito-inertial waves dissipated by viscous friction and thermal di↵usion, scaling laws
for the frequencies, number, width, height and contrast with the non-resonant background of resonances are derived to quantify these
variations.
Conclusions. We characterize the strong impact of the internal physics and dynamics of fluid planetary layers and stars on the
dissipation of tidal kinetic energy in their bulk. We point out the key control parameters that really play a role and demonstrate how it
is now necessary to develop ab-initio modeling for tidal dissipation in celestial bodies.

Key words. hydrodynamics – waves – turbulence – planet-star interactions – planets and satellites: dynamical evolution and stability

1. Introduction and context

Tides have a strong impact on the evolution of star-planet and
planet-moon systems over secular time scales. Indeed, because
of the dissipation of the kinetic energy of flows and displace-
ments they induce in celestial bodies, they drive their rotational
and orbital evolutions (see e.g. Ogilvie (2014) and references
therein for the cases of stars and giant planets and Correia &
Laskar (2003); Correia et al. (2008) for telluric planets). In the
case of the Earth-Moon system, their causes and e↵ects are
now strongly constrained and disentangled thanks to satellite
altimeter high-precision observations of ocean tides (Egbert
& Ray 2000, 2001; Ray et al. 2001). In the Solar System, the
actions of tides are detected and estimated from high-precision
geodesic or/and astrometric observations (see e.g. Konopliv &
Yoder (1996) for Venus, Williams et al. (2014) for the Moon,
Lainey et al. (2007); Jacobson (2010); Konopliv et al. (2011)
for Mars, Lainey et al. (2009, 2012) for Jupiter and Saturn and
the attempt by Emelyanov & Nikonchuk (2013) for Uranus).

Finally, a new extremely important astronomical laboratory to
explore and constrain the physics of tides is constituted by the
numerous exoplanetary systems discovered over the last twenty
years (Mayor & Queloz 1995; Perryman 2011). Indeed, they are
composed of a large diversity of planets (from hot Jupiters to
super-Earths) and host stars while their orbital architecture and
the configuration of planetary and stellar spins strongly di↵er
from the one observed in our Solar system (e.g. Albrecht et al.
2012; Fabrycky et al. 2012; Valsecchi & Rasio 2014). In this
context, the understanding of the tidal formation and evolution
of planetary systems is one of the most important problems of
modern dynamical astronomy (e.g. Laskar et al. 2012; Bolmont
et al. 2012; Ferraz-Mello 2013) while the needed understanding
and quantitative prediction of tidal dissipation in celestial bodies
is still a challenge (e.g. Mathis & Remus 2013; Ogilvie 2014,
for complete reviews).

We owe the first theoretical work about a tidally deformed body
to Lord Kelvin (Kelvin 1863). Then, a physical formalism has
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whereA, B and C are constant coe�cients deduced from Eq. 53
(to a factor H),
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3.3. Analytic solution

Solving Eq. 97 requires that we choose two boundary conditions.
At x = 0, the rigid wall condition ⇠r;n = 0 is relevant. It is simply
expressed:

 n (0) = 0. (111)

At the upper boundary of the atmosphere xatm (defined further),
we set the commonly used stress-free condition,

�pn +
1
H

dp0

dx
⇠r;n = 0, (112)

and obtain at x = xatm:

d n

dx
+ P n = Q, (113)

with the complex coe�cients:
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xatm must be fixed so that ⇢0 (xatm) ⌧ ⇢0 (0), which amounts to
xatm � 1. A simple analytic solution can be computed assuming
that Jn and Un are constant profiles. C of Eq. 92 becomes:

C =
⇤n

H�2

( K
i� + �0

Jn � Un

)

, (115)

and the solution is:

 n =
H2C
�nanbn

( 

Z � 1
2

!

sin (�nx) + �n
h

cos (�nx) � e�
x
2
i

)

,

(116)
with an = i�n + 1/2 and bn = i�n � 1/2, and the complex inte-
gration constant:

Z =
�nanbn
H2C Q +

⇣

�2
n +

1
2P

⌘

sin (�nxatm)

P sin (�nxatm) + �n cos (�nxatm)

+
�n
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1
2 � P

⌘ h

cos (�nxatm) � e�
xatm

2

i

P sin (�nxatm) + �n cos (�nxatm)
.

(117)

An illustration of this solution, drawn for di↵erent tidal frequen-
cies �, is given in Fig. 2. Now, the condition of Eq. 98 charac-
terizing thermal tides is assumed. The second order Love num-
ber reduced to the main contribution of the thermal semi-diurnal
tide, given by Eq. 75, can be expressed

k�SD,2
2 ⇠ 4⇡

5
a3H
MS R

Z xatm

0
�⇢�SD,2

0,2 (x) dx (118)

for a thin atmosphere. Therefore, substituting the analytic solu-
tion (Eq. 116) in Eq. 107, one gets

k�SD,2
2 ⇠ 4⇡

5
a⌅atm

gMS R
p0 (0)J2, (119)

where the complex coe�cient

⌅atm =
K (i� + �1�0)
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3
atm

⌘

(120)
depends on the physical parameters of the atmosphere. This co-
e�cient is the sum of three contributions:
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Fig. B.1. Normalized Hough functions ⇥2,⌫
n /
�

�

�⇥2,⌫
n

�

�

�

2 computed for 0  n  5 and di↵erent values of ⌫ = (2⌦) /�. ✓ is the colatitude. The case
⌫ = 0 corresponds to the normalized associated Legendre polynomials P2

l (cos ✓) /
�

�

�P2
l

�

�

�

2 of Fig. A.1 for 2  l  7. The two plots at the top
represent the regime of super-inertial waves (|⌫|  1), where Hough functions look like Legendre polynomials. In the regime of sub-inertial waves
(|⌫| � 1), functions become more and more evanescent when |⌫| increases, and oscillations are trapped near the equator in the interval [✓⌫, ⇡ � ✓⌫],
where ✓⌫ = arccos

⇣

|⌫|�1
⌘

. Functions computed with TRIP (Gastineau & Laskar 2014).

metry, p0, ⇢0, T0 being functions of the radial coordinate only.
So, any heat forcing caused by the star can be written:

J (r, ) =
1
a2 h (r, ) , (C.1)

where h is a function of r and  , the angle between the points
M (r, ✓,') and B (a, ✓AB,'AB). Decomposing J in Legendre poly-
nomials,

J =
1
a2

X

l�0

Jl (r) Pl (cos ) (C.2)

with the profiles

Jl (r) =
hh, fli
k flk22

=

R ⇡

0 h (r, ) Pl (cos ) sin d 
R ⇡

0
⇥

Pl (cos )
⇤2 sin d 

, (C.3)
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1. Introduction

2. Dynamics of a thick atmosphere forced thermally
and gravitationally

The reference book "Atmospheric tides" (Chapman & Lindzen
1970) has set the bases of analytical approaches for atmospheric
tides. This pioneering work focused on fast rotating telluric plan-
ets covered by a thin atmosphere, such as the Earth. We general-
ize it in this section, by establishing the equations that govern the
dynamics of tides in a thick fluid shell in the whole range of pos-
sible tidal frequencies, from synchronization to fast rotation. We
thus consider a spherical telluric planet of radius R covered by
an atmospheric layer of typical thickness Hatm. The atmosphere
rotates uniformly with the rocky part at the spin frequency ⌦.
Therefore, the dynamics will be written in the natural spheri-
cal co-rotating frame, RO :

n

O, er, e✓, e'
o

, using the spherical
coordinates (r, ✓,'). The atmosphere is assumed to be a perfect
gas homogeneous in composition, of molar mass M, and strat-
ified radially. Its pressure, density and temperature are denoted
p, ⇢ and T respectively. For the sake of simplicity, all dissipa-
tive mechanisms, such as viscous friction and heat di↵usion, are
ignored except the radiative loss of the gas, which plays an im-
portant role near synchronization. Tides can be considered as a
linear first order perturbation near a global equilibrium state. The
corresponding quantities, for which we use the subscript 0 (p0,
⇢0, T0), are supposed to vary with the radial coordinate only. The
Brunt-Vaisala frequency can be expressed as a function of these
quantities :

N2 = g

"

1
�1 p0

dp0

dr
� 1
⇢0

d⇢0

dr

#

, (1)

where �1 = (@ ln p0/@ ln ⇢0)S is the adiabatic exponent (S being
the specific macroscopic entropy). Moreover, we assume that the
fluid follows the perfect gas law,

p0 = Rs⇢0T0, (2)

where Rs = RGP/M is the so-called specific gas constant of the
atmosphere, RGP = 8.3144621 J.mol�1.K�1 (data from NIST)
being the molar gas constant.

2.1. Forced dynamics equations

The atmosphere is a↵ected by the tidal gravitational potential U
and the heat power per mass unit J. Considering that this forcing
is of first order, we linearize the equations of dynamics by intro-
ducing the small variations induced by the tidal perturbation, the
velocity field V = V✓e✓ + V'e' + Vrer, and �p, �⇢, �T such as:

p = p0 + �p, ⇢ = ⇢0 + �⇢, T = T0 + �T. (3)

It represents six unknown quantities to compute, and we will
therefore solve a six-dimension system. First, we need the
Navier-Stokes equation. We assume the Cowling approximation
and ignore the feedback e↵ect caused by the tidal potential due
to the elongation. Thus, in the co-rotating frame, the linearized
equation can be written:

@V

@t
+ 2⌦ ^ V = � 1

⇢0
rp � g

⇢0
�⇢er � rU, (4)

which is expanded:

@V✓
@t
� 2⌦V' cos ✓ = �1

r
@

@✓

 

�p
⇢0
+ U

!

, (5)

@V'
@t
+ 2⌦ cos ✓V✓ + 2⌦ sin ✓Vr = � 1

r sin ✓
@

@'

 

�p
⇢0
+ U

!

, (6)
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