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Overview
‣ LISA data analysis and data processing 

• Overview and data level 
• Calibration, TDI, etc 
• Sources and waveforms 
• Extracting sources and their parameters 

‣ LISA Simulation 

‣ Data Processing Center 
• Tasks 
• Organisation
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LISA data
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LISA data level
‣ Level L0 data: raw science telemetry and housekeeping data. 

‣ Level L1 data: TDI variables, all calibrated science data 
streams and auxiliary data. 

‣ Level L2: intermediate waveform products such as partially 
regressed observable series (i.e., dataset obtained by 
progressively deeper subtraction of identified signals). 

‣ Level L3: catalogs of identified sources, with faithful 
representations of posterior parameter distributions.
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LISA data
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From L0 to L1
‣ Consolidate the data  

‣ Check data quality 

‣ Calibrations and correction of data (amplitude & time):  

=> convert data in usable measurements 

‣ Correct the main measurements by subtracting various 
effects measured using other channels (a la LISAPathfinder): 
• ex: subtract cross-talk effects 

‣ Synchronise time references (clock) between the 3 
spacecrafts
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‣ Time Delay interferometry:   
• Combine delay measurements to reduce of laser noises, optical 

bench noises, … ?

Require : 
‣ knowledge of delays : 
‣ Interpolation due to the sampling of phasemeter 

LTDI
i = Lreal

i

Nécessite :
- une connaissance des temps de parcours 
- interpolation du fait de l’echantillonnage du signal
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From L0 to L1: TDI
‣ Time Delay Interferometry:   

• Combine delayed measurements to reduce laser noises, optical 
bench noises, … ? 

• Algebraic development : many combinations (generators) 

• Different precisions level 
- 1st generation : rigid formation of LISA : Di’ s = Di s, 

- 1.5 generation : Sagnac effect : Di’ s ≠ Di s but Dj Di s = Di Dj s, 
- 2nd generation : flexing and Sagnac effect : Dj Di s ≠ Di  Dj s
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LISA data
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Galactic binaries
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GW sources 
- 6 x107 galactic binaries 
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Galactic binaries
‣ Gravitational wave: 

• quasi monochromatic 

‣ Duration: permanent 

‣ Signal to noise ratio: 
• detected sources: 7 - 1000 
• confusion noise from non-detected sources    

‣ Event rate:  
• 25 000 detected sources   
• more than 10 guarantied sources (verification binaries) 
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Super Massive Black Hole Binaries
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OG sources 
- 6 x107 galactic binaries 
- 10-100/year SMBHBs 
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Super Massive Black Hole Binaries
‣ Gravitational wave: 

• Inspiral: Post-Newtonian, 
• Merger: Numerical relativity, 
• Ringdown: Oscillation of the                                                       

resulting MBH. 

‣ Duration: between few hours and several months 

‣ Signal to noise ratio: until few thousands 

‣ Event rate: 10-100/year 
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propagation time, the events have a combined signal-to-
noise ratio (SNR) of 24 [45].
Only the LIGO detectors were observing at the time of

GW150914. The Virgo detector was being upgraded,
and GEO 600, though not sufficiently sensitive to detect
this event, was operating but not in observational
mode. With only two detectors the source position is
primarily determined by the relative arrival time and
localized to an area of approximately 600 deg2 (90%
credible region) [39,46].
The basic features of GW150914 point to it being

produced by the coalescence of two black holes—i.e.,
their orbital inspiral and merger, and subsequent final black
hole ringdown. Over 0.2 s, the signal increases in frequency
and amplitude in about 8 cycles from 35 to 150 Hz, where
the amplitude reaches a maximum. The most plausible
explanation for this evolution is the inspiral of two orbiting
masses, m1 and m2, due to gravitational-wave emission. At
the lower frequencies, such evolution is characterized by
the chirp mass [11]

M ¼ ðm1m2Þ3=5

ðm1 þm2Þ1=5
¼ c3

G

!
5

96
π−8=3f−11=3 _f

"
3=5

;

where f and _f are the observed frequency and its time
derivative and G and c are the gravitational constant and
speed of light. Estimating f and _f from the data in Fig. 1,
we obtain a chirp mass of M≃ 30M⊙, implying that the
total mass M ¼ m1 þm2 is ≳70M⊙ in the detector frame.
This bounds the sum of the Schwarzschild radii of the
binary components to 2GM=c2 ≳ 210 km. To reach an
orbital frequency of 75 Hz (half the gravitational-wave
frequency) the objects must have been very close and very
compact; equal Newtonian point masses orbiting at this
frequency would be only ≃350 km apart. A pair of
neutron stars, while compact, would not have the required
mass, while a black hole neutron star binary with the
deduced chirp mass would have a very large total mass,
and would thus merge at much lower frequency. This
leaves black holes as the only known objects compact
enough to reach an orbital frequency of 75 Hz without
contact. Furthermore, the decay of the waveform after it
peaks is consistent with the damped oscillations of a black
hole relaxing to a final stationary Kerr configuration.
Below, we present a general-relativistic analysis of
GW150914; Fig. 2 shows the calculated waveform using
the resulting source parameters.

III. DETECTORS

Gravitational-wave astronomy exploits multiple, widely
separated detectors to distinguish gravitational waves from
local instrumental and environmental noise, to provide
source sky localization, and to measure wave polarizations.
The LIGO sites each operate a single Advanced LIGO

detector [33], a modified Michelson interferometer (see
Fig. 3) that measures gravitational-wave strain as a differ-
ence in length of its orthogonal arms. Each arm is formed
by two mirrors, acting as test masses, separated by
Lx ¼ Ly ¼ L ¼ 4 km. A passing gravitational wave effec-
tively alters the arm lengths such that the measured
difference is ΔLðtÞ ¼ δLx − δLy ¼ hðtÞL, where h is the
gravitational-wave strain amplitude projected onto the
detector. This differential length variation alters the phase
difference between the two light fields returning to the
beam splitter, transmitting an optical signal proportional to
the gravitational-wave strain to the output photodetector.
To achieve sufficient sensitivity to measure gravitational

waves, the detectors include several enhancements to the
basic Michelson interferometer. First, each arm contains a
resonant optical cavity, formed by its two test mass mirrors,
that multiplies the effect of a gravitational wave on the light
phase by a factor of 300 [48]. Second, a partially trans-
missive power-recycling mirror at the input provides addi-
tional resonant buildup of the laser light in the interferometer
as a whole [49,50]: 20Wof laser input is increased to 700W
incident on the beam splitter, which is further increased to
100 kW circulating in each arm cavity. Third, a partially
transmissive signal-recycling mirror at the output optimizes

FIG. 2. Top: Estimated gravitational-wave strain amplitude
from GW150914 projected onto H1. This shows the full
bandwidth of the waveforms, without the filtering used for Fig. 1.
The inset images show numerical relativity models of the black
hole horizons as the black holes coalesce. Bottom: The Keplerian
effective black hole separation in units of Schwarzschild radii
(RS ¼ 2GM=c2) and the effective relative velocity given by the
post-Newtonian parameter v=c ¼ ðGMπf=c3Þ1=3, where f is the
gravitational-wave frequency calculated with numerical relativity
and M is the total mass (value from Table I).

PRL 116, 061102 (2016) P HY S I CA L R EV I EW LE T T ER S week ending
12 FEBRUARY 2016

061102-3
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EMRIs
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OG sources 
- 6 x107 galactic binariess 
- 10-100/year SMBHBs 
- 10-1000/years EMRIs 
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EMRIs
‣ Gravitational wave:  

• very complex waveform 
• No precise simulation at the moment 

‣ Duration: about 1 year 

‣ Signal to Noise Ratio: from tens to few hundreds 

‣ Event rate:                                                            
from few events per                                                                                                                                       
year to few                                                                
hundreds

17
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Others sources
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GW sources 
- 6 x107 galactic binaries 
- 10-100/year SMBHBs 
- 10-1000/year EMRIs 
- large number of Stellar Origin 
BH binaries (LIGO/Virgo) 

- Cosmological backgrounds 
- Unknown sources 

?
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GWs in LISA data
‣ Example of simulated 

data (LISACode):  
• about 100 SMBHs, 
• Galactic binaries
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LISA data volume
‣ Data volume to be stored:  

• Level L0: about 300 Mo per day 
• Level L1: about 600 Mo per day 
• Sub-product of the analysis: fews Go per day  
• Level L2 and L3: about 6 Go per day 

=> Storages and archives are not problematic  

‣ Complexity for the DPC is mainly in data analysis because 
the goal is to extract the parameters for a maximum number 
of sources.

20
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LISA data
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(Old) Mock LISA Data Challenges
‣ Old MLDC : 2005 → 2011 
‣ Data: few sources + 

simplified noises 
‣ Challenges of increasing 

complexities 
‣ Training & blind dataset  
‣ Goals : 

• Check the feasibility of 
LISA data analysis 

• Develop « new » data 
analysis methods

22
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LISA data analysis
‣ LISA data analysis is tractable 

‣Main category of methods (same as ground based detector): 
matched filtering : fit the best model to the data by exploring a large 
parameter space  
• Template bank: check all sets of parameters (too heavy) 
• Frequentist analysis: maximized likelihood: Genetic Algorithm, …   
• Bayesian analysis: Metropolis Hasting Markov chain, MultiNest: 

sample posterior distribution => probability distribution on each 
parameters 

‣ Time-frequency analysis (wavelet), un-modeled waveform 
analysis, …

23
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New MLD(C)s
‣ 2017 → launch: restart MLDC type activities  
‣ Goal: build the pipeline of the mission 
‣ The main challenges:  

• Large number of sources all together and complex waveform 
• Realistic instrument data: complex noises, gaps, glitches, … 
• « Cumulative analysis » : analyse data accumulating the segments 

and not directly for the full duration of the mission   

‣ 2 parallel ways that have to converge: 
• Simplified noises but more realistic waveform and number of sources 

growth toward realistic even rates  
• Few simple sources + complex noises based on LISAPathfinder and 

technical developments 
24
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Simulation
‣ Several types of simulation required: 

• Generate data for the MLDC 
• Study hardware performance of subsystem and interface 
• Develop preprocessing pipelines 
• Simulate the 3D dynamics of the 9 bodies with sensing and 

actuation 
• Study signal from gravitational wave source after the detector 

‣ Several existing simulator of various types: 
• LISACode, LISADyn, TDISim, LISASimulator, Synthetic LISA, 

…

26
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Simulation

‣ LISACode (new modular version in 
development) 

‣ 2 complementary simulators:  
• TDISim (check TDI) 
• LISADyn (3D dynamic)

27
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Mission simulator
‣ Goals: 

• End-to-end simulation → the mission simulator 
• "Quick performance" study for various configurations → final design 

(required for phase A) 
• Accompany the hardware developments (industries & labs.) 
• Tool(s) for performance controls  

‣First requirements: 
• Close modeling of the instrument subsystems 
• Waveform generation for various GW sources 
• Noise generation using various types of representation 
• Data pre-processing (distinct from simulation) 
• Modularity  
• Computation speed (> 10-100 times faster than reality) 
• Open-source

28
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Particularities LISA data
‣ First data of this kind 

• Discovery mission; no previous expertise on this kind of data 

‣ Event rate is uncertain 
• Depending on the type of sources but typically from few tens to 

few thousands per year 

‣ Potential unknown sources 

‣ Transient sources + continuous sources 
=> Constrains on data processing: 

• Large fluctuation of computation needs 
• Continuous evolution of the pipelines

30



        Introduction LISA-   A. Petiteau  -  CEA - 18 mai 2017

LISA DPC

31

Data  Computing 
Center
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DPC in LISA proposal
‣ DPC activities: 

• Receive L1 data from the SOC; 
• Identify and extract waveforms; 
• Build the catalogs of sources; 
• Create L2 et L3 science products; 
• Analyse the quality of science data products; 
• Distribute data to SOC and to the scientific community of the 

Consortium   
• Produce periodic releases of science data products 
• Generate alerts for upcoming transients, such as mergers

32
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DPC CNES Phase 0: conclusions 
‣ Infrastructure: fluctuation of computing load :  

• constant sources + transitoires 
• Regular full reprocessing:  

- More data accumulated 
- Continuous evolution of pipelines 

‣Proposed solution: standard cluster + cloud(s) 
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Current vision of the DPC
‣ DPC: unique entity responsable for the data processing (driving, 

integration of software block, …)  

‣ DPC in charge of delivering L2 & L3 products + what's necessary to 
reproduce/refine the analysis (i.e. input data + software + its running 
environment + some CPU to run it). 

‣ Data Computing Centres (DCC): hardware, computer rooms 
(computing and storage) taking part to the data processing activities.  

‣ The DPC software « suite » can run on any DCC. 
• Software: codes (DA & Simu.) + services (LDAP, wiki, database) + OS. 

‣ First solutions: 
• Separation of hardware and software: ligth virtualization, … 
• Collaborative development: continuous integration, … 
• Fluctuations of computing load: hybrids cluster/cloud
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Current vision of the DPC
‣ The DPC is a tools for the consortium 
‣ To avoid reintegration in the pipeline of blocks developed 

separately (ex: difficult in GAIA), our idea is: 
• to develop with scientists the tools that fulfill their needs, 
• to adapt « DPC tools » (i.e. required tools for having consolidated 

DA pipelines,) to the scientists, 
• to make scientists and developers used to all these tools and to the 

way of working with them. 

‣  In 2015, we started at APC with the support of CNES the 
development of a proto-DPC: 
• continuous integration, technological watch, virtualization, docker, … 

35
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LISA proto-DPC

36

‣ https://elisadpc.in2p3.fr/home 

‣ Already used by consortium 
(simulation, proposal, …)

https://elisadpc.in2p3.fr/home


        Introduction LISA-   A. Petiteau  -  CEA - 18 mai 2017

Conclusion
‣ LISA data analysis is challenging but possible 
‣ Low data volume / high computing  
‣ Required developments: 

• Data analysis:  
- now: essentially based on matched filtering. 
- needs: improve samplers and estimators for matched filtering, 

global strategies, « burst type » analysis, new ideas ! 
• Infrastructure: service/tool supplying commonalities, 

development environment, devops, virtualisation, database, 
collaboration enablers, … 

‣ Important role of France (DPC): first proto-DPC in place … 
open meeting DPC-France soon.
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Thank you 
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Planning of development
‣ Planning for a launch in 2034: pre-start in 2019 & start in 

2021   

‣ If advanced launch date, we have to start the DPC in 2017 !   
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Continuous integration
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