


  

What is it about?

Situation

Models (computationally expensive)

Experimental data (possibly a lot)

Research question

How can we use statistical methods and methods of 
machine learning in combination with modern 
computer infrastructure to improve our knowledge 
about nuclear models and experimental data? 

Parameter estimation, uncertainty quantification, 
uncertainty propagation



  

Publications

G. Schnabel “Estimating model bias over the complete nuclide 
chart with sparse Gaussian processes at the example of 
INCL/ABLA and double-differential neutron spectra”, submitted to 
EPJ-N

G. Schnabel “Fitting and Analysis Technique for Inconsistent 
Nuclear Data” Proc. of M&C 2017

G. Schnabel, and H. Leeb. “A Modified Generalized Least Squares 
Method for Large Scale Nuclear Data Evaluation” NIMA Jan 2017

G. Schnabel “Adaptive Monte Carlo for Nuclear Data Evaluation” 
Proc. of ND 2016

G. Schnabel, and H. Leeb. “Differential Cross Sections and the 
Impact of Model Defects in Nuclear Data Evaluation” Proc. of 
Wonder 2015. 





  

Automatization

S. V. Gleyzer et al, Development of Machine Learning Tools in ROOT,  J. Phys.: Conf. Ser. 762 012043, 2016



  

Example of ML approach

Terry Therneau, Beth Atkinson and Brian Ripley (2017). rpart: Recursive Partitioning and Regression Trees. R package 
version 4.1-11. https://CRAN.R-project.org/package=rpart



  

Bayesian statistics
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H hypothesis
O observation

P(H) probability of hypothesis to be true
P(O) probability of observation to occur

P(O|H) probability of observation O to occur 
if hypothesis H is true

P(H|O) probability of hypothesis 
after we observed O

Consistent with Aristotelian logic
Consistent with principles of common sense

R. T. Cox, “Probability, Frequency and Reasonable Expectation” American Journal of Physics, vol. 14, no. 1, p. 1, 1946. 



  

Inappropriate assumptions

GiGo principle
Garbage in,
Garbage out
But also
Good stuff in,
Good stuff out



  

In practice

Negative cross sections in 
linearized evaluation methods

Uncertainty reductions beyond 
experimental limits

Model predictions in disagreement 
with experiment data

Reasons

Inappropriate prior for model parameters

Imperfect model / Not completely confident in the model

Inaccurate likelihood specification for the data

Solutions

Prior rescaling, likelihood broadening, model defects, removing suspicious 
experimental data sets



  

Bayesian network



  

Deterministic codes



  

Stochastic codes



  

Inconsistent data

G. Schnabel, Fitting and Analysis Technique for Inconsistent Nuclear Data
Proc. Int. Conf. on Mathematics & Computational Methods Applied to Nuclear Science & Engineering, April 2017





  

Imperfect model





  

Gaussian processes

Powerful concept 
Directly parametrize covariance matrix and 
work implicitly with an infinite number of 
parameters/basis functions! 

Sample from posteriorSample from prior (δ=λ=1)



  

Gaussian processes

Powerful concept 
Directly parametrize covariance matrix and 
work implicitly with an infinite number of 
parameters/basis functions! 

Sample from prior (δ=λ=1) Posterior uncertainty





  

Model bias estimation



  

 
(p,X)n above 100 MeV

Input space:
A, Z, En, E, θ





  

Prior visualization







  

Joint optimization

Efficient computation of objective function:

O(m2n) instead of O(n3) with m pseudo-inputs and n observations

Scenario

300 pseudo-input points (1500 parameters)

15 parameters in covariance function (a.k.a hyperparameters)

9287 experiment data points

Timings

Objective function: 1.3 sec (4 cores: 0.5 sec)

Gradient wrt hyperpars & pseudo-inputs: 50 sec (4 cores: 17 sec)

Optimization on cluster

3500 iterations with L-BFGS-B algorithm in 10 hours 

using 25 cores (inefficiency: distributed memory) 

Χ2 / n = 1.03 



  

Pseudo-Inputs & Hyperpars

δ λ
EN

λ
A

λ
Z

λ
ANG

λ
E

κ
1

0.5 99 103 41 68 5

κ
2

0.3 272 115 49 64 42

τ: k = 0.3, x
0
= 2.7



  

GP prediction

P + Al27 → X + n EN: 1500 MeV ANG: 30 deg



  

GP prediction

P + Al27 → X + n EN: 1500 MeV ANG: 60 deg



  

Interpolation between angles

P + Al27 → X + n EN: 1500 MeV ANG: 45 deg



  

Extrapolation to other isotopes



  

Discussion of extrapolation



  

Status quo





  

Pulling the strings





  

Work ahead and outlook

Methodological

Complete framework for stochastic linear models

Investigate the propagation of model bias through 
simulations

Conceive a Monte Carlo algorithm for non-linearity

Practical

Include other reaction data from EXFOR (e.g. isotope 
production, cumulative xs)

Use the approach on other model parameters (e.g. 
potentials)

Propagate found uncertainties through a transport code



  



  

Common sense inference

Hypothesis Observation

Can connect to compute cluster

Cannot connect to compute cluster

Password expired

Irfu intranet down

Network cable not plugged in

CC-IN2P3

Compute cluster maintenance


