Deep learning demystified Nuclear structure from an artificial intelligence (Al) Opportunities & Projects

S PARIS
école

normale P s
supérieure o

paris—saclay

université

Taming nuclear complexity with deep neural networks

R.-D. Lasseri', D. Regnier®

LESNT, CEA, IRFU, DPhN, Université Paris Saclay, F-91191 Gif-sur-Yvette
2CMLA, CNRS, ENS Paris-Saclay, Université Paris-Saclay, 94235, Cachan cedex, France

CEA, DPhN, ESNT, November 29th, 2019 R.-D. Lasseri 1/34



Deep learning demystified Nuclear structure from an artificial intelligence (Al) Opportunities & Projects
: :

The nuclear complexity

Why so complex ? Some open questions
@ Three fundamental interactions @ Properties of exotic matter 7
@ Non elementary fermions @ Mechanism of nucleosynthesis ?
@ Mesoscopic many-body problem @ Super-heavy island of stability ?

Protons

3000 measured nuclei

—> Neutrons
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When complexity leads to diversity — Superfluidities

Fermions in presence of an attractive interaction®

e Pairing

e Quartetting

Questions:

@ Spatial properties of pairs/quartets
e BEC/BCS Transitions

Lasseri, Ebran, Khan, Sandulescu Phys. Rev. C 98, 014310 (2018)
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When complexity leads to diversity — Deformation and Clustering

2345

Emerging phenomena

@ Anisotropy: Deformation

Axe 7 (fm)

e

Axe x (fm) " Axey (fm)
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Questions:
@ Cluster localization
@ Quantum Phase Transitions
@ Alpha/Cluster Radioactivity

2Le Bars, Guerlin, Lasseri et al Phys. Rev. D 95, 075026 (2017)
3Ebran, Khan, Lasseri, Vretenar Phys. Rev. C 97, 061301 (2018)
“Ebran, Khan, Lasseri Submitted to PRC (2019)

SEbran, Girdo, Khan, Lasseri, Schuck Submitted to PRC (2019)
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When complexity leads to diversity — Deformation and Clustering

Emerging phenomena? 345

@ Anisotropy: Deformation

@ Inhomogeneities: Clusters

Questions:
@ Cluster localization
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Representations

Transparent + Explicit

e Arithmetics

¢ Reductionism : — | |y — A
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.

The nuclear energy density functional framework (EDF)

Classical or covariant "microscopic" approach capable of predictions over the

whole nuclear chart® 7

Mean-field:

————
Self-consistent
Mean-field

Many implementations:

@ Symmetry breaking/restoration: Limitations
Multi-Reference EDF @ Numerical cost

o Linear response: RPA, QRPA @ No link with the bare

@ Time dependency: TDHFB, n-n interaction
TDGCM... o Double counting,

@ Perturbation Theories: MBPT, spuriosities |
BMBPT

%Perez, Schunck, Lasseri, Zhang, J.Sarich Comp. Phys. Comm (2017)
7 Arthuis, Duguet, Tichai, Lasseri, Ebran Comp. Phys. Comm (2018)
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Representations

Transparent + Explicit

e Arithmetics

¢ Reductionism ® — | |y
[
P
Transparent + Implicit
e Encrypted messages
o Emergentism : — | |y
-
(|
a
e
CEA, DPhN, ESNT, November 29th, 2019 R.-D. Lasseri

7/34



Deep learning demystified Nuclear structure from an artificial intelligence (Al) Opportunities & Projects

Quantum mechanics is a theory about the physical description of physical
systems relative to other systems, and this is a complete description of the
world® — Carlo Rovelli

8International Journal of Theoretical Physics August 1996, Volume 35, Issue 8, pp 163771678
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How can we leverage machine learning in nuclear theory ?

Progress of machine learning:

o Image classification:
cancer detection, particle detection

o Generative Al:
turbulence

@ Inverse problems:
cosmology

o Many body problem:
spin systems, bosons

A review:
G. Carleo et. al., arXiv:1903.10563 (2019)
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How can we leverage machine learning in nuclear theory ?

Progress of machine learning: In nuclear theory:
@ Image classification: @ Machine learning for experimental
cancer detection, particle detection nuclear masses or radii tables
o Generative Al: o Acceleration of EDF calculations
turbulence
@ Inverse problems: =—> An unexplored territory
cosmology

o Many body problem:
spin systems, bosons

A review:
G. Carleo et. al., arXiv:1903.10563 (2019)

Question (march 2019)... J

Can we teach an artificial intelligence (Al) to predict nuclear structure ?
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The mathematical picture

yi=(x)  =A(Wi-x+by)
Y, =f(y) =A(Wa-y, +b1)
y=f(y,) =As(Ws-y,+ b2)
y=fF(x)  =hofhoh(x)

A1, Az, A3 = non-linear functions.

ELU activation function (a=1)

Wi, Wa, W5 = matrices,
2 b1, by, bs = vectors.

We fit these parameters so to reproduce
some training data (x',y'),i € [0, N].
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State of the art

Neural networks, Bayesian Neural Net. and Gaussian Processes were used to:

Fit nuclear masses Fit nuclear radii
@ Athanassopoulos et. al. NPA 743 (2004) @ Akkoyun et. al. J. Phys. G: NPP 40 (2013)
RMS = 950 keV

@ Utama et. al. J. Phys. G: NPP 43 (2016)
@ Utama et. al. PRC 96 (2017)

@ Utama et. al. PRC 97 (2018)
RMS decreased by 40%

@ Zhang et. al. J Phys. G (2017)
Drip-lines predictions

@ Neufcourt et. al. PRC 98 (2018)

@ Niu et. al. PLB 778 (2018)
Estimation of uncertainties
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@ Utama et. al. J. Phys. G: NPP 43 (2016)
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120

@ Utama et. al. PRC 97 (2018)
RMS decreased by 40%

@ Zhang et. al. J Phys. G (2017)
Drip-lines predictions

100

80

+NB set
<0 set
* Nset

@ Neufcourt et. al. PRC 98 (2018)

@ Niu et. al. PLB 778 (2018)
Estimation of uncertainties . o w W 1w w1

Current limitations
o Al trained on 80% of an experimental dataset, i.e > 1800 nuclei

@ Only trained to capture one observable
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Structure from the 5D collective Hamiltonian 1/2

Building the collective Hamiltonian
@ Define collective variables:
e f3,v: quadrupol deformation
o Q: Euler angles
@ Generate a manifold of constrained
Hartree-Fock-Bogoliubov states
© Compute:

o the potential energy
e the inertia

60° EHFB (MGV)

= Eight functions of (5,7) -1370
-1380

o5, 1100

B, Bo1, B11, '1410

Tk (k=1,2,3) '1420

0.0 0.2 0.4 0.6 0.8
Cost > 16 h.cpu / nucleus ﬁ

:
R.-D. Lasseri 15 / 34
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Structure from the 5D collective Hamiltonian 2/2

Solving the collective Hamiltonian

(’}:\tK,rot‘i‘?:[K,vib'i'ﬁV) g(ﬂ:’%ﬂ) = Eg(ﬁﬁ»ﬂ) (1)
with:
1om P
y il k. — —_
HK;I’Ot 2 kZ:;Ik(ﬁ,’Y)’ 7-[V EHFB(B7’Y) AV(/67’Y)7
~ 1 1 7] 1/2 p—1 7]
HK,wb— E Z D1/2 3_qD Biqip(ﬁ77)8_p'
q=0,~
=B,y

:
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Structure from the 5D collective Hamiltonian 2/2

Solving the collective Hamiltonian

(Flic ot + Hic o + Hv) 8(8,7, Q) = E g(3,7, Q).
with:
i

Ik(ﬁ: FY)’
1 0 Li2p-1
D1/2 %D Biqip

Hic ror = Hv = Eurs(8,7) — AV(B,7),

NE

x~
Il

1

Hi,vib =

(]

1
2
1 0

> (577)37)-

2=

B
)

™

q=
p=

Version-2.0

FELIX .
a Finite Element soLver for fisslon dynamix

Discretization:

) i i Home | Documentation | Classes - ‘ Files~ ‘
o Q: Wigner rotation basis

Installation and getting started

This section guides the user through the installation of the FELIX package. It also gives a few

2|

o f3,~: Finite elements
Eigen solver:
o Krylov (SLEPc)

Cost ~ 5 min.cpu / nucleus

tips on how to launch the first calculations.

The FELIX package
The FELIX package is meant to be used under a Linux operating system. It is made of the
following directories and files:
+ README: contains detailed instructions to build the solver, all tools, and their
dependencies, and to run the code with the examples provided;
« Makefie: a standard GNU makefile o build the Solver and various toos
« 5/: C-+ source filesof the TOGCM solver and of several tools;

D. Regnier et. al., CPC 225 (2018)

CEA, DPhN, ESNT, November 29th, 2019

R.-D. Lasseri

Table of Contents

“The FELIX package

+How to generate the
documentation 7

+Getting started with the
solver

Tools installation

“Launching the tests
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Replacing the time consuming part by a neural network

Single task learning

N.Z N /; . | Vibrational 4 4
3 R Inertias P

) R Inertias

@ Good individual features RMS
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Multi-tasking: more than just a fit

Multi task Learning

Energy

; Vib. Inertias 4 5DCH 4

© Rot. Inertias

NZ O

o Similar individual RMS
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Multi-tasking: more than just a fit

Multi task Learning

Energy

“ Vib. Inertias 4 5DCH *

© Rot. Inertias

NZ O

o Similar individual RMS
o Better correlated RMS for the spectrum

CEA, DPhN, ESNT, November 29th, 2019 R.-D. Lasseri 18 / 34



Deep learning demystified

Nuclear structure from an artificial intelligence (Al)

Opportunities & Projects

Emergence of the topology

9x1072

5 %1072

8x 1072

5x1072

7%107

Energy

Z=114N=76

Training of the network

—— Training loss
—— Validation loss

O.éﬁ

0.§8 l.bO 1.62 1.64
epochs

2
00 01 02 03

04 05 05 07 08 09

Vib. Inertia
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Emergence of the topology

Training of the network

—— Training loss

—— Validation loss

epochs

Energy

Z=114N=76
w0

00 01 02 03 04 05 05 07

00 01 02 03 04 05 05 07 03 09

00 01 02 03 04 05 05 07 03 09

Vib. Inertia

-590.0

025

6150

5215

6100

6525

6650

7115

5900

-590.0

6025

6150

5215

6400

6525

~665.0

7115

6900

-590.0

6025

6150

5215

5400

6525

~665.0

715

6900
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Emergence of the topology
Energy Vib. Inertia

Z=114N=76 Z=114 N=76
@ 608
. Bu
Training of the network 0 61 o
T T . T T T T T T o 620
. 1260
—— Training loss -
L _ 1220
—— Validation loss o4
1072} 4 20 | 658 1184
—o68 nu
. 104
e 1064
00 01 02 03 04 05 06 07 05 09 W _ggq -
Z=114N=76
s “s08
50° -618 e
10-3F 1 2 -628 o
-638 1264
i 1220
o || -ess na
—oes nu
o1 108
0 50 100 150 200 250 300 350 400 o 1oss
00 01 02 03 04 05 06 07 05 09 M _ggq -
epochs
Z=114N=76
@ 608
B0
w o
s 1260
i 1220
o || -ess na
—oes 1a
o1 10
—oes ) e
09 01 02 03 04 05 06 07 05 09 M _ggq 00 01 02 03 04 05 00 07 09 03 M5
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Emergence of the topology

Training of the network

102}

—— Training loss
—— Validation loss

460 600 860 IUbO
epochs

Energy Vib. Inertia

Z=114N=76

w0 ~602
o 612
62

a0°

Z=114N=76

of
00 01 02 03 04 05 05 07 03 09

o
00 01 02 03 04 05 06 07 08 09

00 01 02 03 04 05 05 07 03 09

o
00 01 02 03 04 05 06 07 08 09

00 01 02 03 04 05 05 07 03 09
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Building the neural network

Architecture:

Hidden layers
600-300-150-100-75
(ELU)

Outputs
64*%64*8

Eyrg

Implementation:
o Keras/TensorFlow
o Fast GPU execution

T B

Tensor

CEA, DPhN, ESNT, November 29th, 2019
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Building the neural network

Architecture:

Hidden layers
600-300-150-100-75
(ELU)

Outputs
64*%64*8

Eyrg

Training:

@ Training set: sample from 2100 even-even nuclei, Gogny D1S functional

@ Loss function based on a weighted sum of:

6
l:t(N, Z) = @

with t = EHFB,AV,I1,. o

Implementation:

o Keras/TensorFlow

o Fast GPU execution

T B

Tensor

/ tai(B,7) — turs (B, )|’ dBBdY,
B,y

CEA, DPhN, ESNT, November 29th, 2019

R.-D. Lasseri
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Optimal training set: the story of a tradeoff

Physicist Knowledge through a Graphical Interface.

i Left Click: Add to traini Right Click: Remove from trini |
| | Training: [ Validation: [ Test: 1 | Ctid + Hover: Add to nai'?ling Shit + Hover. Remove from uaim‘g f
? Authors: R.D Lasseri, D. Regnier, A. Penon
’
{ Training Percentage: 16%
" Training: 270
| . Validation: 62
i Network Design: Test: 1768
i Dense Training
‘ Hidden Layers: [600,300,150,75 Training (Continue)
Dropout Layers: [0,0.0.0

Epochsifio y
Batch Size: 100 *

Val_Loss: 0.256248

Roset CMAP.
Proton: 60 Neutron: 76

Plot History

# activations Funcs: [relu,re.reu.relu
q Additional CNN
Hidden CNN Layers:[[0
| actiations Funcs: [
o o
Construct.

Reset Load Save Quit
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Optimal training set: the story of a tradeoff

Physicist Knowledge through a Graphical Interface.

g . ) o

i — — Left Click: Add to training  Right Click: Remove from training

[ Training: ' Validation: ' Test: 5 | Ctl+ Hover: Add to training ~ Shift + Hover: Remove from training f
| Authors: R.D Lasser, D. Regrier, A, Penon

1 .

’

: LU Min: 86.785 Max: 1062.1

1 Training Percentage: 16%

Pl Training: 270

| . Validatio

i Network Design: Test: 1768

i Dense Training

3 Hidden Layers: [600,300,150,75 1

Training (Continue)

Epochs: [1o00
Batch Size: 100

Val_Loss: 0.256248

Dropout Layers:
{ Activations Funcs: |relu.relu,relu.relu
Additional CNN

o
Hidden CNN Layers:

‘ Activations Funcs: Eeieils i
= Proton: 60 Neutron: 76
[cm] pense RMS:311.

146,92 Plot |

Load Model | Save Model
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Optimal training set: the story of a tradeoff

Physicist Knowledge through a Graphical Interface.

3 . ) -
¥ — — Left Click: Add to training  Right Click: Remove from training
[ Training: ' Validation: ' Test: 5 | Ctl+ Hover: Add to training ~ Shift + Hover: Remove from training f
| Authors: R.D Lasser, D. Regrier, A. Penon
q b -
H .
1 F
4 H - Min: 1.0929 Max: 34.038
Training Percentage: 16%

Pl H Training: 270
| . Validatio
i Network Design: r Test: 1768
i Dense ) Training

Hidden Layers: [600,300,150.75 —_———
' Dropout Layers: 0.0.0.0 Training (Continue)

Epocts:

Batch Size: 100

Val_Loss: 0.000517

4 activations Funcs: [relu,reu.relu.relu
Additional CNN

°
Hidden CNN Layers:

‘ Activations Funcs: [l Reset CMAP
o b Proton é Zos?'fl’_'f": 76
K=l Plot History
146,92 Plot

Load Model | Save Model

Reset Load Save Quit
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Optimal training set: the story of a tradeoff

Physicist Knowledge through a Graphical Interface. (Schematic)

) . . »
Left Click: Add to traini Right Click: Remove from traini
i Training: | a1 Validation: 5 Test 1 | G-+ Fover: Adeto traiing  Shit + Hover: Remove rom raining '
? Authors: R.D Lasseri, D. Regnier, A. Penon
| ' "
{ [}
’ i
4 H H . Min: 1.0929 Max: 34.038
H Training Percentage: 16%
bl H d Training: 275
| . Validation: 61
i Network Design: “ Test: 1764
H
1 Dense . Training
§ idden Layers:s00.300,150.75 X Training (Continue)
Dropout Layers: [0,0.0.0
{ Activations Funcs: [relurelu.relu.relu Epochs:
° Additional CNN Batch Size: 100
Hidden NN Layers:[0 Val_Loss:0.000517
‘ Activations Funcs: ~ Reset CMAP .
o [ Dense Proton: 108 Neutron: 236
RMS:14.4
Construct
e ‘ Plot History
146,92 Plot
Load Model Save Model
Reset Load Save Quit
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Optimal training set: the story of a tradeoff

Physicist Knowledge through a Graphical Interface.

3 ) ) -
¥ — — Left Click: Add to training  Right Click: Remove from training
[ Training: ' Validation: ' Test: 5 | Ctl+ Hover: Add to training ~ Shift + Hover: Remove from training f
? G seri, D. ]
i .
i
’
[ Min: 1.0929 Max: 34.038
Training Percentage: 16%

Pl Training: 275
| . Validation: 61
i Network Design: Test: 1764
i Dense Training

Hidden Layers: [600,300,150.75 —
1) e by Training (Continue)

Epocts:

Batch Size: 100

Val_Loss: 0.000709

4 activations Funcs: [relu,reu.relu.relu
Additional CNN

°
Hidden CNN Layers:

‘ Activations Funcs: kﬁm‘ CMAP
= Protork 108 Neutron: 236
[cm] pense RMS:17.0
146,92 Plot.

Load Model | Save Model

Reset Load Save Quit
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| Query by committee

Committee "Query" Candidate

825

828

Benefits of a committee
@ Less sensitive to the random initialization

o Estimation of uncertainty
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| Query by committee

Committee "Query" Candidate

1 X

o3

y 1700

. 698

Benefits of a committee
@ Less sensitive to the random initialization

o Estimation of uncertainty
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Active learning

@ An incremental and automatic choice of training nuclei (5 nuclei/step)
@ Query ~ standard deviation between the committee members
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:

Root Mean Square error (RMS) of the potential energy

Test RMS = on the nuclei not in the training set

~ 2.01 ' ' ' 1
% -0- random
2 1.5} —o— active learning
@ —-4- physicist GUI
I
Ly 1 0_ A ]
3
0 0.5 oo g
E AN aandnan
0-9 5 10 15 20

Data used for training (%)

:
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Root Mean Square error (RMS) of all outputs
Train EHFB AV Zl I2 I3 Boo 301 Bll EGS

% (keV) (P xMeV™1) (Mev™) (keV)

5 1190 417 184 280 097 138 120 28.2 | 1325

10 557 312 140 225 0.76 11.7 10.2 23.9 | 716

15 471 247 125 202 069 106 9.4 219 655

20 388 202 1.22 1.96 0.68 10.2 9.1 21.2 518

The first column contains the size of the training set in % of the AMEDEE database
while the others highlight the RMS of the outputs of the Al. The last column contains

the RMS associated to the correlated ground state energy Egs.

Keep in mind:

@ RMS= 950 keV: Athanassopoulos et. al (2004), fitted on 1800 nuclei

@ RMS= 790 keV: Gogny D1M Ss. Hilaire and M. Girod, (2007)

CEA, DPhN, ESNT, November 29t

h, 2019

R.-D. Lasseri
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:

Repartition of the precision
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v/ Automatic refinement in the light sector

:
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v/ Automatic refinement in the light sector
X N=2Zline

CEA, DPhN, ESNT, November 29th, 2019 R.-D. Lasseri 26 / 34



Deep learning demystified Nuclear structure from an artificial intelligence (Al) Opportunities & Projects

Repartition of the precision

Proton number

o

v/ Automatic refinement in the light sector
X N=2Zline
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Repartition of the precision
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v/ Automatic refinement in the light sector
X N=2Zline
X Shell closures
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Example of 1780s

o RMS(Enrg) =~ median RMS on the 1800 test nuclei
@ Closest trained nucleus: +4 neutrons, -2 protons

60° 60° 60°

20° 20°

i Oo 4 Oo
0.0 0.2 0.4 0.6 0.8 0.0 0.2 0.4 0.6 0.8 0.0 0.2 0.4 0.6 0.8
-1420 -1395 -1370 0 30 60 90 60 100 140 180
Enrg (MeV) I, (A2 x MeV1) Boo (MeV™1)
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Excitation spectrum of 1780s
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o Correlated ground state: |ESL — EZFB| = 150 keV

o Rotational states reproduced within 8%

o First vibrational state within 13%
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To conclude on Al + 5D collective Hamiltonian

Taming nuclear complexity with a committee of deep neural networks

David Regnier**
Centre de mathmatiques et de leurs applications, CNR
ENS Paris-Saclay. Universit Paris-Saclay, 94235, Cachan cedez, France

Results
Raphaél Lasseri®!

Jean-Paul Ebx an!
1291

o First Al predicting multiple observables

France, DPRN

Antonin
LEMP,

o State of the art accuracy when trained
only on 210 nuclei
o Still room for improvement v e on e ey
We o ’if,p'ffl,,’ L ﬁfﬁ" learming approach to ety o ot reles
o

nuclei which are used

Keywords:

ction Today, more than 3000 atomic nuclei  perimental data. It was applied on different m
sured, revealing the wide diversity of nuclear  observables (masses, charge radii and two et
3 e bindi

i) Tn all 1

obtained

What for ?
ology (deformation, superfluidity, clus ration energies) and reduce
. . . Predicting nuclear properties over the whole  RMS to a few hundreds of ke
@ Fast estimation of global propert|es nown mass and charge and beyond is therefore ies, the quality of the predict
from one density functional
arXiv:1910.04132 (2019)
And Submitted to PRL ~ 2 Months
Ago...

o Fit new functionals beyond mean field ?
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To conclude on Al + 5D collective Hamiltonian

Taming nuclear complexity with a committee of deep neural networks

David Regnier**
Centre de mathmatiques et de leurs applications, CNR
ENS Paris-Saclay. Universit Paris-Saclay, 94235, Cachan cedez, France

Raphad!

Results

Jean-Paul Ebran’
1291

o First Al predicting multiple observables

~Yuette, France, DPhN

Antonin Penon
(P, Orsay, France

o State of the art accuracy when trained
only on 210 nuclei
o Still room for improvement

fo lead to significant breakthrough
networks trained on Hartree-Fock-Bogoliubov var

nuclear spectra with a good accuracy and a 10 5
ropos an acive learming approach to oty tho most relevant mucle which e nsed

¢ training procedure

Keywords:
tion Today, more than 3000 atomic muclei  perimental data. It was applied on different m
ured, revealing the wide diversity of nuclear  observables (masses, charge radii and two neut
i ration energies) and reduce ly the bindi
i) Tn all 1

ology (deformation, superfluidity, clustering,

What for ?
- - . Predicting nuclear properties over the whole
o Fast estimation of global properties o s o e nd ey 8 thereore

from one density functional
o Fit new functionals beyond mean field ?

RMS to a few hundreds of ke
ies, the quality of the predictions is obtained

arXiv:1910.04132 (2019)
And Submitted to PRL ~ 2 Months
Ago...

Can we go beyond ?

R.-D. Lasseri
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Latent spaces: Diving into the black-box

Optimal representation

Z- W
..

-
ol

7

Can we get insights from the internal representation ?

Paper on materials discovery ?
Work in progress...
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Generative Al: building manifolds of many-body states

Generative Adversarial Networks, Variational Auto Encoders: capacity to
@ Reduce information to a small optimal latent space (neck)

@ Generate a continuous outputs from the latent space

Example: the smile vector (T. White, Victoria Univ. of Wellington)
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: :

Generative Al: building manifolds of many-body states

Generative Adversarial Networks, Variational Auto Encoders: capacity to
@ Reduce information to a small optimal latent space (neck)

@ Generate a continuous outputs from the latent space

Project: continuous manifolds of Hartree-Fock-Bogoliubov states

A new way to include the diabatic effects in our description of fission ? J
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Ab-initio

@ From the bare to the dressed interaction:
And back...
Applications to perturbation theory
NN as ansatz for Many-Body problems

Many more...

o SRG data o Natural scale separation
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Ab-initio

@ From the bare to the dressed interaction:

@ And back...

In-medium %
0 12 3 45, Q
O

1 0.5
2| . 0
3
-0.5
4
5 05 .1
Generative Networks
Also applied to Gogny or RMF ?
R.-D. Lasseri 33 /34
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Ab-initio

@ From the bare to the dressed interaction:
@ And back...
@ Applications to perturbation theory

In-medium
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Generative Networks
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Ab-initio

@ From the bare to the dressed interaction:
@ And back...
o Applications to perturbation theory

o NN as ansatz for Many-Body problems

Graph Neural Networks
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Ab-initio
@ From the bare to the dressed interaction:
@ And back...
@ Applications to perturbation theory

@ NN as ansatz for Many-Body problems

H [v) =E[w)
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The NucleAl project

Collaborators:
@ G. Hupin, CNRS, IPNO
@ A. Penon, Magic Lemp
o J-P. Ebran, CEA, DAM
o S. Hilaire, CEA, DAM
Key dates:

v/ GDR Resanet GT5, 20-30 Oct. 2019:
Machine Learning & Physique Nucléaire

@ Workshop ESNT, Feb-Mar. 2020:
Can an Artificial Intelligence do Science 7

[ ]
Support:
N u C | eAI o NVIDIA GPU Grant Program:

2x Titan V GPU
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The NucleAl project

Collaborators:
@ G. Hupin, CNRS, IPNO
@ A. Penon, Magic Lemp
o J-P. Ebran, CEA, DAM
o S. Hilaire, CEA, DAM
Key dates:

v/ GDR Resanet GT5, 20-30 Oct. 2019:
Machine Learning & Physique Nucléaire

@ Workshop ESNT, Feb-Mar. 2020:
Can an Artificial Intelligence do Science 7

[ ]
Support:
N u C | eAI o NVIDIA GPU Grant Program:

2x Titan V GPU

Thank you for your attention !
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