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Outline: brief sketch of open issues in EW precision measurements

· motivations: precision tests of the Standard Model (or of the SMEFT ?)

· measurement:  comparison of  “a” model against the data
                          which model? which Pseudo-Observables? which simulation code? EW input scheme?

· validation of tools:  1) precision (i.e. theoretical uncertainty)   2) accuracy (i.e. data description)

· QCD modelling and QCDxEW entanglement
               estimate of the associated theoretical uncertainties
               PDF uncertainties

· several single and double differential distributions must be investigated to exploit their potential
     → to learn how to describe the (mostly QCD) environment where the DY processes take place
     → while preserving the sensitivity to the EW parameters
     → to discuss how to set the stage for a comprehensive global EW fit of LHC observables 
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Motivations 
from the Fermi theory to the current measurements of MW and sin²θ
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From the Fermi theory of weak interactions to the discovery of W and Z
Fermi theory of β decay             

muon decay

The properties of physics at the EW scale 
with sensitivity to the full SM and possibly to BSM via virtual corrections  ( Δr )
are related to a very well measured low-energy constant

Gµ
√

2
=

g2

8m2

W

(1 + ∆r)

The independence of the QED corrections of the underlying model (Fermi theory vs SM) allows 
   -  to define Gμ and to measure its value with high precision

                                              Gμ = 1.1663787(6)  10⁻⁵   GeV⁻²

   -  to establish a relation between Gμ and the SM parameters

QED corrections to Γμ         necessary for precise determination of Gμ

                                           computable in the Fermi theory (Kinoshita, Sirlin, 1959)

µ� ! ⌫µe
�⌫̄e

1

⌧µ
! �µ ! Gµ
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The SM predicts the existence of a new neutral current, different than the electromagnetic one
(Glashow 1961, Weinberg 1967, Salam 1968)

The observation of weak neutral current immediately allowed the estimate of the
value of the weak mixing angle in the correct range
GARGAMELLE, Phys.Lett. 46B (1973) 138-140

From the basic relation among the EW parameters it was immediately possible to estimate
the order of magnitude of the mass of the weak bosons, in the 80 GeV range
(Antonelli, Maiani, 1981)

The discovery at the CERN SPPS of the W and Z bosons and the first determination of their masses
allowed the planning of a new phase of precision studies accomplished with the construction of 
two e⁺e⁻ colliders (SLC and LEP) running at the Z resonance

The precise determination of MZ and of the couplings of the Z boson to fermions
and in particular the value of the effective weak mixing angle
allowed to establish a framework for a test of the SM at the level of its quantum corrections

There is evidence of EW corrections beyond QED with 26 σ significance!
Full 1-loop and leading 2-loop radiative corrections are needed to describe the data
      (indirect evidence of bosonic quantum effects)

From the Fermi theory of weak interactions to the discovery of W and Z
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The renormalisation of the SM and a framework for precision tests

• The Standard Model is a renormalizable gauge theory based on SU(3) x SU(2)L x U(1)Y

• The gauge sector of the SM lagrangian is assigned specifying (g,g’,v,λ) in terms of 4 measurable inputs

• More observables can be computed and expressed in terms of the input parameters, including the 

available radiative corrections, at any order in perturbation theory 

• The validity of the SM can be tested comparing these predictions with the corresponding 

experimental results

• The input choice (g,g’,v,λ) ↔ (α, Gμ, MZ, MH) minimises the parametric uncertainty of the predictions

• with these inputs, MW and the weak mixing angle are predictions of the SM, 
    to be tested against the experimental data

↵(0) = 1/137.035999139(31)

Gµ = 1.1663787(6)⇥ 10�5 GeV�2

mZ = 91.1876(21) GeV/c2

mH = 125.09(24) GeV/c2
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The W boson mass: theoretical prediction

LSM = LSM (α, Gµ, mZ ;mH ;mf ;CKM)
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�r = �r(↵, Gµ,mZ ,mH ;mf ;CKM)
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The W boson mass: theoretical prediction
Sirlin, 1980, 1984; Marciano, Sirlin, 1980, 1981;
van der Bij, Veltman, 1984; Barbieri, Ciafaloni, Strumia 1993;
Djouadi, Verzegnassi 1987; Consoli, Hollik, Jegerlehner, 1989; 
Chetyrkin, Kühn, Steinhauser, 1995;
Barbieri, Beccaria, Ciafaloni, Curci, Viceré,1992,1993; Fleischer, Tarasov, Jegerlehner, 1993;
Degrassi, Gambino, AV, 1996; Degrassi, Gambino, Sirlin, 1997;
Freitas, Hollik, Walter, Weiglein, 2000, 2003;
Awramik, Czakon, 2002; Awramik, Czakon, Onishchenko, Veretin, 2003; Onishchenko, Veretin, 2003
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combination of the W and Z mass counterterms in eq. (3.22) once the 1/ϵ poles in δ(1)m2
W

and δ(1)m2
Z are expressed in terms of MS quantities.

The two-loop counterterm δ(2)m2
Z includes also the contribution from the mixed γ Z

self-energy or

δ(2)m2
Z = Re

⎡

⎣A(1)
ZZ(m

2
Z) +A(2)

ZZ(m
2
Z) +

(
A(1)

γZ (m
2
Z)

m2
Z

)2
⎤

⎦ (3.25)

so that YMS up to the two-loop level reads

YMS = Y (1)

MS
+ Y (2)

MS
, (3.26)

Y (1)

MS
= Re

[
A(1)

WW (m2
W )

m2
W

− ĉ2
A(1)

ZZ(m
2
Z)

m2
W

]

MS

, (3.27)

Y (2)

MS
= Re

⎡

⎣A
(2)
WW (m2

W )

m2
W

− A(2)
ZZ(m

2
Z)

m2
Z

+

(
A(1)

γZ

m2
Z

)2
⎤

⎦

MS

. (3.28)

The one-loop contribution to YMS is reported in eq. (A.4) of the appendix. As before

we give the higher order terms via a simple formula:

Y h.o.
MS

(mZ) = 10−4 (y0 + y1ds+ y2dt+ y3dH + y4das) (3.29)

where dt = [(Mt/173.34GeV)2 − 1] and

y0 = −18.616753 y1 = 15.972019, y2 = −16.216781, y3 = 0.0152367, y4 = −13.633472 .

(3.30)

Eq. (3.29) includes, besides the Y (2)

MS
contribution from eq. (3.28), the complete O(α̂αs)

corrections, the leading three-loop O(α̂α2
sM

2
t /m

2
W ) contribution [7, 8] and the subleading

O(α̂3M6
t /m

6
W ) and O(α̂2αsM4

t /m
4
W ) [17, 18], and the four-loop O(α̂α3

sM
2
t /m

2
W ) contribu-

tion [19, 20]. It approximates the exact result to better than 0.075% for ŝ2 on the interval

(0.23− 0.232) when the other parameters in eq. (3.29) are varied simultaneously within a

3σ interval around their central values.

4 Results

In this section we report our results for α̂, sin2θ̂W and mW . All results are presented as

simple parameterizations in terms of the relevant quantities whose stated validity refers

to a simultaneous variation of the various parameters within a 3σ interval around their

central values given in table 1. As a general strategy for the evaluation of the two-loop

contributions, where ĉ2 can be identified with c2, we have replaced in all the two-loop terms

mW with mZ ĉ. This choice gives rise to the weakest µ-dependence in mW .

The two-loop computation of the MS electromagnetic coupling from eq. (3.3) and of

sin2θ̂W from eq. (1.4) can be summarized by the following parameterizations

α̂(µ) = a0 + 10−3
(
a1dH + a2dT + a3das + a4da

(5)
)

(4.1)

sin2θ̂W (µ) = s0 + s1dH + s2dt+ s3dHdt+ s4das + s5da
(5) (4.2)

– 11 –
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µ = mZ µ = Mt

a0 (128.13385)−1 (127.73289)−1

a1 -0.00005246 -0.00005267

a2 -0.01688835 0.02087428

a3 0.00014109 0.00168550

a4 0.22909789 0.23057967

µ = mZ µ = Mt

s0 0.2314483 0.2346176

s1 0.0005001 0.0005016

s2 -0.0026004 -0.0001361

s3 0.0000279 0.0000514

s4 0.0005015 0.0004686

s5 0.0097431 0.0098710

Table 2. Coefficients for the parameterization of α̂(µ) (left table, eq. (4.1) in the text) and
sin2θ̂W (µ) (right table, eq. (4.2) in the text).

where da(5) = [∆α(5)
had(m

2
Z)/0.02750−1] and the ai and si coefficients are reported in table 2

for two different values of the scale µ. Eq. (4.1) approximates the exact result to better

than 1.1× 10−7 (1.2× 10−7) for µ = mZ (µ = Mt), while eq. (4.2) approximates the exact

result to better than 5.1× 10−6 (6.2× 10−6) for µ = mZ (µ = Mt).

From our results on α̂ and ŝ2 it is easy to obtain the values of the g and g′ coupling

constants at the weak scale, usually identified with Mt. They can be taken as starting points

in the study of the evolution of the gauge couplings via Renormalization Group Equations

(RGE) in Grand Unified Models and in the analysis of the stability of the Higgs potential

in the SM. Ref. [57] reports the values of the gauge coupling constants at the µ = Mt

scale, g(Mt) = 0.64822 and g′(Mt) = 0.35760, obtained using a complete calculation of

the two-loop threshold corrections in the SM. Here we find g(Mt) = 0.647550 ± 0.000050

and g′(Mt) = 0.358521 ± 0.000091. The difference between the two results, which should

be a three-loop effect, is more sizable than expected. However, the results of ref. [57]

were obtained using as input parameters Gµ and the experimental values of mZ and mW ,

while our result is obtained with a different set of input parameters, i.e. Gµ, α and mZ .

In our calculation mW is a derived quantity calculable from eq. (1.5). Moreover, as shown

below, our prediction for mW is not in perfect agreement with the present experimental

determination and therefore the gauge couplings extracted using the two different sets

of inputs parameters show some discrepancy. Indeed, using our prediction for mW in the

results of ref. [57] instead of the experimental result, we find that the difference between the

g (g′) computed in the two methods is one order of magnitude smaller than the two-loops

correction and two orders smaller than the one-loop correction to g (g′).

The two-loop determination of the W mass in the MS framework from eq. (1.5) can

be parameterized as follows

mW = w0 + w1dH + w2dH
2 + w3dh+ w4dt+ w5dHdt+ w6das + w7da

(5) (4.3)

with dh = [(mH/125.15 GeV)2−1]. The wi coefficients are reported in table 3 for µ = mZ .

Two different cases are considered. In the left column the coefficients refer to the standard

case of a simultaneous variation of all parameters within a 3σ interval around their central

values. The right column applies to the case where all parameters but the Higgs mass

are varied within a 3σ interval while the latter is varied between 50 and 450GeV. In the
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below, our prediction for mW is not in perfect agreement with the present experimental

determination and therefore the gauge couplings extracted using the two different sets

of inputs parameters show some discrepancy. Indeed, using our prediction for mW in the

results of ref. [57] instead of the experimental result, we find that the difference between the
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correction and two orders smaller than the one-loop correction to g (g′).

The two-loop determination of the W mass in the MS framework from eq. (1.5) can

be parameterized as follows

mW = w0 + w1dH + w2dH
2 + w3dh+ w4dt+ w5dHdt+ w6das + w7da

(5) (4.3)

with dh = [(mH/125.15 GeV)2−1]. The wi coefficients are reported in table 3 for µ = mZ .
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The hadronic contribution can be obtained from the experimental data on the cross section

in e+e− → hadrons by using a dispersion relation. Two recent evaluations of ∆α(5)
had(m

2
Z)

report very consistent results: ∆α(5)
had(m

2
Z) = (275.7 ± 1.0) × 10−4 [52], ∆α(5)

had(m
2
Z) =

(275.0 ± 3.3) × 10−4 [53]. We use the latter as reference value in our calculation. The

Π(p)
γγ term in eq. (3.6) includes the top contribution to the vacuum polarization plus the

two-loop diagrams in which a light quark couples internally to the W and Z bosons. This

contribution, as well as ReΠ(5)
γγ (m2

Z), can be safely analyzed perturbatively.

The one-loop contribution to∆α̂p(mZ) ≡ ∆α̂(mZ)−∆α(5)
had(m

2
Z) is reported in eq. (A.3)

of the appendix. The higher order contributions to ∆α̂p(mZ) are presented here as a sim-

ple formula that parametrizes the full result in terms of the top and the Higgs masses, the

strong coupling, and ŝ2:

∆α̂p, h.o.(mZ) = 10−4 (b0 + b1ds+ b2dT + b3dH + b4das) (3.7)

where

ds =

(
ŝ2

0.231
− 1

)
, dT = ln

(
Mt

173.34GeV

)
,

dH = ln
( mH

125.15GeV

)
, das =

(
αs(mZ)

0.1184
− 1

)
(3.8)

with

b0 = 1.751181 b1 = −0.523813, b2 = −0.662710, b3 = −0.000962, b4 = 0.252884 .

(3.9)

Eq. (3.7) includes the O(α) contribution2 to Π(b)
γγ (0) + Π(l)

γγ(0) + Π(p)
γγ (0) plus the O(αs)

corrections to Π(p)
γγ (0) and the O(αs, α2

s) corrections to ReΠ(5)
γγ (m2

Z) [54]. It approximates

the exact result to better than 0.045% for ŝ2 in the interval (0.23− 0.232) when the other

parameters in eq. (3.7) are varied simultaneously within a 3σ interval around their central

values, given in table 1.

3.2 ∆r̂W

The radiative parameter ∆r̂W enters the relation between the Fermi constant and the

W mass. We recall that the Fermi constant is defined in terms of the muon lifetime τµ as

computed in an effective 4-fermion V −A Fermi theory supplemented by QED interactions:

1

τµ
=

G2
µm

5
µ

192π3
F

(
m2

e

m2
µ

)
(1 +∆q)

(
1 +

3m2
µ

5m2
W

)
, (3.10)

where F (ρ) = 1 − 8ρ + 8ρ3 − ρ4 − 12ρ2 ln ρ = 0.9981295 (for ρ = m2
e/m

2
µ) is the phase

space factor and ∆q = ∆q(1) +∆q(2) = (−4.234 + 0.036) × 10−3 are the QED corrections

computed at one [55] and two loops [56]. The calculation of ∆r̂W requires the subtraction

of the QED corrections, matching the result in the SM with that in the Fermi theory

2We alert the reader that our Πγγ is defined with the e20 coupling extracted, see eqs. (3.1), (3.2); therefore

the O(α) contribution is actually due to two-loop diagrams.
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∆α̂p, h.o.(mZ) = 10−4 (b0 + b1ds+ b2dT + b3dH + b4das) (3.7)

where

ds =

(
ŝ2

0.231
− 1

)
, dT = ln

(
Mt

173.34GeV

)
,

dH = ln
( mH

125.15GeV

)
, das =

(
αs(mZ)

0.1184
− 1

)
(3.8)

with

b0 = 1.751181 b1 = −0.523813, b2 = −0.662710, b3 = −0.000962, b4 = 0.252884 .

(3.9)

Eq. (3.7) includes the O(α) contribution2 to Π(b)
γγ (0) + Π(l)

γγ(0) + Π(p)
γγ (0) plus the O(αs)

corrections to Π(p)
γγ (0) and the O(αs, α2

s) corrections to ReΠ(5)
γγ (m2

Z) [54]. It approximates

the exact result to better than 0.045% for ŝ2 in the interval (0.23− 0.232) when the other

parameters in eq. (3.7) are varied simultaneously within a 3σ interval around their central

values, given in table 1.

3.2 ∆r̂W

The radiative parameter ∆r̂W enters the relation between the Fermi constant and the

W mass. We recall that the Fermi constant is defined in terms of the muon lifetime τµ as

computed in an effective 4-fermion V −A Fermi theory supplemented by QED interactions:

1

τµ
=

G2
µm

5
µ

192π3
F

(
m2

e

m2
µ

)
(1 +∆q)

(
1 +

3m2
µ

5m2
W

)
, (3.10)

where F (ρ) = 1 − 8ρ + 8ρ3 − ρ4 − 12ρ2 ln ρ = 0.9981295 (for ρ = m2
e/m

2
µ) is the phase

space factor and ∆q = ∆q(1) +∆q(2) = (−4.234 + 0.036) × 10−3 are the QED corrections

computed at one [55] and two loops [56]. The calculation of ∆r̂W requires the subtraction

of the QED corrections, matching the result in the SM with that in the Fermi theory

2We alert the reader that our Πγγ is defined with the e20 coupling extracted, see eqs. (3.1), (3.2); therefore

the O(α) contribution is actually due to two-loop diagrams.
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The best available prediction includes 
the full 2-loop EW result, higher-order QCD corrections, resummation of reducible terms

G.Degrassi, P.Gambino, P.Giardino, arXiv:1411.7040
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The weak mixing angle(s): theoretical prediction(s)

• on-shell definition:   

• MSbar definition:   

• the prediction of the weak mixing angle can be computed in different renormalisation schemes
    differing for the systematic inclusion of large higher-order corrections

sin2 ✓OS = 1� m2
W

m2
Z

Gµp
2

=
g2

8m2
W

�! ŝ2ĉ2 =
⇡↵p

2Gµm2
Z(1��r̂)

ŝ2 ⌘ sin2 ✓̂

definition valid to all orders

weak dependence on top-quark
corrections

Awramik, Czakon, Freitas, hep-ph/0608099�9

http://arxiv.org/abs/hep-ph/0608099
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The weak mixing angle(s): theoretical prediction(s)

sin2 ✓lep
eff

= (m2
Z
) sin2 ✓OS = ̂(m2

Z
) sin2 ✓̂

• the effective leptonic weak mixing angle enters in the definition of the effective Z-f-fbar vertex
    at the Z resonance

Meff
Zl+l� = ūl�↵

⇥
Gf
v (m

2
Z)� Gf

a (m
2
Z)�5

⇤
vl"

↵
Z

    and can be computed in the SM (or in other models) in different renormalisation schemes

4|Qf | sin2 ✓feff = 1� gfV
gfA

available perturbation order. By varying thus the scale µ of mt,MS in the O(α2) contributions
between m2

t/2 < µ2 < 2m2
t one obtains an error estimate for the O(α2αs) contributions

between 0.1 and 3.9 × 10−5, depending on the value of MH for 10 GeV < MH < 1000 GeV.
Similarly, by varying αs(µ) in the O(αα2

s ) corrections between m2
t/2 < µ2 < 2m2

t leads to
an error estimate for the O(αα3

s) contributions of less than 10−6, see Tab. 4.
An independent third estimate of the error of the O(α2αs) and O(α3) contributions can

be obtained from the existing leading terms in the expansion for large top quark mass.
Experience from the O(α2) corrections suggests that for moderate values of MH, the leading
mt-term and the remaining non-leading terms are of similar order. These contributions are
shown in the last column of Tab. 4.

As evident from the table, all methods give results of similar order of magnitude, while
the geometric progression method tends to lead to the largest error evaluation. The total
estimated error is therefore computed by summing in quadrature the error from different
contributions obtained by this method. It is found to amount to δthsin

2 θlept
eff = 4.7 × 10−5.

5.3 Parametrization formulae

Following Ref. [26], the numerical results are expressed in terms of a fitting formula, which
reproduces the exact calculation with maximal and average deviations of 4.5 × 10−6 and
1.2 × 10−6, respectively, as long as the input parameters stay within their 2σ ranges and
the Higgs boson mass in the range 10 GeV ≤ MH ≤ 1 TeV. For the sake of comparability
with the result of Ref. [26], the slightly outdated central values for the experimental input
parameters used there are also kept in the formula

sin2 θf
eff = s0 + d1LH + d2L

2
H + d3L

4
H + d4(∆

2
H − 1) + d5∆α

+ d6∆t + d7∆
2
t + d8∆t(∆H − 1) + d9∆αs

+ d10∆Z ,
(48)

with

LH = log

(

MH

100 GeV

)

, ∆H =
MH

100 GeV
, ∆α =

∆α

0.05907
− 1,

∆t =
( mt

178.0 GeV

)2
− 1, ∆αs

=
αs(MZ)

0.117
− 1, ∆Z =

MZ

91.1876 GeV
− 1.

(49)

The values of the coefficients for the effective leptonic weak mixing angle sin2 θlept
eff are given

in the second column of Tab. 5. This parametrization includes all relevant known corrections
at this time, as in eq. (46).

For some purposes, it is however useful to have a numerical result for the two-loop
electroweak form factors ∆κ and ∆r alone. For ∆κ, the following parametrization provides
a good approximation,

∆κ(α2) = ∆α ∆κ(α) + ∆κ(α2)
rem , (50)

∆κ(α2)
rem = k0 + k1LH + k2L

2
H + k3L

4
H + k4(∆

2
H − 1) + k5∆t + k6∆

2
t + k7∆tLH

+ k8∆W + k9∆W∆t + k10∆Z ,

(51)

22

• the parameterization of the full two-loop EW calculation is

f e, µ, τ νe,µ,τ u, c d, s

s0 0.2312527 0.2308772 0.2311395 0.2310286

d1 [10−4] 4.729 4.713 4.726 4.720

d2 [10−5] 2.07 2.05 2.07 2.06

d3 [10−6] 3.85 3.85 3.85 3.85

d4 [10−6] −1.85 −1.85 −1.85 −1.85

d5 [10−2] 2.07 2.06 2.07 2.07

d6 [10−3] −2.851 −2.850 −2.853 −2.848

d7 [10−4] 1.82 1.82 1.83 1.81

d8 [10−6] −9.74 −9.71 −9.73 −9.73

d9 [10−4] 3.98 3.96 3.98 3.97

d10[10−1] −6.55 −6.54 −6.55 −6.55

Table 5: Coefficient of the fitting formulae eq. (48) for different final states f f̄ .

electroweak corrections are still missing, since they involve new topologies with additional
top-quark propagators.

Since the numerical effect of the fermionic electroweak two-loop corrections is much larger
than the corresponding bosonic contributions, only the fermionic O(α2) diagrams are taken
into account. As before, the complete one-loop corrections and the (flavor independent)
contributions of order O(ααs), O(αα2

s ), O(α2αsm4
t ) and O(α3m6

t ) are also included.
As before, the numerical results are expressed through the parametrization in eq. (48),

which reproduces the exact calculation with maximal deviations of 4.5 × 10−6, when the
input parameters stay within their 2σ ranges and the Higgs boson mass in the range 10 GeV
≤ MH ≤ 1 TeV. The values of the coefficients for the various final state flavors are listed in
Tab. 5.

5.5 Implementation into global Standard Model fits

The fermionic two-loop corrections and some higher-order contributions as listed in eq. (46)
are implemented in the current version 6.42 of the program Zfitter [35,71], which is widely
used for global fits of the Standard Model to electroweak precision data [67]. Due to the
complexity of the two-loop computation, the implementation of the exact result was not
possible, so that instead the numerical fitting formula eq. (48) was included in the code.
More details can be found in Ref. [71].

The fitting formula has been incorporated exactly only for the leptonic effective weak

mixing angle sin2 θlept
eff , i.e. for the Zl+l− vertex. Results for other light flavors f = u, d, c, s, ν

in the final state are implemented in an approximate way, which reproduces the complete

24

• on-shell definition:   

• MSbar definition:   

• the prediction of the weak mixing angle can be computed in different renormalisation schemes
    differing for the systematic inclusion of large higher-order corrections

sin2 ✓OS = 1� m2
W

m2
Z

Gµp
2

=
g2

8m2
W

�! ŝ2ĉ2 =
⇡↵p

2Gµm2
Z(1��r̂)

ŝ2 ⌘ sin2 ✓̂

definition valid to all orders

weak dependence on top-quark
corrections

Awramik, Czakon, Freitas, hep-ph/0608099�9
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• the forward-backward asymmetry in e⁺e⁻ collisions: “forward” is defined w.r.t. the incoming e⁻  
• Born-level relation

• radiative corrections in the SM at the Z resonance, “Z-pole approximation” :

    neglecting non-resonant box contributions and bosonic corrections to photon-exchange diagrams

    ⇒ factorisation of the Z amplitude as the product of initial- and final-state EW form factors

    ⇒ the structure of AFB remains 3/4 A^e A^f ,  tree-level couplings replaced by form factors 

    ⇒ definition of an effective coupling at √s=MZ, with the real part of the form factors

4|Qf | sin2 ✓feff = 1� gfV
gfA

• “model independent” parameterisation of the Z boson couplings to fermions at the Z resonance
    used for the fit to the experimental data
    →  sensitivity to Higgs and to BSM physics 
          entering via the gauge boson vacuum polarization  (oblique corrections)

• the left-right polarization asymmetry at the Z resonance allowed at SLD 
    crucial complementary tests of the effective angle ALR(m

2
Z) = Ae

AFB(m
2
Z) =

3

4

2gevg
e
a ⇥ 2gfv g

f
a

[(gev)
2 + (gea)

2][(gfv )2 + (gfa )2]
⌘ 3

4
AeAf

Results from LEP and SLC: sin²θeff(leptonic)

�10
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Figure 1-11. MSSM parameter scan for MW and sin
2 ✓`e↵ (see text). Today’s 68% C.L. ellipses (from

Ab

FB(LEP), A
e

LR(SLD) and the world average) are shown as well as the anticipated LHC and ILC/GigaZ
precisions, drawn around today’s central value.

based on Ae

LR
by SLD and Ab

FB
by LEP, corresponding to

Ab

FB
(LEP) : sin2 ✓`

exp,LEP

e↵
= 0.23221± 0.00029 , (1.14)

Ae

LR
(SLD) : sin2 ✓`

exp,SLD

e↵
= 0.23098± 0.00026 , (1.15)

sin2 ✓`
exp,aver.

e↵
= 0.23153± 0.00016 , (1.16)

where the latter one represents the average [3]. The first (second) value prefers a value of MSM

H
⇠

32 (437) GeV. The two measurements di↵er by about 3�. The averaged value of sin2 ✓`e↵ , as given in
Eq. 1.16, prefers MSM

H
⇠ 110 GeV. One can see that the current averaged value is compatible with the

SM with MSM

H
⇠ 125.6 GeV and with the MSSM. The value of sin2 ✓`e↵ obtained from Ae

LR
(SLD) clearly

favors the MSSM over the SM. On the other hand, the value of sin2 ✓`e↵ obtained from Ab

FB
(LEP) together

with the MW data from LEP and the Tevatron would correspond to an experimentally preferred region
that deviates from the predictions of both models. This unsatisfactory solution can only be resolved by
new measurements. The anticipated LHC accuracy for sin2 ✓`e↵ would have only a limited potential to
resolve this discrepancy, as it is larger than the current uncertainty obtained from the LEP/SLD average.
On the other hand, a Z factory, i.e. the GigaZ option, would be an ideal solution, as is indicated by the
red ellipse. The anticipated ILC/GigaZ precision of the combined MW –sin2 ✓`e↵ measurement could put
severe constraints on each of the models and resolve the discrepancy between the Ab

FB
(LEP) and Ae

LR
(SLD)

measurements. If the central value of an improved measurement with higher precision should turn out to
be close to the central value favored by the current measurement of Ab

FB
(LEP), this would mean that the

electroweak precision observables MW and sin2 ✓`e↵ could rule out both the SM and the most general version
of the MSSM.

Community Planning Study: Snowmass 2013

Baak et al., arXiv:1310.6708, Snowmass 2013, EW WG

Relevance of new high-precision measurement of EW parameters

The precision measurement of MW and sin²θeff  
with an error of 5 MeV and 0.00021
(formidable challenges!)
would offer a very stringent 
test of the SM likelihood
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resolve this discrepancy, as it is larger than the current uncertainty obtained from the LEP/SLD average.
On the other hand, a Z factory, i.e. the GigaZ option, would be an ideal solution, as is indicated by the
red ellipse. The anticipated ILC/GigaZ precision of the combined MW –sin2 ✓`e↵ measurement could put
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FB
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electroweak precision observables MW and sin2 ✓`e↵ could rule out both the SM and the most general version
of the MSSM.

Community Planning Study: Snowmass 2013
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Relevance of new high-precision measurement of EW parameters

The precision measurement of MW and sin²θeff  
with an error of 5 MeV and 0.00021
(formidable challenges!)
would offer a very stringent 
test of the SM likelihood

In the case a BSM particle had been discovered
a very precise MW value would offer
a strongly discriminating tool about the mass spectra
in BSM models

different dependence on the neutralino mass M₂ 
of the MW prediction in the MSSM and NMSSM

MW
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O. Stål, G. Weiglein, L. Zeune, arXiv:1506.07465
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Relevance of new high-precision measurement of EW parameters

Vκ
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κ
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1.4
EW+Higgs
EW
Higgs

HEP fit

Figure 8. Two-dimensional 68% (dark) and 95% (light) probability contours for V and f (from
darker to lighter), obtained from the fit to the Higgs-boson signal strengths and the EWPO.

Result 95% Prob. Correlation Matrix

W 1.00± 0.05 [0.89, 1.10] 1.00

Z 1.07± 0.11 [0.85, 1.27] �0.17 1.00

f 1.01± 0.11 [0.80, 1.22] 0.41 �0.14 1.00

Table 13. SM-like solution in the fit of W , Z , and f to the Higgs-boson signal strengths.

with custodial symmetry. We notice that theoretical predictions are symmetric under

the exchanges {W , f} $ {�W , �f} and/or Z $ �Z , where Z can flip the

sign independent of W , since the interference between the W and Z contributions to the

vector-boson fusion cross section is negligible. Hence we have considered only the parameter

space where both W and Z are positive. In this case, we ignore EWPO in the fit, since

setting W 6= Z generates power divergences in the oblique corrections, indicating that the

detailed information on the UV theory is necessary for calculating the oblique corrections.

We also consider the case in which we only lift fermion universality and introduce

di↵erent rescaling factors for charged leptons (`), up-type quarks (u), and down-type

quarks (d), while keeping a unique parameter V for both HV V couplings. In this case,

from the Higgs-boson signal strengths we obtain the constraints on the scale factors pre-

sented in table 14 and in the top plots of figure 10. By adding the EWPO to the fit, the

constraints become stronger, as shown in table 15 and in the bottom plots of figure 10.

In this case, the Higgs-boson signal strengths are approximately symmetric under the ex-

changes ` $ �`, d $ �d and/or {V , u} $ {�V , �u}. These approximate

symmetries follow from the small e↵ect of the interference between tau and/or bottom-

quark loops with top-quark/W loops in the Higgs-boson decay into two photons, as well

as the relatively small interference between bottom- and top-quark loops in gluon-fusion,

for |V,u,d,`| ⇠ 1. Moreover, we find that negative values of u are disfavoured in the fit.

Hence, in figure 10 we consider only the parameter space where all ’s are positive. Again,
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Figure 1: (Left) 68%, 95%, and 99% probability contours for the S and T parameters. (Center) 68% and
95% probability contours for S and T fixing U = 0, together with the individual constraints from MW , the
asymmetry parameters sin2 q lept

eff , P
pol
t , A f , and A

0, f
FB with f = `,c,b, and GZ . (Right) Expected sensitivities to

S, T, U at future colliders. Different shades of the same colour correspond to results including or neglecting
the future theoretical uncertainties.

the future SM theoretical uncertainties would still be a limiting factor, reducing the sensitivity to
S, T, U in some cases by up to a factor of 2.

Result Correlation Matrix

S 0.09±0.10 1.00
T 0.10±0.12 0.86 1.00
U 0.01±0.09 �0.54 �0.81 1.00

Table 2: Results of the fit for the oblique parameters
S, T , and U .

Result Correlation Matrix

S 0.10±0.08 1.00
T 0.12±0.07 0.86 1.00

Table 3: Results of the fit for the oblique pa-
rameters S and T , fixing U = 0.

Motivated by the �2.6 s discrepancy in A
0,b
FB, it is interesting to consider the possibility that

the leading NP effects in EWPO manifest in extra contributions to the Zb̄b couplings,

g
b

a
= g

b SM
a

+dg
b

a
, a = L,R or V,A. (3.1)

The results of the fit to EWPD provide four solutions for dg
b

a
, but two of them are disfavored by the

heavy flavour LEP2 data. The two surviving solutions are characterized by a relatively small dg
b

L
,

due to the Rb constraints, and a sizable contribution to dg
b

R
, needed to solve the A

0,b
FB anomaly. In

Tables 4 and 5 and Fig. 2 we show the results for the solution that is closer to the SM. While current
data is barely consistent with the SM at 95% probability, the order of magnitude improvement at
the FCCee or CepC —also shown in Fig. 2— would allow to confirm whether the A

0,b
FB is a probe

of NP or simply an outlier.
Next we study the EWPD constraints on NP models whose leading observable effects appear

in modifications of the Higgs couplings (see, e.g., Ref. [6]). Assuming the new dynamics respects
custodial symmetry, the deviations in the Higgs to vector boson couplings can be parameterized by
a single scale factor kV (kV = 1 in the SM). This induces the leading effects in EWPO, in the form
of logarithmic contributions to the S and T parameters [7]. From the fit results in the left panel of
Fig. 3,

kV = 1.02±0.02, and kV 2 [0.98, 1.07] at 95% probability. (3.2)

3
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Figure 2: (Left) 68%, 95%, and 99% probability contours for the dg
b

V
, dg

b

A
couplings. (Center) 68%

and 95% probability contours for dg
b

R
, dg

b

L
, together with the constraints from R

0
b
, A

0
FB

and Ab. (Right)
Expected sensitivities to dg

b

R
, dg

b

L
at future colliders. Different shades of the same colour correspond to

results including or neglecting the future theoretical uncertainties.

Result Correlation Matrix

dg
b

R
0.016±0.006 1.00

dg
b

L
0.002±0.001 0.90 1.00

Table 4: Results of the fit for the shifts in the left-
handed and right-handed Zbb̄ couplings.

Result Correlation Matrix

dg
b

V
0.018±0.007 1.00

dg
b

A
�0.013±0.005 �0.98 1.00

Table 5: Results of the fit for the shifts in the vector
and axial-vector Zbb̄ couplings.
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Figure 3: (Left) 1D probability distribution for kV derived from EWPD. (Center) Comparison of the 68%
and 95% probability contours for rescaled Higgs couplings to fermions (k f ) and vector bosons (kV ), from
EWPO and Higgs signal strengths (see [1] for details). (Right) Expected sensitivities to kV at future collid-
ers. Different shades of the same colour correspond to results including or neglecting the future theoretical
uncertainties.

We also find a preference for kV > 1, with 90% of probability. This imposes significant constraints
on composite Higgs models, which generate values of kV < 1, unless extra contributions to the
oblique parameters are present. It is noteworthy that, as can be seen in the central panel of Fig. 3,
the EWPO constraints still dominate the LHC run 1 bounds from Higgs signal strengths [1].

Finally, we consider the general parametrization of NP effects using the SM effective field
theory up to dimension 6. Assuming that the fields and symmetries of nature at energies below
a given cutoff L are those of the SM, the most general Lorentz and SM gauge invariant theory

4

A precise measurement of MW  and of sin²θeff  constrains 
several dim-6 operators contributing to Higgs and gauge interaction vertices.
Today still one of the strongest constraints
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Λ: Cut-off of the EFT

February 16, 2018

EFT analyses with FCC precision

J. de Blasa†

aINFN, Sezione di Roma, Piazzale A. Moro 2, I-00185 Rome, Italy

Abstract

Materials for the talk presented at the FCC physics meeting on Feb. 19 2018.
EFT: E↵ects suppressed by �

q

⇤

�d�4

q = v, E < ⇤

1 Expected precision for EWPO at FCC-ee

Observable Expected uncertainty (Relative uncertainty)
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)

Table 1: Expected sensitivities to Z-lineshape parameters and normalized partial decay widths.
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Effects  
suppressed by

Truncate at d=6: 59 types of operators (2499 counting flavor) 
W. Buchmüller, D. Wyler, Nucl. Phys. B268 (1986) 621
C. Arzt, M.B. Einhorn, J. Wudka, Nucl. Phys. B433 (1995) 41 
B.Grzadkowski, M.Iskrynski, M.Misiak, J.Rosiek, JHEP 1010 (2010) 085

First complete basis, aka Warsaw basis

February 18, 2018

EFT analyses with FCC precision

J. de Blasa†

aINFN, Sezione di Roma, Piazzale A. Moro 2, I-00185 Rome, Italy

Abstract

Materials for the talk presented at the FCC physics meeting on Feb. 19 2018.

1 EFT

E↵ects of EFT interactions suppressed by

�
q

⇤

�d�4

q = v, E < ⇤

M
2
Z

(1TeV)2
⇠ 0.8%

M
4
Z

(1TeV)4
⇠ 0.007%

†E-mail: Jorge.DeBlasMateo@roma1.infn.it

1

Jorge de Blas 
INFN - University of Padova

FCC Week 2018 
Amsterdam, April 11, 2018

The dimension-6 SMEFT

• The dimension 6 SMEFT: 

• LO new physics effects “start” at dimension 6  

• With current precision, and assuming Λ~TeV, sensitivity to d>6 is small

Power counting: EFT expansion in canonical dimension of operators
Particles and symmetries of the low-energy theory: SM
Assumes new physics is heavy + decoupling

de Blas et al, arXiv:1608.01509
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High-precision 
measurements 

MW and sin²θ determination at hadron colliders

�13



Observables quantities accessible via counting experiments
                    cross sections and asymmetries

Pseudo-Observables quantities that are functions of the cross section and asymmetries
                               require a model to be properly defined
                              ·the Z boson mass at LEP as the pole of the Breit-Wigner resonance factor
                              · sin²θeff at the Z resonance at LEP from the ratio of  Gv/Ga  form factors
                              ·the W mass at hadron collider as the fitting parameter of a template fit procedure
                                 with templates computed in a model (typically the SM)

Template fit ·several histograms describing a differential distribution, computed in a given model,  with 
                     the highest available theoretical accuracy and degree of realism in the detector simulation
                     letting the fit parameter (e.g. MW) vary in a range
                  ·the histogram that best describes the data selects the preferred, i.e. measured, MW value
                  ·the result of the fit depends 
                        1) on the chosen model
                        2) on the hypotheses used to compute the templates (→ theoretical systematic errors)
                  ·accurate calculations, properly implemented in Monte Carlo event generators
                     are needed to reduce this systematic error

Model dependency ·new physics might affect the kinematical distributions via virtual corrections
                               (whose impact depends on the specific formulation of the event generator)
                               how different is the result for MW with MSSM templates   vs SM templates ?

Vocabulary
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The Drell-Yan process

Motivations

Drell-Yan-like production of singleW (Z) bosons is one of the cleanest processes with a large

cross section at hadron colliders. It can be used

W
+

u

d
−

ν
l

l
+

p

p X

X

• to derive precise measurements of the W -boson mass MW and width �W . Relevant

observables: leptons’ transverse momentum p⌅
T , W transverse mass MW

T , ratio of the

W /Z transverse mass distributionsMW
T /MZ

T , ratio of leptonic rates ...

• to monitor the collider luminosity and determine the parton distribution functions (PDFs).
Relevant observables: total cross section,W rapidity yW , charged lepton pseudorapidity

�⌅ ...
M. Dittmar, F. Pauss, D. Zurcher, Phys. Rev. D56 (1997) 7284

V.A. Khoze et al., Eur. Phys. J. C19 (2001) 313
4

·production of a pair of leptons with high transverse (missing) momentum
    in hadron-hadron collisions (either collider or fixed target experiments)

·along the beam axis large soft (i.e. non-perturbative) hadronic activity

  → the large lepton momenta in the plane transverse to the beam axis guarantee
              a clean signature
              the perturbative regime of QCD

·important probe of QCD dynamics:
          1) the lepton pair recoils in the transverse plane against initial state QCD radiation
          2) the lepton-pair rapidity is directly connected to the proton PDFs

   these d.o.f. are two of the mostly relevant (limiting) factors for precision EW measurements
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MW determination at hadron colliders

MW extracted from the study of the shape of the  MT, pt_lep, ET_miss  distributions  in CC-DY  
thanks to the jacobian peak that enhances the sensitivity to MW

In charged-current DY, it is NOT possible to reconstruct the lepton-pair invariant mass
Full reconstruction is possible (but not easy) only in the transverse plane

d

dp2?
! 2

s

1p
1� 4p2?/s

d

d cos ✓
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MW determination at hadron colliders

MW extracted from the study of the shape of the  MT, pt_lep, ET_miss  distributions  in CC-DY  
thanks to the jacobian peak that enhances the sensitivity to MW

In charged-current DY, it is NOT possible to reconstruct the lepton-pair invariant mass
Full reconstruction is possible (but not easy) only in the transverse plane

d
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d

d cos ✓

problems are due to ・the smearing of the distributions due to difficult neutrino reconstruction

                               ・strong sensitivity to the modelling of initial state QCD effects

Experimental Observables 

5 EPS-HEP Stockholm   18/07/2013 T.Kurca for D0 Collaboration 

pT(e) 
 most affected by pT(W)   

MT 
 less sensitive to transverse motion of W 
- sensitive to detector resolution effects 

          No pT(W)  
   pT(W) included 

  Detector effects  

  extract W mass from 3 observables transversal to the beam direction:   
               Electron pT 
               W transverse mass MT 
               Missing ET 

  complementary observables, not completely correlated 
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MW determination at hadron colliders

MW extracted from the study of the shape of the  MT, pt_lep, ET_miss  distributions  in CC-DY  
thanks to the jacobian peak that enhances the sensitivity to MW

In charged-current DY, it is NOT possible to reconstruct the lepton-pair invariant mass
Full reconstruction is possible (but not easy) only in the transverse plane

d

dp2?
! 2

s

1p
1� 4p2?/s

d

d cos ✓

problems are due to ・the smearing of the distributions due to difficult neutrino reconstruction

                               ・strong sensitivity to the modelling of initial state QCD effects

Experimental Observables 

5 EPS-HEP Stockholm   18/07/2013 T.Kurca for D0 Collaboration 

pT(e) 
 most affected by pT(W)   

MT 
 less sensitive to transverse motion of W 
- sensitive to detector resolution effects 

          No pT(W)  
   pT(W) included 

  Detector effects  

  extract W mass from 3 observables transversal to the beam direction:   
               Electron pT 
               W transverse mass MT 
               Missing ET 

  complementary observables, not completely correlated 
   

 

)cos1(2 Q
Q IeT

e
TT EEM '� 

 [GeV]l
T

 p
30 32 34 36 38 40 42 44 46 48 50

Ev
en

ts
 / 

 0
.5

 G
eV

20
40
60
80

100
120
140
160

310×  
  

Data
ν-µ →

-W
Background

ATLAS
-1 = 7 TeV, 4.1 fbs

/dof = 29/392χ

 [GeV]l
T

 p
30 32 34 36 38 40 42 44 46 48 50D

at
a 

/ P
re

d.

0.98
0.99

1
1.01
1.02

                 

 [GeV]miss
T

 p
30 35 40 45 50 55 60

Ev
en

ts
 / 

 0
.5

 G
eV

10000
20000
30000
40000
50000
60000
70000
80000
90000

 
  

Data
ν-µ →

-W
Background

ATLAS
-1 = 7 TeV, 4.1 fbs

/dof = 47/592χ

 [GeV]miss
T

 p
30 35 40 45 50 55 60D

at
a 

/ P
re

d.
0.98
0.99

1
1.01
1.02

                                               

 [GeV]T m
60 70 80 90 100 110 120

Ev
en

ts
 / 

 G
eV

20
40
60
80

100
120
140

310×  
  

Data
ν-µ →

-W
Background

ATLAS
-1 = 7 TeV, 4.1 fbs

/dof = 48/592χ

 [GeV]T m
60 70 80 90 100 110 120D

at
a 

/ P
re

d.

0.98
0.99

1
1.01
1.02

                                

ATLAS error dominated by 
modelling systematics

�16



Rhorry Gauld

1

Angular coefficients in Z boson production 

hadron plane
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work with A. Gehrmann-De Ridder, T. Gehrmann, E.W.N. Glover, A. Huss
arXiv:1708.00008
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Weak mixing angle determination at hadron colliders (I)

AFB(Ml+l�) =
F (Ml+l�)�B(Ml+l�)
F (Ml+l�) + B(Ml+l�)

cos �⇥ = f
2

M(l+l�)
�

M2(l+l�) + p2
t (l+l�)

[p+(l�)p�(l+)� p�(l�)p+(l+)]

p± =
1⇥
2
(E ± pz) f =

|pz(l+l�)|
pz(l+l�)

F (Ml+l�) =
� 1

0

d⇥

d cos ��
d cos �� B(Ml+l�) =

� 0

�1

d⇥

d cos �⇥
d cos �⇥

invariant mass Forward-Backward asymmetry
in neutral-current DY

scattering angle defined in the Collins-Soper frame → “Forward” (“Backward”)

we would like to appreciate parity violation like at LEP, 
observing an asymmetry with respect to the direction of the incoming particle
  → it is not possible because we have both  q-qbar  and qbar-q annihilation processes
  → at the LHC the symmetry of the collider (p-p) removes one possible preferred direction
but…
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Weak mixing angle determination at hadron colliders (I)
…but
at a given lepton-pair rapidity Y
q-qbar and qbar-q have different weight because of the PDFs  ⇒ do not cancel each other
                                                         

the parton luminosity unbalance is due to the different x dependence of the valence and sea quarks
AFB is more pronounced at large Y, e.g. at LHCb

   close to MZ :  small AFB but good sensitivity to the weak mixing angle
away from MZ :  large AFB,  no sensitivity to the weak mixing angle,   possible effects from new Z’…

� sin2 ⇥W = 0.0001

�AFB = AFB(sin2 ⇥W + � sin2 ⇥W )�AFB(sin2 ⇥W � � sin2 ⇥W )
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AFB probes a PDF weighted combination of up, down and leptonic effective angles
away from MZ:  “model independent” parameterisation of AFB is not possible, we compute it in the SM
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Weak mixing angle determination at hadron colliders (II)
The Drell-Yan process, including QCD corrections only, can be described as the production of a vector 
boss and its subsequent decay

The leptons kinematics can be described in terms of angular coefficients Ai, which carry the
information about the initial state QCD dynamics (pt, invariant mass, rapidity of the lepton pair)

d�

d4q d cos ✓ d�
=

3

16⇡

d�unpol

d4q

�
1 + cos2 ✓+

A0(1� cos2 ✓) +A1 sin(2✓) cos�+
1

2
A2 sin

2 ✓ cos(2�)+

A3 sin ✓ cos�+A4 cos ✓+

A5 sin
2 ✓ sin(2�) +A6 sin(2✓) sin�+A7 sin ✓ sin�

 

normalised by dσ(unpol) 

even under parity

odd under parity

start at O(αs²)

The coefficients A3 and A4 describe the contribution 
of the cross section odd under parity
and in turn are sensitive to the weak mixing angle.

26

Input parameters for Ang.Coeff.

PDFs: PDF4LHC NNLO Hessian 30 member set 
Choice of electroweak input parameters:{Mos

Z , Mos
W , Gµ

F }

In this scheme         is a derived parameter:sos,2w

sos,2w = 1� Mos,2
W

Mos,2
Z

⇡ 0.223

Problem for observables proportional to vector coupling (A3,A4)

/ 2

3
gupV +

1

3
gdoVCross section for these contributions is

⇡ 0.031C
⇥
s2w = 0.230

⇤

⇡ 0.043C
⇥
s2w = 0.223

⇤

Include the leading one- and two-loop universal corrections 
relating MW-MZ, allows for matching to EW corrections
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from a talk by R. Gauld in Orsay, October 2017
based on Gehrmann-De Ridder et al., arXiv:1708.00008
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Pseudo-observables and EW input schemes

To fit a pseudo-observable, the templates are computed in a given model (e.g. SM)

Every quantity (observable and pseudo-observable) predicted e.g. in the SM 
is expressed in terms of the lagrangian input parameters

The lagrangian inputs are the only parameters which can be varied in the template fitting procedure 
                 example:   when using (α, Gμ, MZ, MH) as inputs   (the LEP scheme),  
                                 then MW is a prediction and can NOT be used as fitting parameter
                                 at most, we can assess the SM likelihood for a given (α, Gμ, MZ, MH) set

The Gμ scheme is commonly used at hadron colliders and treats (Gμ, MW, MZ, MH) as inputs
                  in this scheme we can fit MW
                  relation between sin²θeff  and MW known at 2-loop EW level (available in POWHEG)
                  sin²θeff  is a derived quantity, which can be computed given the measured MW value

CC and NC DY should be studied in a common framework, with the same input scheme
                  pro:      consistent reduction of common systematic uncertainties
                  caveat:  only the chosen inputs can be varied, i.e. measured
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SM lagrangian parameters and EW input schemes

(g, g0, v) ! (↵0, Gµ,mZ) LEP scheme:  minimal parametric uncertainty in the predictions
                    Z and γ diagrams have their “natural” coupling
                    MW and sin²θW  are predictions,  can not be fitted

(g, g0, v;�) + 9 yukawa couplings + 4 CKM param’s � ! mH = v
p

�/2

The gauge sector is parameterised by 3 independent couplings (g, g’, v)  .   
Any other observable can/must be computed in terms of these 3 couplings.

Different possibilities to express (g, g’, v) in terms of measured quantities.

! (Gµ,mW ,mZ) Gmu scheme:  MW is a free parameter which can be fitted
                      
                      independent of light-quark masses
                      it reabsorbs large logarithmic corrections

                      α and sin²θW  are predictions,  can not be fitted

! (↵0,mW ,mZ) α₀ scheme:     dependent on the light-quark masses
                      receives large logarithmic corrections
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Simulating  
the DY processes
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Tools for Drell-Yan simulations: inclusive lepton-pair production
  i.e. how we compute the templates

DYRes            NNLO+NNLL QCD                                      
ResBos          (N)NLO+NNLL QCD                                                             
RadISH         NNLO+N3LL
                                                                    
MC@NLO     NLO+PS  QCD
POWHEG      NLO+PS QCD
DYNNLOPS    NNLO+PS QCD                     
Sherpa            NNLO+PS QCD
                                                                    
HORACE        NLO-EW +QED-PS                          
POWHEG       NLO-(QCD+EW) + (QCD+QED)-PS

Codes including fixed-order results Codes including the matching of fixed- and all-order results

FEWZ          NNLO QCD (W)                                      
                    NNLO QCD + NLO EW (Z)
DYNNLO     NNLO QCD
MCFM          NLO QCD

WZGRAD    NLO EW
SANC           NLO QCD + NLO EW
RADY           NLO QCD + NLO EW

Technical comparison and systematic classification of higher orders in  Alioli et al., arXiv:1606.02330
repository of all the codes involved in https://twiki.cern.ch/twiki/bin/view/LHCPhysics/EWWG1

Exact O(ααs) results are not available, 
         bulk of these contributions included in approximated way in simulation codes
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Coupling expansion and logarithmic enhancements (1)

↵s(mZ) ' 0.118, ↵em(mZ) ' 0.0078
↵s(mZ)

↵em(mZ)
' 15.1

↵2
s(mZ)

↵em(mZ)
' 1.8

Coupling strength → first classification (NNLO-QCD ~ NLO-EW) is appropriate
for those observables that do not receive any logarithmically enhanced correction

⇥tot = ⇥0 + �s⇥�s + �2
s⇥�2

s
+ . . .

+ �⇥� + �2⇥�2 + . . .

+ ��s ⇥��s + ��2
s ⇥��2

s
+ . . .

QCD

EW
mixed QCDxEW
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Coupling expansion and logarithmic enhancements (1)

At differential level, in specific phase-space corners, a plain coupling constant expansion is inadequate
→ fixed-order EW corrections can become as large as (or even bigger than) QCD corrections
     because of log-enhanced factors
→ log-enhanced corrections have to be resummed to all orders, if possible, 
     analytically or via Parton Shower, rearranging the structure of the perturbative expansion

In presence of resummed expressions, the QCDxEW interplay entangles classes of corrections
to all orders in αs and α

The perturbative convergence depends on the presence of all allowed partonic channel that may 
contribute to a given final state.

↵s(mZ) ' 0.118, ↵em(mZ) ' 0.0078
↵s(mZ)

↵em(mZ)
' 15.1

↵2
s(mZ)

↵em(mZ)
' 1.8

Coupling strength → first classification (NNLO-QCD ~ NLO-EW) is appropriate
for those observables that do not receive any logarithmically enhanced correction

⇥tot = ⇥0 + �s⇥�s + �2
s⇥�2

s
+ . . .

+ �⇥� + �2⇥�2 + . . .

+ ��s ⇥��s + ��2
s ⇥��2

s
+ . . .

QCD

EW
mixed QCDxEW
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Coupling expansion and logarithmic enhancements (2): QCD
·QCD ISR is responsible for large logarithmic corrections ~ LQCD ≝ log( ptV / mV )  for a final state V
                  which need to be resummed to all orders, e.g. via QCD Parton Shower

   two examples in DY:  single lepton pt needs resummation, fixed-order QCD prediction meaningless
                                   lepton-pair transverse mass is very mildly affected when integrating over QCD
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Carloni Calame, Chiesa, Martinez, Montagna, Nicrosini, Piccinini, AV, arXiv:1612.02841
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Coupling expansion and logarithmic enhancements (2): EW
·QED FSR is responsible for the energy/momentum loss of final state particles, e.g. leptons,
                  yielding large collinear logarithmic corrections ~ LQED ≝ log(ŝ/mf²) 
                  which strongly affect the value  of reconstructed observables
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Which are the most relevant radiative corrections and uncertainties for precision EW measurements?

      ▻ QCD modelling      both perturbative and non-perturbative QCD contributions

                    transverse d.o.f.     →   gauge bosons PT spectra → non-pert contributions at low PTZ

                    longitudinal d.o.f.    →  rapidity distributions        → PDF uncertainties

      ▻ EW and mixed QCDxEW effects

                     important QED/EW corrections modulated by the underlying QCD dynamics

                     flavour sensitivity
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Which are the most relevant radiative corrections and uncertainties for precision EW measurements?

      ▻ QCD modelling      both perturbative and non-perturbative QCD contributions

                    transverse d.o.f.     →   gauge bosons PT spectra → non-pert contributions at low PTZ

                    longitudinal d.o.f.    →  rapidity distributions        → PDF uncertainties

      ▻ EW and mixed QCDxEW effects

                     important QED/EW corrections modulated by the underlying QCD dynamics

                     flavour sensitivity

The simultaneous analysis of CC-DY and NC-DY forces us to discuss 
similarities and differences of the two processes w.r.t. radiative corrections and to QCD modelling
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QCD modelling
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Lepton-pair transverse momentum distribution

·A crucial role in precision EW measurements (MW in particular) is played by the ptZ distribution

      ▻ MW is extracted from the fit to the pt_lep, MT and ET_miss distributions

      ▻ the pt_lep and pt_ν determination strongly depends on a precise control of the ptW distribution

      ▻ a precise ptW measurement is not yet available → we rely on ptZ and extrapolate from it

      ▻ ptZ is used to calibrate 1) detectors 2) Monte Carlo tools (Parton Shower at low-ptZ)
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Fig. 6 The Born-level distributions of (1/σ ) dσ/dpℓℓ
T for the combi-

nation of the electron-pair and muon-pair channels, shown in six mℓℓ

regions for |yℓℓ| < 2.4.The central panel of each plot shows the ratios of
the values from the individual channels to the combined values, where
the error bars on the individual-channel measurements represent the
total uncertainty uncorrelated between bins. The light-blue band rep-

resents the data statistical uncertainty on the combined value and the
dark-blue band represents the total uncertainty (statistical and system-
atic). The χ2 per degree of freedom is given. The lower panel of each
plot shows the pull, defined as the difference between the electron-pair
and muon-pair values divided by the uncertainty on that difference

dicted by ResBos to the combined Born-level data for the
six |yℓℓ| regions at the Z -boson mass peak. Figure 10 shows
the same comparison for the three |yℓℓ| regions in the two

mℓℓ regions adjacent to the Z -boson mass peak. Also shown
in these figures are the statistical and total uncertainties on
the data, as well as the uncertainty in the ResBos calculation
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Lepton-pair transverse momentum distribution
·The precision of the theoretical prediction for ptZ, in dedicated calculations/tools,   depends on:

   ▻ logarithmic accuracy (N3LL) in the log(ptZ/MZ) resummation   →  relevant at small ptZ 

   ▻ fixed-order accuracy (NNLO) in the ptZ spectrum                   →  relevant at large ptZ

   ▻ matching prescription                                                              →  relevant at intermediate ptZ

(a) (b)

Figure 5: Vector boson production at the LHC with lepton selection cuts. The NLL+NLO (red)
and NNLL+NNLO (blue) normalized qT spectra for Z/γ∗ production are compared with the CMS
data of Ref. [91] (left panel) and the ATLAS data of Ref. [92] (right panel). The scale variation
bands are obtained as described in the text. The inset plot shows the ratio of the data and of the
scale dependent NNLL+NNLO result with respect to the NNLL+NNLO result at central values of
the scales.

see that our NNLL+NNLO calculation describes the W production data within the perturbative
uncertainties. The NNLL+NNLO perturbative uncertainty is about ±8% at the peak, it decreases
to about ±4% at qT ∼ 15 GeV, and it increases again to about ±15% at qT = 50 GeV.

In Sect. 3.1 and in the first part of this Section, we have examined vector boson qT distributions
(without and with the application of acceptance cuts) and we have computed and studied the
effects that are produced by the all-order resummation of large logarithmically-enhanced terms
at small values of qT . Our related calculations are performed at complete NNLL+NNLO (and
NLL+NLO) accuracy. In the following part of this Section, we consider other observables that
are related to the qT distributions but in which fixed values of qT are not directly measured.
These observables are inclusive over qT within certain qT ranges. Since the bulk of the vector
boson cross section is produced at small values of qT , if the observable (indirectly) probes the
detailed shape of the production cross section in the small-qT region, the observable itself can
be very sensitive to high-order radiative corrections and to the qT resummation effects that we
can explicitly compute. This reasoning illustrates and justifies the physical (and quantitative)
relevance of qT resummation for other qT -related observables. In the second part of this Section
we study the quantitative impact of qT resummation on some observables.

At the formal level, our study of other observables implies that we are resumming high-order
logarithmic corrections (in case they are present) that appear in the computation of those ob-
servables. Strictly speaking, this resummation has to be performed on an observable-dependent
basis (see, e.g., Ref. [95]). Therefore, our observable-independent treatment (based on transverse-
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Figure 9. Comparison of the normalised transverse momentum distribution for Drell-Yan pair production
at NNLO (green), NNLL+NLO (blue) and N3LL+NNLO (red) at

p
s = 8 TeV integrated over the full

lepton-pair rapidity range (0 < |Y``| < 2.4), in three different lepton-pair invariant-mass windows. For
reference, the ATLAS data is also shown, and the lower panel shows the ratio of each prediction to data.

availability of experimental measurements, in Figures 13 and 14 we also provide predictions sliced
in Y`` for the low- and high- di-lepton invariant-mass windows, respectively. The three rapidity
slices we focus on correspond to regions (a+b), (c+d), and (e+f) of Eq. (6.3).

The prediction subdivided in rapidity slices largely shares the same features as that integrated
over rapidity, which has been detailed in Figure 11. In the central invariant-mass window, data is
accurately reproduced by the N3LL+NNLO prediction, regardless of the considered rapidity slice,
with a theoretical systematics in the 5% range or smaller in most cases but for the low-�⇤

⌘
region at

large rapidity where the uncertainty is in the 5–10% range. The quality of the description slightly
degrades at low invariant mass, and to a lesser extent also at high invariant mass, mainly in the
hard region, with a pattern similar to that displayed by the rapidity-integrated spectrum. Overall,
the uncertainty associated with the N3LL+NNLO is of order of 5% or better, with a significant
improvement both in the shape and in the systematics with respect to NNLL+NLO.

– 20 –

shape of the

distributions

good stability of the RadISH predictions

under changes of the matching scheme
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Lepton-pair transverse momentum distribution
Matched shower Monte Carlo event generators (cfr. DYNNLOPS, or SHERPA+UN2LOPS)

        ▻ are fully exclusive, general purpose tools; crucial in the experimental analyses

        ▻ accuracy: NNLO-QCD on the inclusive observables, NLO-QCD at large ptZ, (N)LL at small ptZ

        ▻ require a tuning of the Parton Shower parameters (non perturbative effects at low ptZ)

        ▻ are affected by non-negligible matching uncertainties (recipe, matching param’s dependence)

        ▻ depend on several algorithmic details (e.g. Parton-Shower phase space)
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Lepton-pair transverse momentum distribution
Matched shower Monte Carlo event generators (cfr. DYNNLOPS, or SHERPA+UN2LOPS)

        ▻ are fully exclusive, general purpose tools; crucial in the experimental analyses

        ▻ accuracy: NNLO-QCD on the inclusive observables, NLO-QCD at large ptZ, (N)LL at small ptZ

        ▻ require a tuning of the Parton Shower parameters (non perturbative effects at low ptZ)

        ▻ are affected by non-negligible matching uncertainties (recipe, matching param’s dependence)

        ▻ depend on several algorithmic details (e.g. Parton-Shower phase space)

comparison

of absolute

distributions

280 Page 24 of 53 Eur. Phys. J. C (2017) 77 :280

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5

25 30 35 40 45 50 55

R

pl
+

⊥ (GeV)

LHC 8 TeV
muon bare

dσ
dpl+

⊥

R=code/NNLO-QCD

NNLO − QCD
DYNNLOPS

SHERPA NNLO+ PS

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5

25 30 35 40 45 50 55

R

pl
+

⊥ (GeV)

LHC 8 TeV
muon bare
dσ

dpl+
⊥

R=code/NNLO-QCD

1
2 ≤ Q

XXX ≤ 2
µR = µF = µ, 1

2 ≤ µ
Mll

≤ 2

NNLO − QCD
DYNNLOPS
SHERPAQ

SHERPAµR,F

0.8

0.85

0.9

0.95

1

1.05

1.1

1.15

1.2

60 70 80 90 100 110 120

R

Ml+l− (GeV)

LHC 8 TeV

muon bare
dσ

dMl+l−

R=code/NNLO-QCD

NNLO − QCD
DYNNLOPS

SHERPA NNLO+ PS

0.8

0.85

0.9

0.95

1

1.05

1.1

1.15

1.2

60 70 80 90 100 110 120

R

Ml+l− (GeV)

LHC 8 TeV

muon bare
dσ

dMl+l−

R=code/NNLO-QCD

1
2 ≤ Q

XXX ≤ 2

µR = µF = µ, 1
2 ≤ µ

Mll
≤ 2

NNLO − QCD
DYNNLOPS
SHERPAQ

SHERPAµR,F

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5

0 50 100 150 200 250 300

R

pZ⊥ (GeV)

LHC 8 TeV
muon bare
dσ
dpZ

⊥

R=code/NNLO-QCD

NNLO − QCD
DYNNLOPS

SHERPA NNLO+ PS

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5

0 50 100 150 200 250 300

R

pZ⊥ (GeV)

LHC 8 TeV
muon bare
dσ
dpZ

⊥

R=code/NNLO-QCD

1
2 ≤ Q

XXX ≤ 2

µR = µF = µ, 1
2 ≤ µ

Mll
≤ 2

NNLO − QCD
DYNNLOPS
SHERPAQ

SHERPAµR,F

Fig. 23 Higher-order QCD effects, expressed in units of NNLO
QCD, due to the matching of resummed and fixed order
results, in codes with NNLO accuracy, for the process pp →
µ+µ− + X , obtained with ATLAS/CMS cuts at the 8 TeV
LHC. The SHERPA NNLO+PS uncertainty bands for renormaliza-
tion/factorization scales (black) and shower scale (green) variations are
shown in the right plots. The DYNNLOPS (pink) uncertainty bands are

shown in the left plots. Cfr. the text for details about the definition of
the bands. The central scales results are presented with dashed lines for
SHERPA NNLO+PS (blue) and DYNNLOPS (pink). Results are shown
for the lepton transverse momentum (upper plot), lepton-pair invariant
mass (middle plots) and transverse momentum (lower plot) distributions
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Alioli et al., arXiv:1606.02330

Comparison of the DYNNLOPS and SHERPA+UN2LOPS scale uncertainty bands 
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Fig. 23 Higher-order QCD effects, expressed in units of NNLO
QCD, due to the matching of resummed and fixed order
results, in codes with NNLO accuracy, for the process pp →
µ+µ− + X , obtained with ATLAS/CMS cuts at the 8 TeV
LHC. The SHERPA NNLO+PS uncertainty bands for renormaliza-
tion/factorization scales (black) and shower scale (green) variations are
shown in the right plots. The DYNNLOPS (pink) uncertainty bands are

shown in the left plots. Cfr. the text for details about the definition of
the bands. The central scales results are presented with dashed lines for
SHERPA NNLO+PS (blue) and DYNNLOPS (pink). Results are shown
for the lepton transverse momentum (upper plot), lepton-pair invariant
mass (middle plots) and transverse momentum (lower plot) distributions
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Alioli et al., arXiv:1606.02330
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Lepton-pair transverse momentum distribution
Matched shower Monte Carlo event generators (cfr. DYNNLOPS, or SHERPA+UN2LOPS)

        ▻ are fully exclusive, general purpose tools; crucial in the experimental analyses

        ▻ accuracy: NNLO-QCD on the inclusive observables, NLO-QCD at large ptZ, (N)LL at small ptZ

        ▻ require a tuning of the Parton Shower parameters (non perturbative effects at low ptZ)

        ▻ are affected by non-negligible matching uncertainties (recipe, matching param’s dependence)

        ▻ depend on several algorithmic details (e.g. Parton-Shower phase space)

Eur. Phys. J. C (2016) 76 :291 Page 17 of 61 291
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Fig. 13 The ratio of (1/σ ) dσ/dφ∗
η in the mℓℓ region from 116 to

150 GeV to that in the mℓℓ region from 46 to 66 GeV, for three regions
of |yℓℓ|. The data, shown as points, are compared to the predictions of
ResBos. The light-green band represents the statistical uncertainty on
the data and the dark-green band represents the total uncertainty on
the data (treating systematic uncertainties as uncorrelated between the
mass regions). The yellow band represents the uncertainty in the Res-
Bos calculation arising from varying (See footnote 2) the QCD scales,
the non-perturbative parameter aZ , and PDFs

both the electron- and muon-pair channels are provided cor-
responding to a variety of particle-level definitions that differ
in the size of the correction for final-state photon radiation.
The results from the two channels at the Born level are com-

bined and compared to a variety of theoretical predictions.
In addition, measurements of the integrated cross section in
six bins of mℓℓ are given.

The predictions fromResBos, which include the effects of
soft-gluon resummation, are compared to the normalised φ∗

η

distributions (1/σ ) dσ/dφ∗
η . These predictions are consistent

with the data within the assigned theoretical uncertainties
within certain kinematic regions, especially at low values of
φ∗

η : φ∗
η < 0.4 for 46 GeV < mℓℓ < 66 GeV; φ∗

η < 2 for
66 GeV < mℓℓ < 116 GeV; and over the full range of φ∗

η

for 116 GeV < mℓℓ < 150 GeV. However, outside these
kinematic ranges, i.e., for larger values of φ∗

η , the predictions
show significant deviations from the data. The evolution of
(1/σ ) dσ/dφ∗

η with |yℓℓ| and mℓℓ (for which the theoretical
uncertainties on the predictions largely cancel) is generally
well described by ResBos.

Predictions from MC generators with parton showers are
compared to the normalised pℓℓ

T distributions in a similar
manner. Between pℓℓ

T values of approximately 5 GeV and
100 GeV for mℓℓ > 46 GeV the MC generators describe
the basic shape of the data to within 10 %. However outside
this range, and in the very-low regions of mℓℓ the agree-
ment worsens. The MC generators do though provide a rea-
sonable description of the evolution of the pℓℓ

T distributions
with |yℓℓ| for the mℓℓ region around the Z -boson mass peak.
Fixed-order predictions from Dynnlo are compared to the
absolute pℓℓ

T differential cross-section distributions. The pre-
dictions describe the shape of the data within uncertainties

Fig. 14 The ratio of
(1/σ ) dσ/dpℓℓ

T as predicted by
various MC generators to the
combined Born-level data, in six
different regions of mℓℓ for
|yℓℓ| < 2.4. The light-blue band
represents the statistical
uncertainty on the data and the
dark-blue band represents the
total uncertainty (statistical and
systematic) on the data
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tuning of the Parton Shower

in the combination POWHEG + Pythia 8

at the Z resonance

extrapolation to different

invariant mass windows
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The parameters (intrinsic kt, αs in the PS, hadronization) derived from the calibration on ptZ

are used in the CC-DY studies to determine MW.

       ▻ are these param’s    1) universal ? (i.e. flavour independent)   

                                        2) scale independent  ( MW ≠ MZ !  )  ?

       ▻ the flavour structure of CC-DY and NC-DY is different

                  CC-DY:     u dbar,  c sbar, … → W⁺ →l⁺ν
                  NC-DY:     u ubar, d dbar, c cbar, s sbar, b bbar,… → γ∗/Z →l⁺l⁻
           how do the different flavour structures affect (Z to W)? 

           e.g. is the effect of scale variations different  (different DGLAP evolution) ? 

           role of heavy quarks?

Lepton-pair transverse momentum distribution: Z to W extrapolation
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The parameters (intrinsic kt, αs in the PS, hadronization) derived from the calibration on ptZ

are used in the CC-DY studies to determine MW.

       ▻ are these param’s    1) universal ? (i.e. flavour independent)   

                                        2) scale independent  ( MW ≠ MZ !  )  ?

       ▻ the flavour structure of CC-DY and NC-DY is different

                  CC-DY:     u dbar,  c sbar, … → W⁺ →l⁺ν
                  NC-DY:     u ubar, d dbar, c cbar, s sbar, b bbar,… → γ∗/Z →l⁺l⁻
           how do the different flavour structures affect (Z to W)? 

           e.g. is the effect of scale variations different  (different DGLAP evolution) ? 

           role of heavy quarks?

Lepton-pair transverse momentum distribution: Z to W extrapolation

For a realistic estimate of the QCD theoretical uncertainties, we need:

          ▻ an improved description of all the elements of difference between CC-DY and NC-DY

          ▻ a good control over the correlation between Z and W w.r.t. the different sources of uncertainty

                       any uncertainty estimate (PDFs, scale variations, etc.) based on CC-DY alone

                       leads to an overestimate of the uncertainty

The MW measurement studies the MZ-MW interdependence; it’s not an absolute measurement of MW
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Lepton-pair transverse momentum distribution: Z to W extrapolation
cfr. Bizon, Chen, Gehrmann-De Ridder, Gehrmann, Glover, Huss, Monni, Re, Rottoli, Torrielli, arXiv:1805.05916

Ratio of pT spectra: Z/W
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plots from A. Huss’s talk   https://indico.cern.ch/event/656250/contributions/2876486/attachments/1635166/2608517/ahuss.pdf

ratio of shapes of PTV distributions

conservative combination of QCD scales (31 out of 49=7x7)

evident reduction of scale dependence

in the Z/W case a residual shape difference can be guessed

Z/W
W-/W+
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Improving the description of the bottom contributions to ptZ
Bagnaschi, Maltoni, AV, Zaro, arXiv:1803.04336
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the standard MW analysis is based on massless 5FS description of Drell-Yan processes

→ which would be the impact of a description of the bottom as a massive quark? 1) on ptZ;  2) on MW

   ▻ a combination of 4FS and 5FS results improves the ptZ description, in the region  ptZ ~ 0-25 GeV

   ▻ the tuning of the Parton Shower would be affected by this improved NC-DY description

       → the CC-DY simulation would be in turn modified

   ▻ the change in the CC-DY templates would lead to a different value of MW extracted from the data

analogous approach studies the flavour dependence in the TMD framework, Bozzi et al., arXiv:1807.02101

if the elements of difference between Z and W are explicitly computed, 

then the effects encoded in the PS tunes become “more universal”
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QED induced  W(Z) transverse momentum

 Z  FSR-PS     0.409     GeV     
 Z  best         0.463     GeV
 W  FSR-PS    0.174     GeV
 W  best        0.207     GeV
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QED contribution to the PTV spectra is O(1%) of the QCD component

Differences between W and Z because of flavour structure

Bulk of the contribution due to QED-FSR, 
but
matching with full NLO-EW adds more contributions, 
again different between W and Z

Estimate of the “non-final state” component different in the 2 cases 
Δ<p⊥V> = 54 (Z) - 33 (W) = 21 MeV

HORACE
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PDF uncertainties
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PDF uncertainties and Drell-Yan processes

The experimental PDF uncertainty is represented in terms of replicas 

       and can be propagated to any observable,  e.g. to the templates used to fit the EW parameters 

       → it represents a theoretical systematic uncertainty of the EW measurements 

Different observables are correlated w.r.t. a PDF replica variation

       → this correlation must be taken into account in the template fit procedure

Drell-Yan processes (NC and CC) share a similar kinematical regime, 

       but also differ because of the different initial state flavour structure

       → we can expect a strong interplay (but not a perfect cancellation) of PDF uncertainties 

            in a simultaneous fit of CC and NC observables

The role of a PDF4LHC prescription, often considered as too conservative, should be rediscussed

to understand if it is legitimate to say that high-precision data may select (prefer) one PDF set
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according to the PDF4LHC recipe [18] and by measuring the half-width �PDF of the resulting band.
We include, in the evaluation of the envelope, the results of the sets CT10, MSTW2008CPdeut and
NNPDF2.3, because they are based on the same sets of data, making their comparison homoge-
neous. These results are presented in Table 2. We observe that the spread �sets represents a
large contribution, up to 35% of the overall uncertainty . In Table 3 we compute the envelope
of the results obtained with two more modern PDF sets, namely NNPDF3.0 and MMHT2014, which
include public data from the LHC. We observe that the width of the envelope ranges between 16
and 32 MeV, depending on the collider energy and kind and on the final state; more interesting,
the spread of the two central values is below 5 MeV in the W� case at the LHC, while it is above
15 MeV in the W+ case and at the Tevatron.

From Table 5 we can appreciate the impact of the inclusion of the new LHC data, which have
been used in the determination of the NNPDF3.0 set. Beside a few MeV o↵set for the central
values, it is possible to observe a small (few MeV) reduction of the PDF uncertainty, which is
roughly 20% smaller than the one computed with NNPDF2.3.

The dependence of the PDF uncertainty with the collider energy is illustrated in Table 4, using
the NNPDF3.0 PDF set.

no pW? cut pW? < 15 GeV
�PDF (MeV) �sets (MeV) �PDF (MeV) �sets (MeV)

Tevatron 1.96 TeV 27 16 21 15
LHC 8 TeV W+ 33 26 24 18

W� 29 16 18 8
LHC 13 TeV W+ 34 22 20 14

W� 34 24 18 12

Table 2: Half-width �PDF of the envelope of the PDF uncertainty intervals by CT10,
MSTW2008CPdeut and NNPDF2.3. Corresponding spread �sets of the central predictions.

no pW? cut pW? < 15 GeV
�PDF (MeV) �sets (MeV) �PDF (MeV) �sets (MeV)

Tevatron 1.96 TeV 16 4 9 15
LHC 8 TeV W+ 32 33 21 21

W� 22 6 12 0
LHC 13 TeV W+ 30 24 18 16

W� 23 16 11 5

Table 3: Same as in Table 2, now considering only the two recent PDF sets NNPDF3.0 and
MMHT2014.

11

the PDF4LHC recipe defines 
the half-width of the envelope δPDF  
and the spread of the central values Δsets
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● Modern individual PDF sets provide not-pessimistic estimates , ΔMW ~ O(10 MeV),
   but the global envelope in 2015 was showing large discrepancies of the central values

● The Tevatron analyses did not adopt the PDF4LHC approach

● Conservative analysis (only CC-DY values have been included)

PDF uncertainty affecting MW extracted from the ptlep distribution

no ptW cut ptW < 15 GeV 

G.Bozzi, L.Citelli, AV, arXiv:1501.05587
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The dependence of the MW PDF uncertainty on the acceptance cuts provides interesting insights
G.Bozzi, L.Citelli, AV, arXiv:1501.05587

3.4 PDF uncertainty dependence on the acceptance cuts

The results presented in Section 3.3 have been obtained imposing on the leptons the basic cuts
of Table 1. The dependence of the mW PDF uncertainty on additional cuts on the lepton-pair
transverse momentum pW? or on the charged-lepton pseudorapidity acceptance interval is presented
in Table 6. This study suggests possible optimizations of the event selection, to minimize the PDF
uncertainty impact. We observe that the region at large pW? yields an important contribution

normalized distributions
cut on pW? cut on |⌘l| CT10 NNPDF3.0

inclusive |⌘l| < 2.5 80.400 + 0.032� 0.027 80.398± 0.014
pW? < 20 GeV |⌘l| < 2.5 80.396 + 0.027� 0.020 80.394± 0.012
pW? < 15 GeV |⌘l| < 2.5 80.396 + 0.017� 0.018 80.395± 0.009
pW? < 10 GeV |⌘l| < 2.5 80.392 + 0.015� 0.012 80.394± 0.007

pW? < 15 GeV |⌘l| < 1.0 80.400 + 0.032� 0.021 80.406± 0.017
pW? < 15 GeV |⌘l| < 2.5 80.396 + 0.017� 0.018 80.395± 0.009
pW? < 15 GeV |⌘l| < 4.9 80.400 + 0.009� 0.004 80.401± 0.003
pW? < 15 GeV 1.0 < |⌘l| < 2.5 80.392 + 0.025� 0.018 80.388± 0.012

Table 6: LHC 8 TeV, W+ production. Impact of di↵erent acceptance cuts. The two cuts pl? > 25
GeV and /ET � 25 GeV are always applied. In the first four rows we vary the cut on pW? , for fixed
|⌘l| interval. In the second four rows we vary the pseudorapidity acceptance, with pW? < 15 GeV.

0

0.002

0.004

0.006

0.008

0.01

0.012

0.014

0.016

0.0001 0.001 0.01 0.1 1

1 �
d
�

d
x

x

no pW? cut

pW? < 15 GeV

15 < pW? < 30 GeV

pW? > 30 GeV

0.6

0.8

1

1.2

1.4

0.0001 0.001 0.01 0.1 1

R

x

W+
LHC 8 TeV

R =
�
1
�

d�
dx (p

W
? < cut)

�
/
�
1
�

d�
dx (no pW? cut)

�

pW? < 15 GeV

15 < pW? < 30 GeV

pW? > 30 GeV

Figure 5: Shape of the di↵erential distribution d�/dx for di↵erent pW? cuts (left plot). Ratio of
the previous shapes with di↵erent pW? cuts with respect to the inclusive (no pW? cut) distribution
(right plot).

to the PDF uncertainty, which can be reduced by a suitable cut on this variable. A tight cut like
pW? < 10 GeV could bring the uncertainty below the 10 MeV level. The experimental problem to
accurately select the events that pass the cut can be a limiting factor for the improvement in this
direction.

14

   • the normalized ptlep distribution, integrated over the whole
      lepton-pair rapidity range, does not depend on x and
      depends very weakly on the PDF replica

   • PDF sum rules →
      non trivial compensations between different rapidity intervals
                                            among different flavors

   • MW measurement at LHCb could significantly reduce the global PDF uncertainty
   •  W+ and W- determinations are anti correlated w.r.t. PDFs
      their combination benefits of a reduction of the PDF error
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The strong kinematic correlations between 
    the helicities of intermediate W+ / W- boson   and (pt_lep, eta_lep) 2D distribution
allows to make a strongly motivated guess 
about the kinematics of the intermediate boson 

E. Manca, O. Cerri, N. Foppiani, L. Rolandi, arXiv:1707.09344

PDF uncertainty and “W kinematics”:   in situ reduction
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Figure 2. pt vs. η distribution for leptons from W decays. a) W+ with negative helicity. b) W+

with positive helicity. c) W− with negative helicity. d) W− with positive helicity.

above, there are only 17 independent variables in the fit. Two templates corresponding to

the same rapidity bin and opposite helicity are shown in figure 3. One notices the strong

dependence of the decay angle of the W on the helicity and the fact that the pWt smears the

correlation between the W rapidity and the pt and η of the lepton from its decay resulting

from the relation η = y + η0(pt). The acceptance for W produced at the extreme value

of the rapidity range tends to zero for positive helicity of the W+ and in the fit the first

two bins with a very small acceptance have been constrained to the value predicted by

the PDFs.

The fit is done on a sample of 18 · 106 W+ events in the acceptance. This corresponds

to less than 30% of the statistics accumulated by CMS in the 8TeV run [14]. The χ2 at the

minimum is 1325 for 1237 degrees of freedom. The bins constrained to the PDFs prediction

are the first two bins where the rate is close to zero. The χ2 computed at the true value,

corresponding to the prediction of the PDFs, is 1340.

Figure 4a shows the correlation matrix returned by the fit. Yields in nearby bins are

correlated due to some overlap in the templates caused by the pWt distribution. These

correlations result in small oscillations in the central values of the fit that can be possibly

mitigated with regularisation methods or using larger rapidity bins at the expense of a less

detailed description of the rapidity distribution. The bins at large ±y are also somewhat

correlated because at large rapidity it is more difficult to separate the two helicity states.

– 4 –

The 2D lepton-(pt,eta) distribution is thus an interesting tool to probe PDFs
    it offers the possibility of an “in situ” reduction of the PDF uncertainty
    by selecting those PDF replicas most compatible with new DY data

In turn, the intermediate boson couples 
in well distinct ways to partons, depending on its helicity
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The strong kinematic correlations between 
    the helicities of intermediate W+ / W- boson   and (pt_lep, eta_lep) 2D distribution
allows to make a strongly motivated guess 
about the kinematics of the intermediate boson 

E. Manca, O. Cerri, N. Foppiani, L. Rolandi, arXiv:1707.09344

PDF uncertainty and “W kinematics”:   in situ reduction

The estimate of the reduction of the PDF uncertainty induced by new data 
can not replace a full global PDF fit
→ quantitative problem:  a single very precise data point may lead to overestimate the unc.reduction
→ qualitative problem: the proton is a universal function, not a DY function
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Figure 2. pt vs. η distribution for leptons from W decays. a) W+ with negative helicity. b) W+

with positive helicity. c) W− with negative helicity. d) W− with positive helicity.

above, there are only 17 independent variables in the fit. Two templates corresponding to

the same rapidity bin and opposite helicity are shown in figure 3. One notices the strong

dependence of the decay angle of the W on the helicity and the fact that the pWt smears the

correlation between the W rapidity and the pt and η of the lepton from its decay resulting

from the relation η = y + η0(pt). The acceptance for W produced at the extreme value

of the rapidity range tends to zero for positive helicity of the W+ and in the fit the first

two bins with a very small acceptance have been constrained to the value predicted by

the PDFs.

The fit is done on a sample of 18 · 106 W+ events in the acceptance. This corresponds

to less than 30% of the statistics accumulated by CMS in the 8TeV run [14]. The χ2 at the

minimum is 1325 for 1237 degrees of freedom. The bins constrained to the PDFs prediction

are the first two bins where the rate is close to zero. The χ2 computed at the true value,

corresponding to the prediction of the PDFs, is 1340.

Figure 4a shows the correlation matrix returned by the fit. Yields in nearby bins are

correlated due to some overlap in the templates caused by the pWt distribution. These

correlations result in small oscillations in the central values of the fit that can be possibly

mitigated with regularisation methods or using larger rapidity bins at the expense of a less

detailed description of the rapidity distribution. The bins at large ±y are also somewhat

correlated because at large rapidity it is more difficult to separate the two helicity states.

– 4 –

The 2D lepton-(pt,eta) distribution is thus an interesting tool to probe PDFs
    it offers the possibility of an “in situ” reduction of the PDF uncertainty
    by selecting those PDF replicas most compatible with new DY data

In turn, the intermediate boson couples 
in well distinct ways to partons, depending on its helicity
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The sin²θeff(leptonic) at the LHC: in situ reduction of PDF uncertainty
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9 Summary

We extract sin2 q
lept
eff from the measurements of the mass and rapidity dependence of AFB in

Drell-Yan ee and µµ events. With larger datasets and new analysis techniques, including pre-
cise lepton momentum calibration, angular event weighting, and additional PDF constraints,
the statistical and systematic uncertainties are significantly reduced compared to our previous
measurement. The combined result from the dielectron and dimuon channels is:

sin2 q
lept
eff = 0.23101 ± 0.00036(stat)± 0.00018(syst)± 0.00016(theory)± 0.00030(pdf) (15)

sin2 q
lept
eff = 0.23101 ± 0.00052. (16)
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Figure 9: Comparison of the measured sin2 q
lept
eff in the muon and electron channels and their

combination with the previous LEP, SLC, Tevatron and LHC measurements. The shaded band
corresponds to the combination of the LEP and SLC measurements.

Comparison of the extracted sin2 q
lept
eff with the previous results from the LEP, SLC, Tevatron

and LHC is shown in Figure 9. The results are consistent with the most precise LEP and SLD
measurements.
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Figure 4: Comparison between data and best-fit AFB distributions in the dimuon (top) and
dielectron (bottom) channels. The best-fit AFB value in each bin is obtained by linear interpo-
lation between the two neighboring templates. The templates are based on the central PDF of
the NLO NNPDF3.0 set.

reduction of the PDF uncertainty via
Bayesian reweighing of the PDF MC replicas

different PDF dependence of the 72 (Mll-Y) bins → 

the bins close to MZ, dominated by |MZ|² sensitive to sin²θeff(leptonic)
the bins far from MZ, dominated by (𝓜γ 𝓜Z†)  used to “choose” the best PDF replicas
        that yield a better agreement with the data

the inclusion of bins far from MZ implies that the template fit is done in the SM
and sin²θW (or MW),  the fit parameter, should be one of the lagrangian inputs

CMS PAS SMP-16-007

16 8 PDF uncertainties

values are also listed in Table 4. After Bayesian c2 reweighting, the PDF uncertainties are re-
duced by about a factor of 2. It should be noted that the Bayesian c2 reweighting technique
works well if the PDF replicas span the optimal value on both sides. Additionally, the effective
number of replicas after c2 reweighting, neff = N2/ ÂN

i=1 w2
i , should also be large enough to

give reasonable estimate of the average and the standard deviation. The number of effective
replicas after the c2 reweighting is neff = 41. As a cross check we also perform the analysis with
the corresponding 1000-replica NNPDF set in the dimuon channel and find good consistency
between the two results.

Table 4: Central value and PDF uncertainty of the measured sin2 q
lept
eff in the muon and elec-

tron channels and their combination with and without constraining PDFs using Bayesian c2

reweighting.

Channel without constraining PDFs with constraining PDFs
Muon 0.23125 ± 0.00054 0.23125 ± 0.00032
Electron 0.23054 ± 0.00064 0.23056 ± 0.00045
Combined 0.23102 ± 0.00057 0.23101 ± 0.00030

We have also studied PDF sets represented by Hessian eigenvectors: CT10, CT14 and MMHT.
This analysis is performed in the dimuon channel. First, we generate the replica predictions (i)
for each observable O from the Hessian eigensets (k):

Oi = O0 +
1
2

n

Â
k=0

(O2k+1 � O2k+2)Rik, (14)

where n is the number of PDF eigenvector axes, and Rik’s are random numbers sampled from
the normal distribution with the mean of 0 and s of unity. Then, the same technique is applied
as for the NNPDF set. The results of the fits with different PDFs and the effects of Bayesian c2

reweighting are summarized in Fig. 8. After Bayesian c2 reweighting the central predictions
from all PDF sets are closer to each other and the corresponding uncertainties are significantly
reduced.

lept
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0.229 0.23 0.231 0.232
NNPDF(100)
CT14
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NNPDF(1000)
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lept
effθ2sin
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Figure 8: Extracted values of sin2 q
lept
eff from the dimuon data for different PDF sets with nominal

(left) and c2 reweighted (right) PDF replicas. The error bars include the statistical, experimental
and the PDF uncertainties.

Finally, we also check how the statistical and PDF uncertainties change when using different
mass windows. Particularly, we use the central five bins corresponding to the dimuon mass
range of 84 GeV < Mµµ < 95 GeV to extract sin2 q

lept
eff , and use the first three ( 60 GeV <

Mµµ < 84 GeV ) and the last four ( 95 GeV < Mµµ < 120 GeV ) dimuon mass bins to constrain
the PDFs. We find that the statistical uncertainty increases by only about 10% and the PDF
uncertainty increases by only about 6% with respect to the uncertainties obtained when using
the full mass range simultaneously to extract the sin2 q

lept
eff and constrain the PDFs. The test

thereby confirms that the PDF uncertainties are mostly constrained by the high and low mass
bins.
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EW and mixed QCDxEW effects
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Overall status of EW and QCDxEW corrections
 EW corrections affect the final state lepton distributions
              leading effects are mostly due to QED-FSR
              after the matching with a full NLO-EW all first order subleading effects included
              residual subleading second order effects are tiny

 44

QCDxEW       the QCD modelling modulates the EW effects
              the bulk of the effects is included in the simulations (with some caveats)
              a sound estimate of the associated uncertainties is not available  (NNLO QCDxEW frontier)



Impact of EW corrections on the MW determination

Templates accuracy: LO MW shifts (MeV)
W

+
! µ

+
⌫ W

+
! e

+
⌫

Pseudodata accuracy MT p
`

T
MT p

`

T

1 Horace only FSR-LL at O(↵) -94±1 -104±1 -204±1 -230±2
2 HoraceFSR-LL -89±1 -97±1 -179±1 -195±1
3 HoraceNLO-EW with QED shower -90±1 -94±1 -177±1 -190±2
4 HoraceFSR-LL + Pairs -94±1 -102±1 -182±2 -199±1
5 PhotosFSR-LL -92±1 -100±2 -182±1 -199±2

Table 2: W mass shifts (in MeV) due to di↵erent QED/EW contributions and lepton-pair radiation, for
muons and bare electrons at 14 TeV LHC. The shift uncertainty comes from the statistics of the MC
samples and is estimated from the rule ��2

⌘ �2
��2

min
= 1. The templates are computed at LO without

any shower correction, the pseudodata with the accuracy and the QED e↵ects as indicated in the table.

at the LHC. All the numbers in table 2 are computed using the same templates with LO accuracy611

without any QCD correction, neither fixed-order nor from Parton Shower.612

In general, one can see that for the two most important observables, i.e. MT and p
`

T
, the shifts613

are of similar size, of the order of 100 MeV for muons and 200 MeV for bare electrons. This is614

just a direct consequence of the fact that the EW corrections, dominated by QED FSR, give to615

MT and p
`

T
a very similar relative e↵ect, when normalized to LO predictions for the production616

model, as it will be discussed in Section 6.617

Notice that these di↵erences, obtained for LHC energies, are valid to a large extent for the618

Tevatron as well. Actually, the QED and lepton-pair corrections to the determination of the W619

mass are in practice independent of the nominal c.m. energy. This because these theoretical620

contributions are driven by logarithmic terms of the form L = ln(ŝ/m2

`
), where m` is the mass of621

the radiating particle. Independently of the accelerator energy, the resonance condition ŝ ' M
2

W
622

always holds, the mass of the W boson being extracted from the shape of distributions around623

their Jacobian peaks.624

Comparing the di↵erent lines of table 2, it can be noticed that:625

• 1 vs. 2: the contribution due to multiple photon emission, dominated by O(�2) terms626

(ABBIAMO MAI DEFINITO �? forse vale la pena richiamare la definizione) coming from627

two-photon radiation, amounts to some MeV for muons and to about 20 - 30 MeV for bare628

electrons, because of the very di↵erent impact of lepton-mass dependent collinear logarithms.629

This is in agreement with previous studies at Tevatron energies, where the contribution of630

multiple FSR is taken into account using Photos .631

• 2 vs. 3: the contribution of non-logarithmic NLO EW corrections is a small e↵ect, at a few632

MeV level, for both muons and electrons, and independently of the considered observable.633

This result emphasizes the dominant rôle played by QED FSR at LL level within the full634

set of NLO EW corrections.635

• 2 vs. 4: the O(↵2) contribution due to lepton-pair radiation is of about 5 MeV for muons636

and 3 MeV for electrons, when considering the W mass shifts from fits to the transverse mass637

distribution. It is a not negligible e↵ect given the present accuracy of the measurement at638

17

1·the first final state photon dominates the correction on MW

2·multiple photon radiation has still a sizeable O(-10%) effect

3·subleading QED and weak effects are negligible, O(1-2 MeV)

4·additional pair production is not negligible, with a shift ranging from 3 to 5 MeV

5·the agreement between PHOTOS and HORACE QED-PS is acceptable, 
   given the subleading differences of the two implementations

Carloni Calame, Chiesa, Martinez, Montagna, Nicrosini, Piccinini, AV, arXiv:1612.02841

estimate of shifts based on a template fit approach  
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Combination of QCD and EW corrections in DY simulation tools
 
 
·Fixed-order tools: 
  additive combination of exact O(αs), O(αs²) and O(α) corrections             (e.g. FEWZ)
                                                    σ = σ₀ (1 + δαs + δαs² + δα + … )

  possibility to arrange terms in factorized combinations 
                                                    σ = σ₀ (1 + δαs + …) (1 + δα)

  → estimate of size O(ααs) terms 

  WARNING: kinematics plays a very important role
                    multiplying integrated corrections factors ≠ convoluting fully differential corrections                           
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O(ααs) corrections in pole approximation

�2

�1.5

�1

�0.5

0

0.5

65 70 75 80 85 90 95

pp ! W+ ! µ+⌫µ
p
s = 14TeV

bare muons

�
[%

]

MT,µ+⌫µ
[GeV]

�prod⇥dec
↵s↵

�0↵s
⇥ �dec

↵

�0↵s
⇥ �↵

�60

�50

�40

�30

�20

�10

0

10

20

32 34 36 38 40 42 44 46 48

pp ! W+ ! µ+⌫µ
p
s = 14TeV

bare muons

�
[%

]

pT,µ+ [GeV]

�prod⇥dec
↵s↵

�0↵s
⇥ �dec

↵

�0↵s
⇥ �↵

�10

�8

�6

�4

�2

0

2

4

6

8

10

75 80 85 90 95 100 105

pp ! Z ! µ+µ� p
s = 14TeV

bare muons

�
[%

]

Mµ+µ� [GeV]

�prod⇥dec
↵s↵

�0↵s
⇥ �dec

↵

�0↵s
⇥ �↵

�60

�50

�40

�30

�20

�10

0

10

20

36 38 40 42 44 46 48 50 52 54

pp ! Z ! µ+µ� p
s = 14TeV

bare muons
�
[%

]

pT,µ+ [GeV]

�prod⇥dec
↵s↵

�0↵s
⇥ �dec

↵

�0↵s
⇥ �↵

W W

ZZ

full result
pole approximation

QED-FSR

NLO-EW

the difference between
red and the others tests 
the naive factorization

the difference between
green and blue tests 
the impact of weak corr.
and the pole approximation

the naive factorization works nicely for the W transverse mass, at the resonance
                                 fails in the lepton pt case, where the kinematical interplay of photons and gluons 
                                            is crucial
                                 fails in the Z invariant mass, where the large FSR correction is modulated 
                                             by ISR QCD radiation and requires exact kinematics

S. Dittmaier, A. Huss, C. Schwinn, Nucl.Phys.B885 (2014) 318,  Nucl.Phys.B904 (2016) 216 
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The NLO-(QCD+EW) accuracy on the total cross section is always guaranteed by the Bbar function
       Bbar includes also the virtual corrections 

The curly bracket describes the real radiation generation

The presence of a resonance (W/Z) allows to treat separately higher-order emissions
                                             from the resonance (preserving its correct virtuality)→QED
                                             from the initial state → QCD+QED-ISR
                                             (two distinct parameters scalup are computed )
       preserving the logarithmic accuracy of both QCD and QED emissions

POWHEG-V2 two-rad (resonance aware) simulation of DY
Carloni Calame, Chiesa, Martinez, Montagna, Nicrosini, Piccinini, AV, arXiv:1612.02841
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Figure 1: Relative e↵ect due to lepton pair corrections on theW transverse mass distribution, forW ! µ⌫
(left plot) and W ! e⌫ (right plot) decays at the Tevatron (

p
s = 1.96 TeV). The plot shows the relative

di↵erence between the Horace-3.1 predictions for multiple FSR with and without pair emission.

radiated particles, i.e. by electron pair emission, which is a direct consequence of Eq. (4). Around285

the Jacobian peak, the pair correction amounts to about 0.1÷ 0.2% for both the decay channels286

and modifies the shape of the transverse mass distribution, similarly to the e↵ect introduced by287

photon emission [17, 19,23,66].288

3.3 Powhegwith QCD and EW corrections289

The implementation of the CC DY process in Powheg is documented in [69], at NLO QCD290

accuracy. The extension to include both NLO QCD and NLO EW corrections for this process291

in Powheg is documented in [52] [53] [ [70] ?]. In this implementation, the overall cross section292

has NLO QCD � EW accuracy, and the real radiation can be of QCD as well as QED origin.293

According to the Powhegmethod, the cross section for a given process is written as:294

d� =
X

fb

B̄
fb(�n) d�n

(
�fb(�n, p

min

T
)

+
X

↵r2{↵r|fb}

⇥
d�rad ✓(kT � p

min

T
)�fb(�n, kT )R(�n+1)

⇤�̄↵r
n =�n

↵r

Bfb(�n)

)
(5)

The function B̄
fb gives the (QCD�EW) NLO inclusive cross section, and the term between295

curly brackets controls the hardest emission (for more details on the notation, see [67]). The296

inclusion of NLO EW corrections, with respect to the version including only QCD corrections,297

amounts to a modification of B̄fb in order to include the virtual and real QED contributions, and298

the addition of subtraction couterterms and collinear remnants corresponding to the new singular299

regions, i.e. the ones associated with the emission of a soft/collinear photon by a hard scattering300

quark or a soft photon by the final state lepton. It is worth reminding that in [52] [53] the final301

state leptons have been treated with full mass dependence, in order to deal in a proper way with all302

8

The MSSM implementation of DY simulation would have the MSSM virtual corrections in Bbar
                replacing the SM ones;  
The factorised structure of the formula minimises the impact of these virtual effects 
             on the shape of the kinematical distributions



Combination of QCD and QED corrections: POWHEG results

the difference between red and blue is due to mixed QCDxQED terms

Does the convolution with QCD corrections preserve the QED effects ?
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Carloni Calame, Chiesa, Martinez, Montagna, Nicrosini, Piccinini, AV, arXiv:1612.02841
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Is the impact of QED corrections preserved in a QCD environment ? 

Templates accuracy: LO MW shifts (MeV)
W

+
! µ

+
⌫ W

+
! e

+
⌫

Pseudodata accuracy MT p
`

T
MT p

`

T

1 Horace only FSR-LL at O(↵) -94±1 -104±1 -204±1 -230±2
2 HoraceFSR-LL -89±1 -97±1 -179±1 -195±1
3 HoraceNLO-EW with QED shower -90±1 -94±1 -177±1 -190±2
4 HoraceFSR-LL + Pairs -94±1 -102±1 -182±2 -199±1
5 PhotosFSR-LL -92±1 -100±2 -182±1 -199±2

Table 2: W mass shifts (in MeV) due to di↵erent QED/EW contributions and lepton-pair radiation, for
muons and bare electrons at 14 TeV LHC. The shift uncertainty comes from the statistics of the MC
samples and is estimated from the rule ��2

⌘ �2
��2

min
= 1. The templates are computed at LO without

any shower correction, the pseudodata with the accuracy and the QED e↵ects as indicated in the table.

at the LHC. All the numbers in table 2 are computed using the same templates with LO accuracy611

without any QCD correction, neither fixed-order nor from Parton Shower.612

In general, one can see that for the two most important observables, i.e. MT and p
`

T
, the shifts613

are of similar size, of the order of 100 MeV for muons and 200 MeV for bare electrons. This is614

just a direct consequence of the fact that the EW corrections, dominated by QED FSR, give to615

MT and p
`

T
a very similar relative e↵ect, when normalized to LO predictions for the production616

model, as it will be discussed in Section 6.617

Notice that these di↵erences, obtained for LHC energies, are valid to a large extent for the618

Tevatron as well. Actually, the QED and lepton-pair corrections to the determination of the W619

mass are in practice independent of the nominal c.m. energy. This because these theoretical620

contributions are driven by logarithmic terms of the form L = ln(ŝ/m2

`
), where m` is the mass of621

the radiating particle. Independently of the accelerator energy, the resonance condition ŝ ' M
2

W
622

always holds, the mass of the W boson being extracted from the shape of distributions around623

their Jacobian peaks.624

Comparing the di↵erent lines of table 2, it can be noticed that:625

• 1 vs. 2: the contribution due to multiple photon emission, dominated by O(�2) terms626

(ABBIAMO MAI DEFINITO �? forse vale la pena richiamare la definizione) coming from627

two-photon radiation, amounts to some MeV for muons and to about 20 - 30 MeV for bare628

electrons, because of the very di↵erent impact of lepton-mass dependent collinear logarithms.629

This is in agreement with previous studies at Tevatron energies, where the contribution of630

multiple FSR is taken into account using Photos .631

• 2 vs. 3: the contribution of non-logarithmic NLO EW corrections is a small e↵ect, at a few632

MeV level, for both muons and electrons, and independently of the considered observable.633

This result emphasizes the dominant rôle played by QED FSR at LL level within the full634

set of NLO EW corrections.635

• 2 vs. 4: the O(↵2) contribution due to lepton-pair radiation is of about 5 MeV for muons636

and 3 MeV for electrons, when considering the W mass shifts from fits to the transverse mass637

distribution. It is a not negligible e↵ect given the present accuracy of the measurement at638
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Lepton-pair transverse mass:  yes!

Lepton transverse momentum: no, the shifts are sizeably amplified
                                                              (these effects are already taken into account in the Tevatron and LHC analyses)

The lepton transverse momentum has a 85% weight in the final ATLAS MW combination
and a sound estimate of the uncertainty on the QCDxEW effects is crucial

of muons; for recombined electrons the shifts are of the size of ⇠ 1 ± 2 MeV and

⇠ 1± 4 MeV for MT and p
l

T
, respectively.

These results show that a QED-LL approach without matching is more accurate,

at the level of precision required for the MW determination, when QED FSR is

simulated with Photos (line 2). The small di↵erence between the shifts obtained

with Photos with and without matching with the NLO EW results can also be

understood from figure 8, where the relative impact of the EW e↵ects in the two

cases is almost identical.

These comparisons can be considered as a measure of the accuracy inherent in the use

of a generator given by a tandem of tools like ResBos+Photos (like in the present

Tevatron measurements) in the sector of mixed QCD-EW corrections.

The assessment of the uncertainty for the Tevatron as explained in the third item

above, is, in our opinion, one of the most important and original aspects of our study.

6.4.3 Results for the LHC

In this section we present the results for a similar analysis to the one addressed in Sec-

tion 6.4.2, but under LHC conditions. The details of the event selection are shown in

table 11, and the corresponding mass shifts in table 12.

Process pp ! W
+
! µ

+
⌫,

p
s = 14 TeV

PDF MSTW2008 NLO

Event selection |⌘
`
| < 2.5, p`

T
> 20 GeV, p

⌫

T
> 20 GeV, p

W

T
< 30 GeV

Table 11. Event selection used for the study of QED and mixed QCD-EW e↵ects at LHC.

pp ! W
+,

p
s = 14 TeV MW shifts (MeV)

Templates accuracy: NLO-QCD+QCDPS W
+
! µ

+
⌫ W

+
! e

+
⌫(dres)

Pseudodata accuracy QED FSR MT p
`
T MT p

`
T

1 NLO-QCD+(QCD+QED)PS Pythia -95.2±0.6 -400±3 -38.0±0.6 -149±2

2 NLO-QCD+(QCD+QED)PS Photos -88.0±0.6 -368±2 -38.4±0.6 -150±3

3 NLO-(QCD+EW)+(QCD+QED)PStwo-rad Pythia -89.0±0.6 -371±3 -38.8±0.6 -157±3

4 NLO-(QCD+EW)+(QCD+QED)PStwo-rad Photos -88.6±0.6 -370±3 -39.2±0.6 -159±2

Table 12. W mass determination for muons and dressed electrons at the LHC 14 TeV in the
case of W+ production. MW shifts (in MeV) due to multiple QED FSR and mixed QCD-EW
corrections, computed with Pythia-qed and Photos as tools for the simulation of QED FSR
e↵ects. Pythia-qed and Photos have been interfaced to Powheg-v2 with only QCD corrections
(lines 1 and 2) or matched to Powheg-v2 two-rad with NLO (QCD+EW) accuracy (lines 3 and
4). The templates have been computed with Powheg-v2 with only QCD corrections. The results
are based on MC samples with 4⇥108 events.

Similar remarks on the comparison between Pythia-qed and Photos, as well as on

mixed QCD-EW corrections, apply in this case. However, further considerations can be
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Better control over higher-order subleading terms after matching

PHOTOS and PYTHIA-QED differ at the level of O(α) subleading terms
   → large impact when used on top of a pure QCD code to describe also the first photon emission

After the matching with the O(α) matrix elements,
the role of the QED-PS starts from the second photon emission
and the difference are of O(α²) subleading, yielding vanishing MW shifts
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Table 12. W mass determination for muons and dressed electrons at the LHC 14 TeV in the
case of W+ production. MW shifts (in MeV) due to multiple QED FSR and mixed QCD-EW
corrections, computed with Pythia-qed and Photos as tools for the simulation of QED FSR
e↵ects. Pythia-qed and Photos have been interfaced to Powheg-v2 with only QCD corrections
(lines 1 and 2) or matched to Powheg-v2 two-rad with NLO (QCD+EW) accuracy (lines 3 and
4). The templates have been computed with Powheg-v2 with only QCD corrections. The results
are based on MC samples with 4⇥108 events.

Similar remarks on the comparison between Pythia-qed and Photos, as well as on

mixed QCD-EW corrections, apply in this case. However, further considerations can be
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Conclusions
SM precision tests are the basic fundamental step to understand the likelihood of the SM itself

                                                                         to set constraints on SM extensions like the EFT

The precision measurement of EW parameters  like MW and the weak mixing angle offers

       sensitivity to BSM physics active via the oblique corrections

LHC can be an EW precision machine (!!!),  provided that

      ▻ the modelling of the QCD environment is understood 

         in terms of all the correlations between the processes (NC and CC) included in the analysis

                                 PDFs, heavy quarks, low-pt non-perturbative effects

                                 scale uncertainties in the simultaneous fit of several processes

      ▻ the exact O(ααs), consistently matched, will be included in Monte Carlo event generators

so that 

      ▻  a realistic estimate of the theoretical uncertainties will become possible.

      ▻  the full amount of available information will be extracted from the wealth of precision data

The combination of (LEP, Tevatron, LHC) EW measurements urgently requires

      ▻ an agreement on the definition and meaning of the measured parameters
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Possible interpretation of the MW measurement

1.2 Electroweak precision physics 27

All MSSM points included in the results have the neutralino as LSP and the sparticle masses pass the
lower mass limits from direct searches at LEP. The Higgs and SUSY masses are calculated using FeynHiggs
(version 2.9.4) [121, 122, 123, 124, 125]. For every point, it was tested whether it is allowed by direct Higgs
searches using the code HiggsBounds (version 3.8.0) [126, 127]. This code tests the MSSM points against
the limits from LEP, Tevatron and the LHC.

The results for MW are shown in Fig. 1-8 as a function of mt, assuming the light CP -even Higgs h in the
region 125.6± 0.7(3.1) GeV in the SM (MSSM) case. The red band indicates the overlap region of the SM
and the MSSM. The leading one-loop SUSY contributions arise from the stop sbottom doublet. However
requiring Mh in the region 125.6± 3.1 GeV restricts the parameters in the stop sector [128] and with it the
possible MW contribution. Large MW contributions from the other MSSM sectors are possible, if either
charginos, neutralinos or sleptons are light.

The gray ellipse indicates the current experimental uncertainty, whereas the blue and red ellipses shows the
anticipated future LHC and ILC/GigaZ precisions, respectively (for each collider experiment separately) of
Table 1-12, along with mt = 172.3± 0.9 (0.5, 0.1) GeV for the current (LHC, ILC) measurement of the top
quark mass. While, at the current level of precision, SUSY might be considered as slightly favored over the
SM by the MW -mt measurement, no clear conclusion can be drawn. The smaller blue and red ellipses, on
the other hand, indicate the discrimination power of the future LHC and ILC/GigaZ measurements. With
the improved precision a small part of the MSSM parameter space could be singled out.
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Heinemeyer, Hollik, Stockinger, Weiglein, Zeune ’13

experimental errors 68% CL / collider experiment:

LEP2/Tevatron: today
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Figure 1-8. Predictions for MW as a function of mt in the SM and MSSM (see text). The gray, blue and
red ellipses denote the current, and the target LHC and ILC/GigaZ precision, respectively, as provided in
Table 1-12.

In a second step we apply the precise ILC measurement of MW to investigate its potential to determine
unknown model parameters. Within the MSSM we assume the hypothetical future situation that a light
scalar top has been discovered with m

t̃1
= 400 ± 40 GeV at the LHC, but that no other new particle has

been observed. We set lower limits of 100 GeV on sleptons, 300 GeV on charginos, 500 GeV on squarks of
the third generation and 1200 GeV on the remaining colored particles. The neutralino mass is constrained

Community Planning Study: Snowmass 2013

MW can be computed as a function of 
(α, Gμ, MZ, MH; mtop,...)    
in different models
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relevance of a correct estimate of the MW central value and associated error
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W/Z ratio qT spectrum: perturbative scale uncertainty

DYqT resummed predictions for the ratio of
W /Z normalized qT spectra. Uncorrelated
perturbative scale variation band.

DYqT resummed predictions for the ratio of
W /Z normalized qT spectra. Correlated
perturbative scale variation band.

Giancarlo Ferrera – Milan University & INFN MW working WS – Paris – 2/10/2017
qT resummation for vector boson production 15/10
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● the exercise is robust under conservative assumptions for the LHCb main systematic uncertainties
   and guarantees a reduction by 30% of the PDF uncertainty estimated for ATLAS/CMS alone

● potential serious bottleneck for a measurement based on ptl:  ptW modeling in the LHCb acceptance

Replica templates for the p`T distribution are produced for each of the NNPDF3.0 [22], MMHT2014 [23]
and CT10 [24] PDF sets. For the sake of simplicity, we assume the same kinematic acceptance for
the ATLAS and CMS experiments, and henceforth refer to them generically as the General Purpose
Detector (GPD) experiments. The GPD acceptance is defined as; |⌘| < 2.5, p`T > 25 GeV, p⌫T > 25 GeV,
pWT < 15 GeV. 3 For LHCb, the kinematic acceptance is defined to be 2.0 < ⌘ < 4.5 and p`T > 20 GeV.
The possibility of cut on p⌫T and/or pWT is obviously excluded for LHCb. For simplicity, we assume a
GPD averaged measurement for each W charge, already averaged over electron and muon channels. In
the following, these are denoted G

+ and G
�. The two LHCb measurements with W ! µ⌫ are denoted

L
+ and L

�.
We follow the PDF4LHC recommendation [25] in estimating the PDF uncertainty. If we consider the

three sets (NNPDF3.0, MMHT2014, and CT10), then the full uncertainty envelope of the considered
sets is used. In our default evaluation, we only consider the two most recent sets (NNPDF3.0 and
MMHT2014), which already include constraints from LHC data, then the following uncertainties (in
MeV) are estimated:

�PDF =

0

BB@

G
+ 24.8

G
� 13.2

L
+ 27.0

L
� 49.3

1

CCA , (1)

with a more detailed breakdown listed in Tab. 1. The corresponding uncertainties including the CT10
sets in the evaluation are listed in Tab. 2. In both tables, we also provide the largest di↵erence in central
values, denoted �sets, between the (two or three) sets under consideration in each case. This is evidently
a major contributor to the uncertainty envelope. For the W+, similar uncertainties are estimated for
LHCb and the GPDs. For the W� on the other hand, the LHCb uncertainty is roughly a factor of four
larger, because of the larger uncertainty of the sea quarks at large partonic x. The real power of the
LHCb measurement is revealed in the correlations. With the NNPDF3.0 sets, we obtain the following
correlation matrix:

⇢ =

0

BBBB@

G
+

G
�

L
+

L
�

G
+ 1

G
�
�0.22 1

L
+

�0.63 0.11 1
L
�

�0.02 �0.30 0.21 1

1

CCCCA
. (2)

Similar correlation coe�cients are found with the two other sets under consideration. There is a partic-
ularly large negative correlation of around �60% between the LHCb and GPD measurements with the
W+, and a smaller anti-correlation of around �30% for the W�. This can be clearly seen in Fig. 1 which
shows the distribution of fitted mW values in the GPDs versus LHCb for the 100 NNPDF3.0 replicas.
For a single experiment, there are smaller correlations between the W+ and W� measurements, as can
be seen in Fig. 2. In LHCb, this is around +20%, and for the GPDs, it is around �20%. Between di↵erent
charges and experiments, the correlations are around 10% or less in magnitude. The normalised set of
weights ↵i that minimises the uncertainty on the weighted average of the four measurements mW i,

mW =
4X

i=1

↵imW i, (3)

would be

↵ =

0

BB@

G+ 0.30
G� 0.45
L+ 0.21
L� 0.04

1

CCA (4)

The resulting PDF uncertainty would be 10.5 MeV with the GPDs alone, and 7.7 MeV including LHCb.
Tab. 3 lists the PDF uncertainties, with and without including LHCb. The set of weights is also listed.
An average that includes L+ with around 20% of the weight, and with only a few percent for L�, would
have a PDF uncertainty that is reduced by more than 30%. Tab. 3 also lists the corresponding numbers
for scenarios in which:

3We assume that the GPD experiments will exploit the suggestion of Ref. [16], to require pWT < 15 GeV.

3

mW =
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Similar correlation coe�cients are found with the two other sets under consideration. There is a partic-
ularly large negative correlation of around �60% between the LHCb and GPD measurements with the
W+, and a smaller anti-correlation of around �30% for the W�. This can be clearly seen in Fig. 1 which
shows the distribution of fitted mW values in the GPDs versus LHCb for the 100 NNPDF3.0 replicas.
For a single experiment, there are smaller correlations between the W+ and W� measurements, as can
be seen in Fig. 2. In LHCb, this is around +20%, and for the GPDs, it is around �20%. Between di↵erent
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Tab. 3 lists the PDF uncertainties, with and without including LHCb. The set of weights is also listed.
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Similar correlation coe�cients are found with the two other sets under consideration. There is a partic-
ularly large negative correlation of around �60% between the LHCb and GPD measurements with the
W+, and a smaller anti-correlation of around �30% for the W�. This can be clearly seen in Fig. 1 which
shows the distribution of fitted mW values in the GPDs versus LHCb for the 100 NNPDF3.0 replicas.
For a single experiment, there are smaller correlations between the W+ and W� measurements, as can
be seen in Fig. 2. In LHCb, this is around +20%, and for the GPDs, it is around �20%. Between di↵erent
charges and experiments, the correlations are around 10% or less in magnitude. The normalised set of
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The resulting PDF uncertainty would be 10.5 MeV with the GPDs alone, and 7.7 MeV including LHCb.
Tab. 3 lists the PDF uncertainties, with and without including LHCb. The set of weights is also listed.
An average that includes L+ with around 20% of the weight, and with only a few percent for L�, would
have a PDF uncertainty that is reduced by more than 30%. Tab. 3 also lists the corresponding numbers
for scenarios in which:
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3

● using the standard acceptance cuts 
   for ATLAS/CMS   (called G) and for LHCb  (called L) and both W charges
   we study the MW determination from the lepton pt distribution
   assuming that a LHCb measurement becomes available
 
   · PDF uncertainty on MW according to PDF4LHC (NNPDF3.0, MMHT2014)

   · correlation matrix ρ w.r.t. PDF variation of the replicas of the NNPDF3.0 set
       → non negligible anticorrelation
            consequence of the sum rules satisfied by the PDFs
            it appears because we probe different rapidity regions

   · the linear combination that minimizes the final uncertainty on MW 
      is given by the coefficients α

G.Bozzi, L.Citelli, M.Vesterinen, AV, arXiv:1508.06954

Impact of a LHCb MW measurement in combination with the ATLAS/CMS results

Alessandro Vicini - University of Milano                                                                                                                                                                  Saclay, October 15th 2018 56
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Figure 1: Relative e↵ect due to lepton pair corrections on theW transverse mass distribution, forW ! µ⌫
(left plot) and W ! e⌫ (right plot) decays at the Tevatron (

p
s = 1.96 TeV). The plot shows the relative

di↵erence between the Horace-3.1 predictions for multiple FSR with and without pair emission.

radiated particles, i.e. by electron pair emission, which is a direct consequence of Eq. (4). Around285

the Jacobian peak, the pair correction amounts to about 0.1÷ 0.2% for both the decay channels286

and modifies the shape of the transverse mass distribution, similarly to the e↵ect introduced by287

photon emission [17, 19,23,66].288

3.3 Powhegwith QCD and EW corrections289

The implementation of the CC DY process in Powheg is documented in [69], at NLO QCD290

accuracy. The extension to include both NLO QCD and NLO EW corrections for this process291

in Powheg is documented in [52] [53] [ [70] ?]. In this implementation, the overall cross section292

has NLO QCD � EW accuracy, and the real radiation can be of QCD as well as QED origin.293

According to the Powhegmethod, the cross section for a given process is written as:294
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)
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The function B̄
fb gives the (QCD�EW) NLO inclusive cross section, and the term between295

curly brackets controls the hardest emission (for more details on the notation, see [67]). The296

inclusion of NLO EW corrections, with respect to the version including only QCD corrections,297

amounts to a modification of B̄fb in order to include the virtual and real QED contributions, and298

the addition of subtraction couterterms and collinear remnants corresponding to the new singular299

regions, i.e. the ones associated with the emission of a soft/collinear photon by a hard scattering300

quark or a soft photon by the final state lepton. It is worth reminding that in [52] [53] the final301

state leptons have been treated with full mass dependence, in order to deal in a proper way with all302
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• EW corrections may become large in the photon soft/collinear limit   or  in the EW Sudakov regime

the difference between QCDxQED   and QCDxEW approximations starts at  O(ααs)

POWHEG NLO-QCD x (QCD+QED)-PS

POWHEG NLO-(QCD+EW) x (QCD+QED)-PS

the difference                                            important when c₀₀ is large

c₀₀ does not contain QED logs, but Sudakov EW logs

11

Scheme FSV Couplings of |Mn,LL|
2

↵0 1 + ↵0

�SV ��LL
SV

�0
↵
2

0↵
n
0

Gµ I 1 + ↵0

�SV ��LL
SV

�0
� 2�r (↵tree

µ )2↵n
0

Gµ II 1 + ↵0

�SV ��LL
SV

�0
(↵1l

µ )2↵n
0

TABLE I: Comparison of di↵erent renormalization input schemes: structure of the FSV soft+virtual correction factor and
proportionality factor of the matrix element describing the emission of n real photons.

alternatives, which di↵er by O(↵2) corrections:

↵0 : � = ↵2
0�0 + ↵3

0(�SV + �H) , (9)

Gµ I : � = (↵tree

µ
)2�0 + (↵tree

µ
)2↵0(�SV + �H)� 2�r(↵tree

µ
)2�0 , (10)

Gµ II : � = (↵1l
µ
)2�0 + (↵1l

µ
)2↵0(�SV + �H) . (11)

We introduce the idea of sharing i.e. the relative percentage of 0– and 1–photon contributions with the real-photon
energy greater than a certain threshold. The 0–photon subset receives contributions from the Born cross section and
from the soft+virtual O(↵) corrections; the latter contain in particular the renormalization terms. As a consequence
of eqs. (9-11), we show in table I the expression of the correction factors FSV , introduced in section IIIA. It can be
seen that the correction factors FSV in the ↵0 and in the Gµ II schemes are the same, while the factor in the Gµ I
scheme is di↵erent. Concerning the squared matrix elements |Mn,LL|

2 according to the three options, we show in
table I their dependence on the coupling constant; the correction factors FH,i of eq. (1) are equal in the three schemes
since the same proportionality is present in the exact squared matrix elements |Mn|

2. In summary, the EW input
schemes described above yield a di↵erent sharing of 0– and 1–photon events, which in turn can imply a di↵erent
distortion of the distributions used to extract the W boson mass. In particular, the ↵0 and the Gµ II schemes have
the same sharing, despite of the di↵erent normalization.

Now we consider the matching of NLO-EW results with a QED PS, as described in eq. (1). It is worth noticing
that the sharing of the di↵erent photon multiplicities is the same in the three schemes discussed above, as can be
deduced from the facts that the FH,i factors are the same and FSV is factorized. As a consequence, we expect that
the sensitivity of the matched cross section as given by eq. (1) to the input scheme choice is reduced w.r.t. the pure
O(↵) prediction. We stress that the FSV factor is not constant with respect to the kinematical invariants, but it has
a mild dependence on them and thus it can still modify the shape of the distributions.

While eq. (1) describes the structure of a purely EW event generator, it is interesting to consider how the input
parameter choices a↵ect the predictions of Powheg, whose formulation is shown in eq. (5), where QCD and EW
corrections are mixed. The EW virtual corrections and all the terms associated with the renormalization are included
in the factor B̄(�n). Similarly to the purely EW case, this factor has a mild dependence on the event kinematics and
it rescales in the same way all the real parton multiplicities.

B. Mixed O(↵↵s) corrections

Due to the factorization properties of the IR soft/collinear singularities of QCD and QED origin, the available
generators, used to extract MW by fitting the experimental data, e↵ectively include the leading structures of the
factorized mixed QCD-EW corrections. It is therefore important to investigate the role of the O(↵↵s) terms included
in these generators and to attempt an estimate of the impact on MW of the residual O(↵↵s) corrections which are
not available in the codes.

The distributions predicted by the code adopted in the Tevatron analysis, i.e. ResBos+ Photos, include the
e↵ects, in a factorized form, of initial state QCD corrections and of final state QED corrections. In the present study
we consider a similar combination, which is obtained in Powheg-v2 code with NLO (QCD+EW) corrections, by
switching o↵ NLO EW corrections and by including QED-LL final-state corrections to all orders by means of Photos
or Pythia8 (for the latter code we dub the corresponding routines Pythia-qed, to distinguish them from the QCD
ISR PS); this combination includes terms of order

↵s↵
�
c2L

2
QCD + c1LQCD + c0

�
(c11LQEDlQED + c10LQED + c01lQED) , (12)

where LQCD stands for the logarithm of the scale of the process Q2 over the square of the dimensionful observable
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FIG. 4: Fixed-order predictions for the transverse mass distribution, in the case of W+ production with muons in the final
state at LHC 14 TeV and acceptance cuts as in table VII. We show di↵erent perturbative approximations, including only NLO
QCD, only NLO EW and the sum of the two sets of corrections. In the left plot we show the shape of the distributions and in
the right plot the relative e↵ect of the radiative corrections, normalized to the LO prediction.

under study, LQED = log
�
Q2/m2

l

�
(ml being the mass of the final state charged lepton) and l is the log of soft infrared

origin, e↵ectively generated by the applied cuts.
If, on the other hand, we consider the code Powheg-v2 with the NLO EW corrections turned on and QED-LL

final-state corrections accounted for to all orders by means of Photos (or Pythia-qed), the included O(↵↵s) terms
have the form

↵s↵
�
c2L

2
QCD + c1LQCD + c0

�
(c11LQEDlQED + c10LQED + c01lQED + c00) , (13)

With respect to eq. (12), eq. (13) contains in addition the term

↵s↵ c00
�
c2L

2
QCD + c1LQCD + c0

�
.

This term is available in Powheg-v2 as a consequence of the factorized structure of eq. (5) and reproduces correctly
a subset of O(↵↵s) in the limit of collinear QCD radiation. Its inclusion represents a possible improvement of the
simulation tools used in the MW studies, although the O(↵↵s) accuracy can not be claimed because the complete set
of the exact matrix elements with this perturbative accuracy is not available. On the other hand, this term is missing
in the Tevatron analysis and should thus be treated as a source of theoretical uncertainty a↵ecting the Tevatron MW

determination; we investigate this point in the following sections.

V. IMPACT OF RADIATIVE CORRECTIONS ON THE KINEMATICAL DISTRIBUTIONS

In order to set the stage of the discussion, we present in figure 4 the impact of exact fixed-order corrections to the
lepton-pair transverse mass distribution, with muons in the final state, at the LHC with

p
s = 14 TeV, in the case of

W+ production. We consider NLO QCD, NLO EW e↵ects and the sum of the two sets of corrections and we show
their relative impact normalized to the LO prediction. We observe the negative impact of EW corrections at the
jacobian peak of the distribution and the monotonic increase due to QCD e↵ects. When summing NLO QCD+EW
corrections, we obtain a partial cancellation of the radiative e↵ect at the jacobian peak.

In the following sections we study the impact of higher-order radiative corrections on the kinematical distributions
relevant for the MW determination. In particular we focus on: i) light lepton pairs corrections; ii) the modeling of
QED radiation; iii) the influence of QCD contributions and their interplay with purely QED FSR e↵ects and iv)
mixed O(↵↵s) corrections beyond the approximation that combines QCD with purely QED FSR corrections.

A. Light lepton pairs radiation

In figure 5 we study the e↵ect of two sets of corrections that start at O(↵2): we show the contribution of additional
light lepton pairs radiation in comparison with the contribution of multiple FSR beyond O(↵), both normalized to
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If, on the other hand, we consider the code Powheg-v2 with the NLO EW corrections turned on and QED-LL

final-state corrections accounted for to all orders by means of Photos (or Pythia-qed), the included O(↵↵s) terms
have the form
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This term is available in Powheg-v2 as a consequence of the factorized structure of eq. (5) and reproduces correctly
a subset of O(↵↵s) in the limit of collinear QCD radiation. Its inclusion represents a possible improvement of the
simulation tools used in the MW studies, although the O(↵↵s) accuracy can not be claimed because the complete set
of the exact matrix elements with this perturbative accuracy is not available. On the other hand, this term is missing
in the Tevatron analysis and should thus be treated as a source of theoretical uncertainty a↵ecting the Tevatron MW

determination; we investigate this point in the following sections.

V. IMPACT OF RADIATIVE CORRECTIONS ON THE KINEMATICAL DISTRIBUTIONS

In order to set the stage of the discussion, we present in figure 4 the impact of exact fixed-order corrections to the
lepton-pair transverse mass distribution, with muons in the final state, at the LHC with

p
s = 14 TeV, in the case of

W+ production. We consider NLO QCD, NLO EW e↵ects and the sum of the two sets of corrections and we show
their relative impact normalized to the LO prediction. We observe the negative impact of EW corrections at the
jacobian peak of the distribution and the monotonic increase due to QCD e↵ects. When summing NLO QCD+EW
corrections, we obtain a partial cancellation of the radiative e↵ect at the jacobian peak.

In the following sections we study the impact of higher-order radiative corrections on the kinematical distributions
relevant for the MW determination. In particular we focus on: i) light lepton pairs corrections; ii) the modeling of
QED radiation; iii) the influence of QCD contributions and their interplay with purely QED FSR e↵ects and iv)
mixed O(↵↵s) corrections beyond the approximation that combines QCD with purely QED FSR corrections.

A. Light lepton pairs radiation

In figure 5 we study the e↵ect of two sets of corrections that start at O(↵2): we show the contribution of additional
light lepton pairs radiation in comparison with the contribution of multiple FSR beyond O(↵), both normalized to
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Figure 1: Relative e↵ect due to lepton pair corrections on theW transverse mass distribution, forW ! µ⌫
(left plot) and W ! e⌫ (right plot) decays at the Tevatron (

p
s = 1.96 TeV). The plot shows the relative

di↵erence between the Horace-3.1 predictions for multiple FSR with and without pair emission.

radiated particles, i.e. by electron pair emission, which is a direct consequence of Eq. (4). Around285

the Jacobian peak, the pair correction amounts to about 0.1÷ 0.2% for both the decay channels286

and modifies the shape of the transverse mass distribution, similarly to the e↵ect introduced by287

photon emission [17, 19,23,66].288

3.3 Powhegwith QCD and EW corrections289

The implementation of the CC DY process in Powheg is documented in [69], at NLO QCD290

accuracy. The extension to include both NLO QCD and NLO EW corrections for this process291

in Powheg is documented in [52] [53] [ [70] ?]. In this implementation, the overall cross section292

has NLO QCD � EW accuracy, and the real radiation can be of QCD as well as QED origin.293

According to the Powhegmethod, the cross section for a given process is written as:294

d� =
X

fb

B̄
fb(�n) d�n
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�fb(�n, p
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T
)

+
X

↵r2{↵r|fb}
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min

T
)�fb(�n, kT )R(�n+1)
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n =�n

↵r

Bfb(�n)

)
(5)

The function B̄
fb gives the (QCD�EW) NLO inclusive cross section, and the term between295

curly brackets controls the hardest emission (for more details on the notation, see [67]). The296

inclusion of NLO EW corrections, with respect to the version including only QCD corrections,297

amounts to a modification of B̄fb in order to include the virtual and real QED contributions, and298

the addition of subtraction couterterms and collinear remnants corresponding to the new singular299

regions, i.e. the ones associated with the emission of a soft/collinear photon by a hard scattering300

quark or a soft photon by the final state lepton. It is worth reminding that in [52] [53] the final301

state leptons have been treated with full mass dependence, in order to deal in a proper way with all302

8

POWHEG NLO-(QCD+EW) 

More on the structure of QCDxEW corrections in POWHEG

 58

• EW corrections may become large in the photon soft/collinear limit   or  in the EW Sudakov regime
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Exact mixed QCDxEW corrections the Drell-Yan cross section

⇥tot = ⇥0 + �s⇥�s + �2
s⇥�2

s
+ . . .

+ �⇥� + �2⇥�2 + . . .

+ ��s ⇥��s + ��2
s ⇥��2

s
+ . . .

●The first mixed QCDxEW corrections of O(ααs) include different contributions:
· emission of two real additional partons (one photon + one gluon/quark)
· emission of one real additional parton (one photon with QCD virtual corrections,
                                                             one gluon/quark with EW virtual corrections)
· two-loop virtual corrections

●The bulk of the mixed QCDxEW corrections, relevant for a precision MW measurement,
· is factorized in QCD and EW contributions: 
( leading-log part of final state QED radiation ) X ( leading-log part of initial state QCD radiation ||
                                                                           NLO-QCD contribution to the K-factor            )

→ exact complete calculation is not yet available, neither for DY nor for single gauge boson production

· is included in all Monte Carlo simulation tools
 59



Analytic progress: Master Integrals for DY processes at O(ααs) 

So this is what we computed Bonciani, Mastrolia, Schubert, DV 16

(a1) (a2)

(b1) (b2) (b3)

(c1) (c2)

S. Di Vita (DESY) 2L MIs for QCD⇥EW corrections to DY 12 / 25

R. Bonciani, S. Di Vita, P. Mastrolia, U. Schubert, arXiv:1604.08581

thin lines    massless
thick lines   massive
topologies b and c were not known

2 masses topologies evaluated with the same mass

SM results, where both W and Z appear,
 can be evaluated with an expansion in ΔM=MZ-MW

49 MI identified (8 massless, 24 1-mass, 17 2-masses)
solution of differential equations expressed in terms of
iterated integrals (mixed Chen-Goncharov representation)
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Splitting functions at O(ααs)
D. de Florian, G.F.R. Sborlini, G. Rodrigo,  Eur.Phys.J. C76 (2016) no.5, 282 ,   arXiv:1606.02887
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Let us describe the algorithm that allows one to obtain the
QED corrections by replacing gluons by photons from the
QCD splitting functions.

1. Since the QCD kernels include the average over initial
colour states, we first correct the overall normalization
of Pba in the case that an initial gluon (a = g) has to
be transformed into a photon (a = γ ), multiplying the
kernel by (N 2

C − 1).
2. Then we identify those Feynman diagrams that are non-

vanishing when replacing the corresponding gluon by
a photon, and we compute their colour structure. If the
original QCD diagram involves two non-observable glu-
ons, the replacement g → γ leads to two non-equivalent
topologies (both in real and virtual terms). At O(α αS), it
is necessary to multiply the final result by a global factor
2 to account for this effect in the pure quark kernels.

3. After that, we write the colour structures in terms of NC
by using the well known relations

CA = NC , CF = − 1
2 NC

+ NC

2
. (24)

4. Next, we single out and keep only the leading terms in
the limit NC → 0.

5. The final step consists in recomputing the colour structure
for the Abelian diagrams, replacing the QCD ones in the
expression of Pba.

In practical terms, we notice that at this order the QED results
can be recovered by simply identifying the most divergent
colour structure and performing the replacement directly
there, with the additional normalization change if the initial
gluon is replaced by a photon or if there are two unresolved
gluons. Finally, if the Feynman diagram expansion involves
fermion loops, we use the replacement

n F →
n F∑

j=1

e2
q j
, (25)

whilst for external quarks we just multiply the result by the
global factor e2

q . Figure 1 provides a graphical representation
of the Abelianization algorithm applied to the NLO QCD
splitting kernels to obtain the mixed QCD–QED corrections.
In particular, in (c), we explicitly motivate the replacement
rule mentioned in Eq. 25 by exploring a typical contribution
to P(2,0)

gg . When one gluon is replaced by a photon, we obtain a
fermion box with two photons attached to it; the QED interac-
tion introduces a factor e2

q responsible of a charge separation
for each quark flavour.

In the context of the full EW theory, the corrections
induced by massive bosons lead to singularities. However,
we will not deal with them in this work because it is possi-

Fig. 1 A sample of diagrams associated with the virtual and real con-
tributions to P(2,0)

qq , in a and b respectively. To obtain P(1,1)
qq , one gluon

is replaced by a photon. Since there are two ways to perform the replace-
ment, a factor 2 arises. c P(2,0)

gg is considered with a representative dia-
gram. In this case, the Abelian limit allows one to compute both P(1,1)

γ g

and P(1,1)
gγ . The presence of a fermionic box forces to take into account

the different quark EM charges

ble to factorize them and achieve a fully consistent treatment
of IR divergences relying only on QCD–QED splittings. In
other terms, singularities introduced by W and Z bosons can
be absorbed into the hard scattering, thus leaving unaffected
the evolution of PDFs.

We therefore present the (QCD,QED) = (1, 1) expres-
sions of the corresponding splitting kernels. In the first place,
we obtain

P(1,1)
qγ =

CF CA e2
q

2

{
4 − 9x − (1 − 4x) ln(x) − (1 − 2x)

× ln2 (x)+ 4 ln(1 − x)+ p qg(x)
[

2ln2
(

1 − x
x

)

− 4 ln
(

1 − x
x

)
− 2π2

3
+ 10

]}
, (26)

P(1,1)
gγ = CF CA

⎛

⎝
n F∑

j=1

e2
q j

⎞

⎠
{
−16 + 8x + 20

3
x2 + 4

3x

− (6 + 10x) ln(x) − 2(1 + x)ln2 (x)
}
, (27)

P(1,1)
γ γ = −CF CA

⎛

⎝
n F∑

j=1

e2
q j

⎞

⎠ δ(1 − x), (28)

for photon initiated processes, and

P(1,1)
qg =

TR e2
q

2

{
4 − 9x − (1 − 4x) ln(x) − (1 − 2x)

× ln2 (x)+ 4 ln(1 − x)+ p qg(x)
[

2ln2
(

1 − x
x

)

123

starting from the expressions by Curci-Furmanski-Petronzio
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is necessary to multiply the final result by a global factor
2 to account for this effect in the pure quark kernels.

3. After that, we write the colour structures in terms of NC
by using the well known relations

CA = NC , CF = − 1
2 NC

+ NC

2
. (24)

4. Next, we single out and keep only the leading terms in
the limit NC → 0.

5. The final step consists in recomputing the colour structure
for the Abelian diagrams, replacing the QCD ones in the
expression of Pba.

In practical terms, we notice that at this order the QED results
can be recovered by simply identifying the most divergent
colour structure and performing the replacement directly
there, with the additional normalization change if the initial
gluon is replaced by a photon or if there are two unresolved
gluons. Finally, if the Feynman diagram expansion involves
fermion loops, we use the replacement

n F →
n F∑

j=1

e2
q j
, (25)

whilst for external quarks we just multiply the result by the
global factor e2

q . Figure 1 provides a graphical representation
of the Abelianization algorithm applied to the NLO QCD
splitting kernels to obtain the mixed QCD–QED corrections.
In particular, in (c), we explicitly motivate the replacement
rule mentioned in Eq. 25 by exploring a typical contribution
to P(2,0)

gg . When one gluon is replaced by a photon, we obtain a
fermion box with two photons attached to it; the QED interac-
tion introduces a factor e2

q responsible of a charge separation
for each quark flavour.

In the context of the full EW theory, the corrections
induced by massive bosons lead to singularities. However,
we will not deal with them in this work because it is possi-

Fig. 1 A sample of diagrams associated with the virtual and real con-
tributions to P(2,0)

qq , in a and b respectively. To obtain P(1,1)
qq , one gluon

is replaced by a photon. Since there are two ways to perform the replace-
ment, a factor 2 arises. c P(2,0)

gg is considered with a representative dia-
gram. In this case, the Abelian limit allows one to compute both P(1,1)

γ g

and P(1,1)
gγ . The presence of a fermionic box forces to take into account

the different quark EM charges

ble to factorize them and achieve a fully consistent treatment
of IR divergences relying only on QCD–QED splittings. In
other terms, singularities introduced by W and Z bosons can
be absorbed into the hard scattering, thus leaving unaffected
the evolution of PDFs.

We therefore present the (QCD,QED) = (1, 1) expres-
sions of the corresponding splitting kernels. In the first place,
we obtain

P(1,1)
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q

2

{
4 − 9x − (1 − 4x) ln(x) − (1 − 2x)

× ln2 (x)+ 4 ln(1 − x)+ p qg(x)
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(
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for photon initiated processes, and
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P(1,1)
gg = −TR

⎛

⎝
n F∑

j=1

e2
q j

⎞

⎠δ(1 − x), (31)

for collinear splitting processes with a starting gluon. Notice
that QED corrections to the diagonal splitting kernels P(1,1)

γ γ

and P(1,1)
gg are proportional to the Dirac delta function

δ(1 − x) since they are originated by virtual two-loop con-
tributions to the photon and gluon propagators, respectively.
On the other hand, the quark splitting functions are given by

PS(1,1)
qq = PS(1,1)

qq̄ = 0, (32)

PV (1,1)
qq = −2CF e2

q

[(
2 ln(1 − x)+ 3

2

)
ln(x) p qq(x)

+ 3 + 7x
2

ln(x)+ 1 + x
2

ln2 (x)+ 5(1 − x)

+
(

π2

2
− 3

8
− 6ζ3

)
δ(1 − x)

]
, (33)

PV (1,1)
qq̄ = 2CF e2

q [4(1 − x)+ 2(1 + x) ln(x)

+ 2 p qq(−x)S2(x)
]
, (34)

P(1,1)
gq = CF e2

q

[
−(3 ln(1 − x)+ ln2 (1 − x)) p gq(x)

+
(

2 + 7
2
x
)

ln(x) −
(

1 − x
2

)
ln2 (x)

− 2x ln(1 − x) − 7
2
x − 5

2

]
, (35)

P(1,1)
γ q = P(1,1)

gq , (36)

where we appreciate that singlet contributions vanish at this
order, as anticipated in Sect. 2. The function S2(x) is given
by

S2(x) =
∫ 1

1+x

x
1+x

dz
z

ln
(

1 − z
z

)
= Li2

(
− 1
x

)
− Li2 (−x)

+ ln2
(

x
1 + x

)
− ln2

(
1

1 + x

)
. (37)

Finally, we establish the consistency of our results by check-
ing the corresponding fermionic and momentum sum rules
for each distribution. Explicitly, the O(α αS) contributions
to the evolution kernels fulfill:
∫ 1

0
dx

(
PV (1,1)
qq − PV (1,1)

qq̄

)
= 0, (38)

∫ 1

0
dxx

(
2 n u P(1,1)

ug + 2 n d P
(1,1)
dg + P(1,1)

γ g

+ P(1,1)
gg

)
= 0, (39)

∫ 1

0
dxx

(
2 n u P(1,1)

uγ + 2 n d P
(1,1)
dγ + P(1,1)

gγ

+ P(1,1)
γ γ

)
= 0, (40)

∫ 1

0
dxx

(
PV (1,1)
qq + PV (1,1)

qq̄ + P(1,1)
gq

+ P(1,1)
γ q

)
= 0. (41)

4 Conclusions

In this article, we discussed the computation of the NLO
mixed QCD–QED corrections to the Altarelli–Parisi evolu-
tion kernels. In order to reach that accuracy, we analyzed
the colour structure of each diagram contributing to these
corrections and evaluated their modification after a gluon is
transformed into a photon. Then we computed the explicit
expressions for the evolution kernels by carefully consider-
ing the Abelian limit of the results available in the literature
for pure QCD processes. In particular, relying on Refs. [21–
23] we obtained the corresponding results up to O(α αS).

The computation of higher-order mixed QCD–QED con-
tributions to physical observables plays a crucial role in the
full program of precision computations for hadron collid-
ers. In this direction, the results provided here are useful to
improve the accuracy of the PDFs sets used to perform the
theoretical predictions required by nowadays (and future)
experiments.
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needed for a complete subtraction in partonic calculations
of initial state collinear singularities at O(ααs)

not sufficient for a consistent PDF evolution at the same order
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O(ααs) corrections in pole approximation

● The pole approximation provides a good description of the W (Z) region,
   as it has already been checked for the pure NLO-EW corrections
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● At O(ααs) there are 4 groups of contributions

● The last group yields the dominant correction to the process,
    due to factorizable corrections QCD-initial x QED-final

this class is expected to capture the dominant part of the full O(↵↵s) corrections
on kinematic distributions in the resonance region. Therefore the sum of the NLO
QCD cross section �NLOs and the NLO EW corrections can be improved by adding
the initial–final-state corrections in the PA, �prod⇥dec

↵↵s
:

�NNLOs⌦ew = �NLOs + ↵�↵ + ↵↵s �
prod⇥dec

↵↵s
. (18)

The last term in Eq. (18), in particular, includes the double-real contribution that is
given in terms of the exact matrix elements for gluon or photon emission in vector-
boson production and decay, respectively, treated without kinematic approximation
on the photon or gluon momenta. In the POWHEG implementation discussed in Sec-
tion 4.1, these e↵ects are approximated by treating the first emission exactly and
generating the second emission by a QCDxQED shower in the collinear approxima-
tion. On the other hand, this approach includes multiple collinear photon and gluon
emissions which are not included in the fixed-order prediction (18).

In the numerical results shown below, all terms of Eq. (18) are consistently eval-
uated using the NNPDF2.3QED NLO set [32], which includes O(↵) corrections. We
consider the case of “bare muons” without any photon recombination. Results ob-
tained assuming a recombination of leptons with collinear photons can be found in
Ref. [84] and show the same overall features, with corrections that typically reduced
by a factor of two.

Predictions for the transverse-mass and transverse-lepton-momentum distribu-
tions for W+ production at the LHC with

p
s = 14TeV are shown in Fig. 36. For

Z production, Fig. 37 displays the results for the lepton-invariant-mass distribution
and a transverse-lepton-momentum distribution. The red curves are given by the
factorizable initial–final O(↵↵s) corrections, normalized to the LO cross-section pre-
diction,

�prod⇥dec

↵↵s
=

↵↵s �prod⇥dec

↵↵s

�LO

, (19)

where �LO is computed using the NNPDF2.3QED LO PDFs. One observes corrections
beyond NLO of approximately �1.7% in the MT,⌫l distribution (left plot in Fig. 36).
As can be anticipated from the size of the NLO QCD corrections, corrections to
the transverse-lepton-momentum spectrum (right plots in Figs. 36 and 37) can be
much larger, rising to about 15% (20%) above the Jacobian peak for the case of
the W+ boson (Z boson) and dropping to almost �50% above. In fact, a realistic
description of the pT,l spectrum near resonance requires the inclusion of higher-order
gluon-emission e↵ects. In case of the Ml+l� distribution for Z production (left plot
in Fig. 37), corrections up to 10% are observed below the resonance, consistent with
the large EW NLO corrections from FSR in this region.

The result of the PA (19) allows to assess the validity of a naive product ansatz
of the O(↵↵s) correction,

�naive fact

NNLOs⌦ew
= �NLOs(1 + �↵). (20)

Here the relative EW correction factor �↵ = ↵�↵/�0 is introduced as the ratio of
the NLO EW correction and the LO contribution �0 to the NLO cross section, both
evaluated with NLO PDFs, so that PDF e↵ects cancel in this factor. The di↵erence
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on kinematic distributions in the resonance region. Therefore the sum of the NLO
QCD cross section �NLOs and the NLO EW corrections can be improved by adding
the initial–final-state corrections in the PA, �prod⇥dec

↵↵s
:

�NNLOs⌦ew = �NLOs + ↵�↵ + ↵↵s �
prod⇥dec

↵↵s
. (18)

The last term in Eq. (18), in particular, includes the double-real contribution that is
given in terms of the exact matrix elements for gluon or photon emission in vector-
boson production and decay, respectively, treated without kinematic approximation
on the photon or gluon momenta. In the POWHEG implementation discussed in Sec-
tion 4.1, these e↵ects are approximated by treating the first emission exactly and
generating the second emission by a QCDxQED shower in the collinear approxima-
tion. On the other hand, this approach includes multiple collinear photon and gluon
emissions which are not included in the fixed-order prediction (18).

In the numerical results shown below, all terms of Eq. (18) are consistently eval-
uated using the NNPDF2.3QED NLO set [32], which includes O(↵) corrections. We
consider the case of “bare muons” without any photon recombination. Results ob-
tained assuming a recombination of leptons with collinear photons can be found in
Ref. [84] and show the same overall features, with corrections that typically reduced
by a factor of two.

Predictions for the transverse-mass and transverse-lepton-momentum distribu-
tions for W+ production at the LHC with

p
s = 14TeV are shown in Fig. 36. For

Z production, Fig. 37 displays the results for the lepton-invariant-mass distribution
and a transverse-lepton-momentum distribution. The red curves are given by the
factorizable initial–final O(↵↵s) corrections, normalized to the LO cross-section pre-
diction,

�prod⇥dec

↵↵s
=

↵↵s �prod⇥dec

↵↵s

�LO

, (19)

where �LO is computed using the NNPDF2.3QED LO PDFs. One observes corrections
beyond NLO of approximately �1.7% in the MT,⌫l distribution (left plot in Fig. 36).
As can be anticipated from the size of the NLO QCD corrections, corrections to
the transverse-lepton-momentum spectrum (right plots in Figs. 36 and 37) can be
much larger, rising to about 15% (20%) above the Jacobian peak for the case of
the W+ boson (Z boson) and dropping to almost �50% above. In fact, a realistic
description of the pT,l spectrum near resonance requires the inclusion of higher-order
gluon-emission e↵ects. In case of the Ml+l� distribution for Z production (left plot
in Fig. 37), corrections up to 10% are observed below the resonance, consistent with
the large EW NLO corrections from FSR in this region.

The result of the PA (19) allows to assess the validity of a naive product ansatz
of the O(↵↵s) correction,

�naive fact

NNLOs⌦ew
= �NLOs(1 + �↵). (20)

Here the relative EW correction factor �↵ = ↵�↵/�0 is introduced as the ratio of
the NLO EW correction and the LO contribution �0 to the NLO cross section, both
evaluated with NLO PDFs, so that PDF e↵ects cancel in this factor. The di↵erence
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of the prediction (18) to the product ansatz (20), normalized to the LO cross section,
reads

�NNLOs⌦ew � �naive fact

NNLOs⌦ew

�LO

= �prod⇥dec

↵↵s
� �↵�

0

↵s
, (21)

with the relative QCD correction factor �0↵s
= (�NLOs � �0)/�LO.12 The agreement of

the correction factor (19) with the product �↵�0↵s
therefore provides an estimate for the

accuracy of the naive product ansatz. In Figs. 36 and 37 two di↵erent versions of the
EW correction factor are used for the product approximation, first based on the full
NLO correction (�↵, black curves), and second based on the dominant EW final-state
correction of the PA (�dec↵ , blue curves). The di↵erence of these curves provides an
estimate for the size of the remaining as yet uncalculated O(↵↵s) corrections beyond
the initial–final corrections considered in the calculation of Refs. [82, 83, 84] and
therefore also provides an error estimate of the PA, and in particular of the omission
of the corrections of initial–initial type.

In the case of the MT,⌫l distribution (left plot in Fig. 36), which is rather insensi-
tive to W-boson recoil due to jet emission, both versions of the naive product ansatz
approximate the PA prediction quite well near the Jacobian peak and below. Above
the peak, the product �0↵s

�↵ based on the full NLO EW correction factor deviates
from the other curves, which signals the growing importance of e↵ects beyond the
PA. In contrast, the product ansatz fails to provide a good description for the lepton
pT,l distributions (right plots in Figs. 36 and 37), which are sensitive to the interplay
of QCD and photonic real-emission e↵ects. In this case one also observes a larger dis-
crepancy of the two di↵erent implementations of the naive product, which indicates
a larger impact of the missing O(↵↵s) initial-initial corrections of Fig. 35 (a), and in
particular the real-emission counterparts. For the Ml+l� distribution for Z production
(left plot in Fig. 37), the naive products approximate the full initial–final corrections
reasonably well for Ml+l� � MZ, but completely fail already a little below the reso-
nance where they do not even reproduce the sign of the full correction �prod⇥dec

↵s↵ . This
failure can be understood from the fact that the naive product ansatz multiplies the
corrections locally on a bin-by-bin basis, while a more appropriate treatment would
apply the QCD correction factor at the resonance, �0↵s

(Ml+l� = MZ) ⇡ 6.5%, for the
events that are shifted below the resonance by photonic FSR. The observed mismatch
is further enhanced by a sign change in the QCD correction �0↵s

at Ml+l� ⇡ 83GeV.
These examples show that a naive product approximation has to be used with care

and does not hold for all distributions. The results are also sensitive to the precise
definition of the correction factors �↵ and �↵s [83]. As shown in Ref. [84], a more
suitable factorized approximation of the dominant O(↵↵s) e↵ects can be obtained
by combining the full NLO QCD corrections to vector-boson production with the
leading-logarithmic approximation for FSR through a structure-function or a parton
shower approach such as used in PHOTOS [12]. In this way the interplay of the recoil
e↵ects from jet and photon emission is properly taken into account, while certain non-
universal, subleading, e↵ects are neglected.

12Note that this correction factor di↵ers from that in the standard QCD K factor KNLOs =
�NLOs/�LO ⌘ 1 + �↵s due to the use of di↵erent PDF sets in the Born contributions. See Ref. [83]
for further discussion.

59

full result
pole approximation

naive factorization

test of the validity of the naive factorization

the δ are the inclusive correction factor

S. Dittmaier, A. Huss, C. Schwinn, Nucl.Phys.B885 (2014) 318,  Nucl.Phys.B904 (2016) 216 

● We need to compare these results with the O(ααs) terms available in Monte Carlo (POWHEG)
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estimate of missing higher-order contributions
      two calculations performed directly in the OS renormalization scheme or
                                               in the MSbar scheme with the eventual translation to OS values
       MSbar scheme → systematic inclusion of higher-order corrections in the couplings

        the comparison of the two numerical results
           suggests that missing higher orders might have a residual effect of O(6 MeV)

 63

re-evaluation of the MW prediction  G.Degrassi, P.Gambino, P.Giardino, arXiv:1411.7040

                    MW = 80.357 ± 0.009 ± 0.003 GeV     (parametric and missing higher orders)

parametric uncertainties
      MW varies  with mt:               Δmt=+1 GeV           →  ΔMW = +6 MeV
                        with Δαhad(MZ):     Δαhad(MZ)=+0.0003  →  ΔMW =  -6 MeV

The W boson mass: theoretical prediction

Global electroweak fit (Gfitter, arXiv:1407.3792)

            MW = 80.358 ± 0.008 GeV       indirect determination more precise than direct measurement    
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Results from LEP and SLC: sin²θeff(leptonic)
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χ2/d.o.f.: 11.8 / 5

A0,l
fb 0.23099 ± 0.00053

Al(Pτ) 0.23159 ± 0.00041

Al(SLD) 0.23098 ± 0.00026

A0,b
fb 0.23221 ± 0.00029

A0,c
fb 0.23220 ± 0.00081

Qhad
fb 0.2324 ± 0.0012

Average 0.23153 ± 0.00016

Δαhad= 0.02758 ± 0.00035Δα(5)

mt= 178.0 ± 4.3 GeV

Figure 7.6: Comparison of the effective electroweak mixing angle sin2 θlept
eff derived from mea-

surements depending on lepton couplings only (top) and also quark couplings (bottom). Also
shown is the SM prediction for sin2 θlept

eff as a function of mH. The additional uncertainty of the

SM prediction is parametric and dominated by the uncertainties in ∆α(5)
had(m

2
Z) and mt, shown

as the bands. The total width of the band is the linear sum of these effects.
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• good sensitivity to the Higgs mass value 

• tension between SLD and LEP results
• tension between leptonic and b-quark asymmetries
    

an independent measurement at hadron colliders
can help to test the likelihood of the SM
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Results from LEP2 for MW

 [GeV]WM
80.0 80.2 80.4 80.6 80.8 81.0

ALEPH  0.051±80.440 

DELPHI  0.067±80.336 

L3  0.055±80.270 

OPAL  0.052±80.415 

LEP  0.033±80.376 
/DoF = 48.9/412χ

LEP W-Boson Mass

Figure 7.1: The measurements of the W-boson mass obtained by the four LEP collabora-
tions (as published) together with the LEP combined result. The combined value includes
correlations between experiments, between different energy points, and between the qqℓνℓ and
qqqq channels. A revised estimation of systematic uncertainties due to colour reconnection and
Bose-Einstein correlations is applied to the input of the individual measurements to the LEP
combined results in order to take the direct determination of FSI parameters into account.
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• the semi-leptonic channel was “golden” because

     ▻ only two jets → unique invariant mass reconstruction

     ▻ no colour reconnection of Bose-Einstein correlation problems

• LEP2 measurement mostly limited by statistics
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     ▻ only two jets → unique invariant mass reconstruction

     ▻ no colour reconnection of Bose-Einstein correlation problems
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